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Here, at last!
François Englert and Peter W. Higgs are jointly awarded the Nobel Prize in Physics 2013 for the 
theory of how particles acquire mass. In 1964, they proposed the theory independently of each other 
(Englert together with his now deceased colleague Robert Brout). In 2012, their ideas were confirmed 
by the discovery of a so called Higgs particle at the CERN laboratory outside Geneva in Switzerland.

The awarded mechanism is a central part of the Standard Model of particle physics that describes how the 
world is constructed. According to the Standard Model, everything, from !owers and people to stars and 
planets, consists of just a few building blocks: matter particles. These particles are governed by forces medi-

ated by force particles that make sure everything works as it should. 

The entire Standard Model also rests on the existence of a special kind 
of particle: the Higgs particle. It is connected to an invisible "eld that 

"lls up all space. Even when our universe seems empty, this "eld is 
there. Had it not been there, electrons and quarks would be mass-
less just like photons, the light particles. And like photons they 

would, just as Einstein’s theory predicts, rush through space at the 
speed of light, without any possibility to get caught in atoms or molecules. 

Nothing of what we know, not even we, would exist. 

Both François Englert and Peter Higgs were young 
scientists when they, in 1964, independently of each 
other put forward a theory that rescued the Stand-
ard Model from collapse. Almost half a century 
later, on Wednesday 4 July 2012, they were both 
in the audience at the European Laboratory for 
Particle Physics, CERN, outside Geneva, when 
the discovery of a Higgs particle that "nally con-
"rmed the theory was announced to the world.

The model that created order
The idea that the world can be explained in terms 
of just a few building blocks is old. Already in 400 
BC, the philosopher Democritus postulated that 
everything consists of atoms — átomos is Greek for 
indivisible. Today we know that atoms are not indivisible. They consist of electrons that orbit an atomic 
nucleus made up of neutrons and protons. And neutrons and protons, in turn, consist of smaller particles 
called quarks. Actually, only electrons and quarks are indivisible according to the Standard Model. 

The atomic nucleus consists of two kinds of quarks, up quarks and down quarks. So in fact, three elemen-
tary particles are needed for all matter to exist: electrons, up quarks and down quarks. But during the 
1950s and 1960s, new particles were unexpectedly observed in both cosmic radiation and at newly con-
structed accelerators, so the Standard Model had to include these new siblings of electrons and quarks.

François Englert and Peter Higgs meet for the first time, 
at CERN when the discovery of a Higgs particle was 
announced to the world on 4 July 2012.  
Photo: CERN, http://cds.cern.ch/record/1459503 

The Higgs particle, H, completes the Standard Model of particle 
physics that describes building blocks of the  universe. 

THE NOBEL PRIZE IN PHYSICS 2013
POPULAR SCIENCE BACKGROUND

Francois Englert Peter Higgs

“...for the theoretical discovery of a mechanism 
that contributes to our understanding of the 
origin of mass of subatomic particles, and which 
recently was confirmed through the discovery of 
the predicted fundamental particle, by the 
ATLAS and CMS experiments at CERN's 
Large Hadron Collider”

The Higgs Boson (aka 
“God Particle”)
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5

One Higgs boson produced every 3 billion collisions
Peak rate of 9 Higgs bosons/minute
Total number of collisions produced to find Higgs: 690 trillion
If each collisions were one grain of sand...



K. Lannon

Oceans of Data

6

Would fill 17 Olympic-sized swimming pools



K. Lannon

Oceans of Data

6

Would fill 17 Olympic-sized swimming pools



K. Lannon

Oceans of Data

6

Would fill 17 Olympic-sized swimming pools

All of the Higgs collisions would fill 
1/2 Tbsp
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How fast do we need to Go?

7

Basic facts:
➡Data from detector: 200 kB/ collision
➡ Processing time for analysis: 5 sec (basic)
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Processing CMS Data
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Prompt'
Reco.'

Re,reco.'Physics'Analysis'

Physic'Results'

CMS'detector'Simulated'Data'

Analysis'
improvements'

~ 2 PB/year~ 5-10 PB/year
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Worldwide LHC Computing Grid

9

Over 160 sites around world (including OSG sites in US)
> 200k CPU cores available
Has gone as high as ~ 1 million jobs submitted in a single day
> 300 PB of total storage available

Shared by all four LHC experiments!
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Organization
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Tier 0

➡ All LHC data passes through T0 for initial processing
➡ Provides less than 20% of total CPU resources for 

LHC experiments
➡ Basic data processing common to all analyses

CERN
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Tier 1

Canada Germany Spain

France

Italy

Nordic 
Countries

Netherlands

Taipei

United 
Kingdom

USA (FNAL) USA (BNL)

➡ Distribute data around the world
➡ Provide CPU for central 

reprocessing
➡ Generate simulated data

Tier 1 Tier 1 Tier 1 Tier 1

Tier 1

Tier 1

Tier 1Tier 1Tier 1

Tier 1
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Tier 1

Tier 1
Tier 1 Tier 1 Tier 1
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➡ Over 140 T2 sites throughout the world
➡ Average site has ~800 CPU’s and 300 TB 

storage
‣ Some have much more: > 1 PB storage!

➡ Provide CPU and storage for analysis of 
data, plus some simulation

➡ This is where “average user” runs analysis
➡ Connected via regional internet links
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T0#

T1# T1#

T2# T2# T2# T2#

T3# T3# T3# T3# T3#

CERN#Lab#
Geneva,#Switzerland#

Na;onal##Labs#
(Fermilab,#etc.)#

Universi;es#
(MIT,#Wisconsin,#

Nebraska,#Purdue,#etc.)#

Universi;es#
(ND,#Colorado,#
UMD,#OSU,#etc.)#
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ND T3
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888-slot Condor Pool
50 TB (raw) HDFS

Basic Idea In pictures
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Tier 2

Tier 2

Tier 2

Tier 2

WLCG

Headnode
OSG/Condor

NSF Mount /store
ndcms

Storage
80 TB

/store

Interactive
User logins

earth

Software Stack
CMS+OSG

local→ CVMFS/FUSE

HDFS

CPU CPU

HDFS

CPU CPU

Hadoop 
Name Node

Hadoop 
Sec. NN15k-slot Condor Pool (30% Idle)

CPU

CPU

CPU

CPU

CPU

CPU

CPU

CPU

CPU

CPU

CPU

CPU

CPU

CPU

CPU

CPU

NDCMSCRC or shared
Ownership:

xrootd
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What do we use it for?
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Short answer: physics analysis
More details

Start with large general purpose dataset (simulations + real data): 
~400TB
Reduce by keeping only essential information for an analysis: ~20 TB
Select most interesting subset of reduced data: ~100 GB
Make plots

First step done by reading data stored at T2 over network (xrootd)
Goes against trend of “moving code to data” (I think)
Solves two problems

Lack of storage (and need to manage large amounts of data needed only briefly)
Transfer time (overlaps with processing time)

Rest done with local data access

Talk by Brian Bockelman (last year)

http://www3.nd.edu/~ccl/workshop/2012/talks/bockelman-aaa.pdf
http://www3.nd.edu/~ccl/workshop/2012/talks/bockelman-aaa.pdf
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Usage Statistics
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Bandwidth Usage
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Haven’t 
saturated 
campus 
bandwidth yet!
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Scaling from Here

19

Main bottleneck (right now): CPU
Most intensive part of the processing takes ≥ 3 weeks 
using full T3 resources
Would like it to be faster

Plan: top into opportunistic resources on campus
CRC pool

Potentially 15k cores available
Only ~30% idle at any moment: still 5k cores!
Comparable resources to T2
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Challenges

Problem: CRC condor machines don’t have CMS/
OSG software

Solution: Use CVMFS + Parrot
Status: Successful small scale tests: working 
to scale to 1000’s of cores

Problem: CRC machines need access to data at T2 
sites

Solution: xrootd (just like T3 workers)
Status:  After reconfiguration of CRC network to allow 
outside access on nodes, successful small scale tests

20

CRC REU: 
Dillon Skeehan 
(+Paul Brenner)

Good talk last year by Dan Bradley

http://www3.nd.edu/~ccl/workshop/2012/talks/bradley-cernvmfs.pdf
http://www3.nd.edu/~ccl/workshop/2012/talks/bradley-cernvmfs.pdf
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Challenges
Problem: Data stored at ND T3 not accessible to CRC 
nodes

Solution:  Still TBD
Run xrootd server for ND storage?
Chirp?

Problem: Resource management
Ideally jobs would overflow automatically from dedicated 
T3 resources to opportunistic when necessary
Right now, need to manually decide where to run
Solution: TBD

Natural sort of approach: Condor glidein
Could WorkQueue be an interesting alternative?

21
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Challenges

Problem: Preemption
Serious problem:

Jobs don’t own slot.  Will be evicted if owner wants machine
Current CMS workflow control doesn’t handle preemption well: no 
checkpointing or automatic restarting

Solution: ???
In principle: address no restart issue with tuning to condor submit file 
generated by CMS workflow tool
Doesn’t handle issue of wasted resources when evicted jobs progress lost
Need solution to handle: checkpointing? Run in VM (stop/restart on 
eviction)?
Can imagine building solution using Chirp and/or Parrot to store 
checkpoint information across network to allow for graceful restarts

22



K. Lannon

Conclusions

ND T3 has transformed our group’s ability to do data 
anlaysis
Entering new territory in terms of scaling T3 
resources (not counting FNAL)
CCL tools critical to successes so far

Everything rides on CVMFS + Parrot
See opportunities for other tools to play important role(s)

Several opportunities to innovate (network data 
access, workflow management, preemption, etc.)

Innovations can be fed back to larger T1/2/3 community

23


