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SUMMARY
A key problem during copy-paste source code reuse is that, to reuse even a small section of code from a program as opposed to an API, a programmer must include a huge amount of additional source code from elsewhere in the same program. This additional code is notoriously large and complex, and portions can only be identified at runtime. In this paper, we propose execution record/replay as a solution to this problem. We describe a novel reuse technique that allows programmers to reuse functions from a C or C++ program, by recording the execution of the program and selectively modifying how its functions are replayed. We have implemented our technique and evaluated it in an empirical study in which eight programmers used our tool to complete four tasks over four hours each. The participants found our technique to be easier than manually reusing the code as part of their project. We also found that the resulting code was smaller and less complex than it would have been had the participants manually reused the code. Copyright © 0000 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Source code reuse has long been a centerpiece of software engineering research [61]. This research has yielded many effective solutions for designing reusable software, such as object-oriented architectures [44] and repositories of shared libraries [46]. While these technologies have proliferated, the reality is that much source code is not designed with reuse in mind [40]. As a result, pragmatic reuse (also called “copy-paste” or “opportunistic” reuse [52]) has become an accepted practice in many professional environments [48, 45]. Pragmatic reuse differs from library or component reuse in that there is no interface to the reused code – the code must be transplanted from one program into another.

A key problem during this transplanting process is that the reused code’s dependencies must also be transplanted. As Section 2 will show, to reuse even a small section of source code, a programmer often needs to include a huge amount of source code dependencies from elsewhere in the same project. The complexity and size of these dependencies (typically totaling 30% to 60% of the original program [8]) forces programmers to choose: either cut the reused code to reduce dependencies, or abandon the reuse altogether [40]. This difficulty of understanding dependencies is a consistent theme in studies of software reuse [83, 19].

Another problem faced during the transplanting process is that some code requires very specific and/or older versions of the compiler or other external dependencies. This requires that the programmer understand the exact nature of the differences between the versions required by the code that he or she wishes to transplant and the versions currently available. This can mean understanding the inner workings of the external dependency, e.g. when code relies on undocumented and
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Unsupported behavior that has changed. The programmer must then find a way to compensate for the changes in the external dependency in order to transplant the code. While migrating the code the programmer may encounter a dependence cluster [43] which is a set of statements that depend on each other. Changing any one of these statements can affect the other statements in the cluster, forcing the programmer to contend with modifying more statements in the cluster until every statement in the cluster is migrated to the new environment.

In this paper, we propose using execution record/replay to reduce the number of dependencies that a programmer must consider when reusing source code. Execution record/replay is the task of logging the execution of a program, so that the execution can be duplicated later [56, 80]. Our technique uses this idea by recording the state of the dependencies during one program’s execution, and replaying them in the context of a different program. The advantage is that a programmer only needs to include the code that he or she would like to reuse. If that code has dependencies, then those dependencies are restored from the execution log as they are needed. The programmer can elect to modify these dependencies if desired, otherwise the functionality is available as it was in the original program. Figure 1 depicts our idea.

We have implemented our technique as a library called Flashback for reusing functions from C/C++ programs in a Linux environment. Using Flashback, a programmer can select a function in a program that he or she would like to reuse. Then, the programmer executes the program. Flashback records the state of the program into a “scene” any time that control is passed to the function. In cases where the function is called multiple times there will be multiple scenes for that function. The programmer will typically change any state information prior to execution. In cases where state information is important the programmer will need to keep track of which invocation contains the appropriate state. To reuse the function, the programmer directs Flashback to reload that state at a given point in the new program by calling the traceback_load_scence() function from within the host program. The programmer can then alter the state as necessary, such as the values of the function’s arguments. At runtime, Flashback makes these changes, restores the state, and passes control to the function. Once the function is complete, Flashback passes control back to the new program. The new program does not need to include any of the reused function’s dependencies; instead, they are restored from the scene.

To evaluate our technique, we performed an empirical study in which eight programmers used our technique to solve four programming tasks. Each programmer spent approximately four hours solving these tasks. We then compared the time required, size of resulting programs, and programmer-reported difficulty when using our technique versus a baseline copy-paste technique, which is the typical strategy followed by programmers (see Section 7). We found that our approach reduced the time required to solve the tasks by a statistically-significant margin. In addition, the resulting programs were smaller by a statistically-significant margin, and the perceived difficulty was reduced.
2. BACKGROUND

This section provides an example demonstrating the problem and a description of execution record/replay technology.

2.1. Motivating Example

Consider the following reuse scenario from the open-source program Celestia\textsuperscript{1}, which we use as an example to explain our approach in Section 3. Celestia is planetarium software that shows a graphical display of the night sky. Consider a programmer who wants to use code from this application to calculate the star nearest to another, arbitrary star that the programmer specifies. The programmer believes this is possible because the application’s graphical user interface contains a Find Stars window which performs this task. There are a number of successful techniques to help the programmer find relevant code for this task, and it is likely that the programmer would find the nearestStar function, which implements the search algorithm behind the Find Stars window. To reuse this function, shown in Figure 2, the programmer needs to understand several details behind Celestia. The programmer must know how it represents space, including the Universe and Star data types. The programmer must investigate the Predicate structure, the position variable pos, and even the parameters to the function findStars. To include nearestStar in another program, all of this additional source code would need to be extracted and included in the new program. Then initialization functions, such as the one that sets up the star catalog, also need to be added, along with any external files which the initialization functions use. The programmer would need to integrate a non-trivial portion of Celestia, just to reuse nearestStar. The function depends on so many underlying details, that it is very difficult to separate from Celestia.

2.2. Execution Record/Replay

Execution record and replay is the task of logging and duplicating the execution of a program. The ability to duplicate the execution is valuable in domains such as debugging [71] and security [23], because it helps reveal to programmers the causes behind a program’s behavior. The idea behind execution replay is simple: record the instructions as a program executes, and duplicate the instructions later by reading from a log. Most of the instructions are based on deterministic events, such as arithmetic, and can be replayed or re-executed with known inputs. Non-deterministic events pose a key problem, and much research has been devoted to execution replay of different non-deterministic situations in a variety of environments [4, 80, 56].

The record/reuse system Jockey [80] plays an important role in our approach by providing two key services: 1) program checkpointing, and 2) function interception. Checkpointing is the ability

```cpp
const Star* StarBrowser::nearestStar()
{
    Universe* univ = appSim->getUniverse();
    CloserStarPredicate closerPred;
    closerPred.pos = pos;
    std::vector<const Star*>* stars =
        findStars(*(univ->getStarCatalog()),
                   closerPred, 1);
    const Star *star = (*stars)[0];
    delete stars;
    return star;
}
```

Figure 2. From starbrowser.cpp in Celestia.

\textsuperscript{1}www.shatters.net/celestia/
to dump program state to a file at a given time in the program’s execution. Interception is the ability to call an arbitrary function whenever a given function executes. Due to space limitations, we direct readers to the related literature for a discussion of these topics [80].

3. OUR APPROACH

Our approach enables the reuse of functions from C and C++ programs. Given a function to reuse, our approach works in four steps: 1) from a log file, restore the state of the program containing the function at a point just prior to the function’s execution, 2) modify any parameters or global variables as instructed by the programmer, 3) pass control to the function so that it executes, and 4) catch the function return so that the programmer can read the function’s output.

In this section, we will elaborate on each of these steps. We will use the example in Figures 3 and 4 to illustrate how these steps work in practice. These figures show how our approach can reuse the function nearestStar from Section 2.1.

3.1. Supporting Technology

We have heavily modified the Jockey library [80] for our approach. The most important modification we made was to add the ability to “go live.” Many approaches, such as the one implemented in the GNU debugger, do not actually re-execute the logged instructions. Instead, they log the output of each instruction and, during replay, restore the state as it was after the instruction. This restoration produces an identical result when the logs are reviewed for debugging. For our work in reuse, we alter the state before replay, which means that the instructions will need to be re-executed, rather than restored. We implement a “go live” system after the state is restored, inspired by an approach described by Laadan et al. [56].

3.2. Preparation

To prepare to reuse a function, a programmer must first record a checkpoint for that function. The checkpoint must be taken at a point just prior to the function’s execution. We provide a recording utility based on Jockey’s checkpointing feature. The utility takes a program and the name of a function in that program. The utility then executes the program. The programmer may interact with the program – whenever the function is called, the utility directs Jockey to record the state of the program to a checkpoint file. The function may be called several times, and there will be one checkpoint for each of these. The programmer can choose a checkpoint that he or she prefers, otherwise the default is the first checkpoint.

Each checkpoint corresponds to one function. In order to use multiple functions from one program the user would need to generate a checkpoint for each function. At run time each checkpoint is loaded into its own process. The user is responsible for synchronizing global variables and other external dependencies to insure that the functions behave consistently.

3.3. Reusing Functions

We implemented our approach as a user space C/C++ library for 32-bit Linux 2.6.10. While implementation for different environments is possible, in this paper we limit the scope to one environment for clarity and reproducibility. Figure 3 shows an example program using our library. The remainder of this section will cover the steps of our approach, using this example for context.

3.3.1. Restoring Function State The first step to reuse a function is to restore the program state that lead to the function being called. We use Jockey’s checkpoint restoration feature to reload this state from a checkpoint log file. To make this feature available for reuse, we have provided flashback_load_scene() in our library (Figure 3, area 1). Like Jockey, a call to this library function will load the program associated with the checkpoint, copy the variable memory space from the log file back into memory, and then skip forward in the program to the point where the
Figure 3. Example program using our library to reuse `nearestStar` from Figure 2.

Checkpoint was recorded. A key difference between Jockey’s default restoration and restoration in our approach is that we use `libdwarf` [26] to place a breakpoint immediately after memory space has been allocated for parameters and other local variables. Libdwarf is a library that allows us to read the DWARF debugging information that is generated by compilers such as GCC and G++ and read by debuggers such as GDB[32]. In this case libdwarf allows us to find the starting address of the target function. Figure 4, area 1, shows an example of where this occurs. The breakpoint causes the program to pause at this location.

Note that the only part of the program executed when loading a scene into memory is the set of instructions between the Jockey Checkpoint and the breakpoint (e.g., the first four instructions in Figure 4). The program is loaded into memory, and skipped forward using data from the checkpoint log file, but no further instructions are dispatched to the processor. The advantage to this technique is that the function is prepared to execute exactly as it was when the checkpoint was recorded: local and global variables are accessible, and dependent functions are available. The programmer does not need to include these details in his or her program. At area 1 in Figure 3, the function is ready to be reused. Different class definitions from the program are included for areas 2 and 4, however

---

Figure 4. Disassembled `nearestStar` from Figure 2, showing steps taken by the library in Figure 3.
these are only necessary to make changes to the execution of the function – they are not required to
load or execute the function.
Note as well that a scene contains the entire state of the process including registers, memory, open
files, sockets, pipes and other resources. This requires the programmer to be aware of what resources
the target function depends on and to update those resources prior to executing the function.

3.3.2. Modifying Local Variables  The next step in our approach is to modify local variables. This
modification allows programmers to change how the function will execute. For example, in area 2 of Figure 3, the value of “pos” in nearestStar is changed to an arbitrary position, so that nearestStar returns stars near the given arbitrary position. We accomplish this modification in our approach after the breakpoint is reached during restoration (Figure 4, area 2). We access the memory location of the variable, and copy a given variable into that location. Technically, the function flashback_set_var() requires the name of the variable and a replacement variable of a compatible type. Our library then uses libdwarf to find the variable in memory (and ptrace to replace it), so instrumentation is required to find variable addresses by name. Currently, we support getting and setting all primitive types, arrays (including strings), and structs.

At this point the user also has the opportunity to set breakpoints. Breakpoints are defined by a
source file name and line number similar to a debugger. This allows the user to execute part of a
function and to get or set parameters or local variables possibly by integrating with other functions
contained in the host program. The user can then continue the function’s execution if they so choose. Otherwise they can unload the scene.

3.3.3. Executing the Function  The next step is to execute the function following the breakpoint.
When directed by the programmer (Figure 3, area 3), our approach begins executing in two phases.
First, we set the program to “live” mode by disabling the replay mechanism in Jockey. We modified
Jockey to prevent it from intercepting system calls during “live” mode, so that these calls will be
sent to the operating system rather than simulated from the log file. Second, we use libdwarf
to continue from the breakpoint. The result is that the instructions after the breakpoint will be
dispatched to the processor, and the function will execute. The program will behave normally; calls
to other functions will cause control to be passed to those functions. Our approach does not affect
execution until the function returns. For example, in area 3 of Figure 4, instruction 6 will call
getUniverse. When getUniverse returns, the function will continue from instruction 7 to 28.

3.3.4. Catching Function Return  The execution will continue until a breakpoint is hit or until the
function is complete. At that time, we catch the return value by intercepting the function’s return
location, and sending control back to our library rather than to the rest of the program being reused.
See area 4 of Figure 4. At this time we are unable to catch non-standard return mechanisms such
as setjmp and longjmp. We are also unable to catch calls to custom signal handlers.

4. CASE STUDY EVALUATION

This evaluation compares Flashback to the standard “copy-paste” method of source code reuse,
which is the typical strategy that programmers must follow (see Section 7). In this section, we
describe the design of the study, including our research questions, methodology, subjects, and
evaluation metrics.

4.1. Research Questions

Our objective is to determine the degree to which Flashback, when compared to the copy-
paste method, affects the time required by programmers and the number of dependencies that
programmers must reuse. To that end, we pose the following Research Questions (RQ):
RQ1. To what degree does Flashback increase or decrease the time required for programmers to reuse source code?

RQ2. To what degree does Flashback increase or decrease the number of dependencies that programmers must reuse?

RQ3. To what degree is Flashback more or less difficult to use than the copy-paste method?

RQ4. To what degree is Flashback perceived as being more or less appropriate to use than the copy-paste method?

RQ5. Is Flashback perceived as being more applicable to some tasks more than others?

RQ6. Does Flashback affect the running time of a program as compared to the copy-paste method?

The rationale behind RQ1 is that Flashback is designed to reduce the time required to reuse source code by reducing the number of source-level dependencies. However, Flashback introduces its own overhead through the time required to create scenes and debug improper behavior. We have no way to predict whether the time required to successfully apply Flashback to a specific case will outweigh the reduction in time gained from eliminating the need to comprehend and integrate source-level dependencies, therefore we investigate it as part of this evaluation.

The rationale behind RQ2 is that Flashback is designed to minimize the number of dependencies needed to reuse code. Even though there is evidence that these dependencies are complex and extensive [38], it is not known precisely how many of these dependencies can be eliminated using Flashback. Reducing the number of dependencies benefits programmers during reuse tasks [40], and therefore is a measure of the effectiveness of our tool. We pose RQ2 to measure the degree of this potential benefit.

The rationale behind RQ3 is that Flashback is designed to replace the copy-paste method. It is not known if the effort required to create and manipulate scenes is outweighed by the effort required to comprehend and integrate a series of source-level dependencies, therefore we investigate it as part of this evaluation.

The rationale behind RQ4 and RQ5 is that Flashback introduces a new paradigm for code reuse. It is not known if this paradigm serves to make Flashback appear more or less appropriate for code reuse, whether generally or for specific tasks. It is also not known if users can relate to using this paradigm so we investigate it as part of this evaluation. It is also not known if Flashback introduces any overhead when reusing a function, so we pose RQ6.

4.2. Methodology

Our methodology for answering our research questions was as follows. We performed a cross-validation study in which programmers completed five code reuse tasks over three rounds. The first round was a calibration task which asked the programmer to reuse a simple function using Flashback. This round was not incorporated into the analysis but served to familiarize participants with Flashback and give them an opportunity to ask questions without affecting the timings of the subsequent tasks. The remaining two rounds each contained two tasks which asked the participant to reuse the same function from an executable: once through Flashback and once through the standard copy/paste method. Table I details the makeup of each round.

We alternated the order of the tasks for each participant as part of the cross-validation design. The purpose of alternating was to insure against a possible bias: without alternating, either method might falsely appear more effective because the participant had already been introduced to the code in the preceding task. The participants were given a questionnaire which asked for the start and end times of each task, the perceived difficulty of the task and any comments they had about the task. At the end of the questionnaire was an exit survey which asked the participant to rate and compare both methods they had employed during the study.
### 4.3. Subject Applications

This section discusses the functions and programs that we ask participants to reuse in the different rounds of our study. The first round involved reusing the `calc_high` function from a demonstration program we wrote called primer. `Calc_high` took three parameters and returned the greatest of those parameters. We asked the participants to change these parameters through Flashback and reuse the `calc_high` function in a new program. This round was not included in the analysis but was used to introduce the participant to Flashback.

In the second round we asked the participants to reuse the `show_date` function from the Unix utility `date`. This function takes two parameters: a format string and a `timespec` struct defined by the C standard library and containing the number of seconds and microseconds elapsed since the Unix epoch. The function then prints the date on the screen in the format described by the format string. We asked the participants to reuse this function to print the date given some number of seconds elapsed since the Unix epoch. This required the participants to set the value of the `timespec` parameter and read back the return value. In this round we asked the participants to reuse `show_date` both through Flashback and the copy/paste method. The function contains 80 lines of code including comments, has a cyclomatic complexity [60] of 13 and calls five functions excluding functions provided by the C library. The enclosing source file depends on ten header files excluding those provided by the standard library. `Show_date` can be exercised by running the `date` command with no arguments or a valid date string.

The third round asked the participants to reuse functions from a program called `predict`. This program calculates the position of satellites orbiting the Earth given a date. The participants were asked to determine the code in `predict` relevant to a task, and reuse that code. The task was to calculate the elevation and azimuth of the Moon on January 1, 2000. The participants were asked to do this first using Flashback and then with the copy/paste method. Note that `predict` is legacy software which can only be compiled with GCC 2.95 or earlier. Therefore, the programmers needed to port as well as reuse the code from `predict`.

For this task the participants needed to call the `FindMoon` function. This function takes one parameter, a double-precision floating point number representing the time at which the participant is trying to find the position of the moon. The participant must then set a breakpoint at the end of the function in order to get the elevation and azimuth variables. This is necessary because `FindMoon` stores its result in global variables and Flashback cannot read global variables. Elevation and azimuth are both double precision floating point numbers. To exercise `FindMoon` the participants only need to press “l” from the main screen. The `FindMoon` function is 168 lines long including comments and has a cyclomatic complexity of 3. It calls two functions not present in the standard library and depends on five variables defined outside the function. The enclosing source file depends on no header files other than those provided by the standard library.

### 4.4. Participants

We recruited eight programmers to participate in our study. These programmers were graduate students with an average of 10 years programming and 8.6 years programming in C or C++. All but one participant had experience using the GNU debugger (GDB).
Table II. Questions asked as part of our user study. We asked questions 1 through 5 after each task, but 6 through 12 only after the participant completed all tasks.

4.5. Evaluation Metrics and Tests

We asked each participant to fill out a questionnaire as part of the user study. Table II lists the questions. Each question had a multiple-choice Likert-Scale answer that ranged from 1 (strongly disagree) to 7 (strongly agree), except for questions 5, 10, 11, and 12, which were open-ended. We also collected start and end times for each task as well as comments about each task and the study in general. To determine whether the differences between the means of the Likert-scale scores were significant, we used a Mann-Whitney statistical test [85]. The Mann-Whitney test is appropriate for this analysis because 1) it is non-parametric and we cannot test that our data are normally distributed because of the small sample size, and 2) it is unpaired and we do not always have equal numbers of responses from all participants (e.g., some participants skipped questions).

We answered each research question by evaluating the answers to the questionnaire as well as the programs that the participants wrote. We answered RQ\textsubscript{1} by evaluating the total time taken for each task. We answered RQ\textsubscript{2} by evaluating the line count and cyclomatic complexity of each program. Line count has been shown [35] to broadly predict the fault-proneness of a module and cyclomatic complexity provides a more detailed picture. We used the Pmccabe program\textsuperscript{1} to evaluate the cyclomatic complexity of the source files submitted by the participants. RQ\textsubscript{3} drew from questions 1, 6 and 7 in Table II. RQ\textsubscript{4} drew from questions 2, 3 and 4 in Table II. RQ\textsubscript{5} drew from questions 8 and 9 in Table II. Finally, we answered RQ\textsubscript{6} by timing the correct implementations of task 2 and the one correct submission for task 3. We compared the running time of the Flashback version of the program to the running time of the copy-paste version of the same program. The program pairs for task 2 were run for a total of three thousand times. The single correct pair for task 3 was run three thousand times as well.

\textsuperscript{1}https://packages.debian.org/sid/pmccabe
4.6. Threats To Validity

As with any study, our evaluation carries threats to validity. We identified two main sources of threats. First, our evaluation was conducted by human experts, each of whom spent approximately 4 hours on our evaluation. The results could have been influenced by participant fatigue or variations in programming experience. For each round the participant was asked to reuse the same code using two different methods. Whichever method was used last could have unduly benefited from the knowledge of the code gained through the first method. Moreover participants did not always answer every question in the survey. Finally, the questions we asked the participants could create experimenter bias [20] where the participant supports our approach because he knows it is what we want. We attempted to mitigate these threats through our cross-validation design which rotated the order of the tasks in each round. This assured that each method was equally exposed to participant fatigue as well as the benefits of the participant having previously seen the code. We also recruited our participants from a diverse body of students and confirmed our results with accepted statistical testing procedures. We removed all pairs of questions where the participant answered the question concerning one method but left it blank concerning the other. Still, we cannot guarantee that a different group of participants would not produce a different result.

The second source of threats is the set of applications we chose. We only reused code from two applications. We attempted to mitigate this threat by choosing programs with differing levels of complexity. We also attempted to mitigate this threat by choosing applications that together required the full set of features present in Flashback. In the case of predict, we attempted to choose a real-world case that would illustrate the conditions under which we expect Flashback to be the most useful: an application with code that cannot be compiled with a modern compiler without a great deal of effort. We ran the entire evaluation inside a virtual machine including RQ6 in order to avoid any issues stemming from running a 2003-era operating system in a modern environment. This also prevented us from needing to configure any of the participants’ computers to support Flashback. Neither of the applications stressed the system which prevents us from getting a complete picture of possible bottlenecks and performance issues arising from Flashback. We cannot guarantee that a different set of applications would not produce a different result.

5. EVALUATION RESULTS

In this section, we present the results of the evaluation of our approach. We report our empirical evidence behind, and answers to, RQ1 and RQ2.

5.1. RQ1: Time to Reuse Source Code

We found statistically-significant evidence that programmers required less time to complete the programming tasks when using Flashback as compared to the copy-paste method. The average time taken to reuse a function through Flashback was 35 minutes whereas the average time for the copy/paste method was 47 minutes. Figure 5(a) shows a statistical summary of the times required. To determine statistical significance, we used the Wilcoxon signed-rank test by posing hypothesis $H_{10}$:

$H_{10}$: The difference between the time taken to reuse a function through Flashback and the time taken to reuse a function through the copy/paste method is not statistically significant.

We rejected hypothesis $H_{10}$ based on the results of the Wilcoxon test shown in Table III. An $\alpha$ value of 0.05 means that the difference between the samples was statistically significant, meaning that the programmers required less time when using Flashback by a statistically significant margin. This holds true despite the fact that one participant was able to complete the copy-paste Predict task more quickly because of prior experience (see section 5.7).

5.2. RQ2: Program size and dependencies

We found statistically-significant evidence that programs that used Flashback had fewer lines of code and had a smaller cyclomatic complexity compared to the copy-paste method. The average line

Copyright © 0000 John Wiley & Sons, Ltd. J. Softw. Evol. and Proc. (0000) DOI: 10.1002/smr
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count for Flashback was 32 lines and the average cyclomatic complexity was 1.3 whereas the average line count for the copy/paste method was 197 lines and the average cyclomatic complexity was 16.75. Figure 5(b) shows a statistical summary of the code sizes. To determine statistical significance, we used the Wilcoxon signed-rank test by posing hypotheses $H_{20}$ and $H_{30}$:

$H_{20}$ The difference between the number of lines of code for a program using Flashback and the number of lines of code for the same program using the copy/paste method is not statistically significant.

$H_{30}$ The difference between the cyclomatic complexity for a program using Flashback and the cyclomatic complexity for the same program using the copy/paste method is not statistically significant.

We rejected hypotheses $H_{20}$ and $H_{30}$ based on the results of the Wilcoxon test shown in Table III. An $\alpha$ value of 0.05 means that the difference between the samples was statistically significant, meaning that the programmers produced code with fewer dependencies when using Flashback by a statistically significant margin. The larger variance in the line count and cyclomatic complexity for the copy-paste method highlights the different code reuse strategies the participant employed.

Figure 5. Boxplots comparing (a) time in minutes and (b) lines of code required to complete programming tasks using Flashback and copy-paste. The red line indicates the mean and the yellow line separating the gray and black areas indicates the median.
Some used a greedy strategy that tried to satisfy the dependencies whereas others tried to use as little of the code as possible.

5.3. RQ3: Perceived Ease-of-use

We found statistically-significant evidence that Flashback was perceived to be easier to use than the copy-paste method, as recorded by the participants’ responses to Q1, Q6 and Q7 in the user study (see Table II). To determine statistical significance of the differences in these responses, we used the Wilcoxon signed-rank test by posing hypotheses H4 and H5:

H4: Generally, the difference between the ease-of-use rating for Flashback and the ease-of-use rating for the same program using the copy/paste method is not statistically significant.

H5: For each round, the difference between the ease-of-use rating for Flashback and the ease-of-use rating for the same program using the copy/paste method is not statistically significant.

We rejected hypotheses H4 and H5 based on the results of the Wilcoxon test shown in Table III. H4 was based on Q1 which asked the participants to rate the difficulty of the method they had used to complete each task. H5 was based on Q6 and Q7. Q6 asked the participants to rate Flashback overall and Q7 did the same for the copy-paste method. The lower variance of H4 suggests that the participants were more certain about the two methods after they had completed the study. The lower variance of the copy-paste method in both H3 and H4 suggests that in both cases the participants were more certain of the scores they gave the copy-paste method.

5.4. RQ4: Perceived Appropriateness

We found statistically-significant evidence that Flashback was perceived to be more appropriate and relatable than the copy-paste method, as recorded by the participants’ responses to Q3 and Q4 in the user study (see Table II). To determine statistical significance of the differences in these responses, we used the Wilcoxon signed-rank test by posing hypotheses H6, H7 and H8:

H6: For each round, the difference between the appropriateness rating for Flashback and the appropriateness rating for the same program using the copy/paste method is not statistically significant.

H7: Generally, the difference between the relatability rating for Flashback and the relatability rating for the same program using the copy/paste method is not statistically significant.

H8: For each round, the difference between the relatability rating for Flashback and the relatability rating for the same program using the copy/paste method is not statistically significant.

We rejected hypotheses H6, H7 and H8 based on the results of the Wilcoxon test shown in Table III. H6 was based on Q2 which asked the participants to rate the appropriateness of the method they had used for each task. H7 and H8 were based on Q3 and Q4. Q3 asked the participants to rate how easily they could relate the method they had just used to the task they had just completed and Q4 asked the participants to rate how easily they could relate the method they had just used to other tasks in general. The larger variance across all three hypotheses for the copy-paste method suggests that certain participants were more comfortable with the copy-paste method in general. Programmers who are used to reading and adapting code may be more likely to prefer to continue to use familiar techniques.

5.5. RQ5: Perceived Ease-of-Use for Certain Tasks

We found statistically-significant evidence that there are tasks for which Flashback was perceived to be more appropriate than the copy-paste method, as recorded by the participants’ responses to Q8 and Q9 in the user study (see Table II). To determine statistical significance of the differences in these responses, we used the Wilcoxon signed-rank test by posing hypothesis H9:
The difference between the ease-of-use rating for the Date tasks and the Predict tasks is not statistically significant.

We rejected hypothesis $H_{90}$ based on the results of the Wilcoxon test shown in Table III. An $\alpha$ value of 0.05 means that the difference between the samples was statistically significant, meaning that the programmers reported that Flashback was easier to use for certain tasks by a statistically significant margin. $H_9$ was based on Q8 and Q9, which asked the participant to rate whether Flashback or the copy-paste method was easier to use for the Date and Predict tasks respectively.

5.6. RQ6: Running Times

We found statistically-significant evidence that Flashback increases the running time of a program as compared to the copy-paste method. The average running time of a program using Flashback was 44 milliseconds whereas the average running time of a program that used the copy-paste method was one millisecond. To determine statistical significance of this difference we used the Wilcoxon signed-rank test by posing hypothesis $H_{100}$:

$H_{100}$ The difference between the running times for the Flashback programs and the copy-paste programs is not statistically significant.

We rejected $H_{100}$ hypothesis based on the results of the Wilcoxon test shown in Table III. An $\alpha$ value of 0.05 means that the difference between the samples was statistically significant, meaning that Flashback increases the running time of a program by a statistically significant margin. It is important to note that neither the programs or the variables involved stressed the system in any way meaning that this analysis cannot give us a detailed picture of the performance issues a programmer would encounter using Flashback.

5.7. Qualitative Results

Participants in the evaluation study had the opportunity to provide feedback on how well the methods they used worked for each task as well as generally (see questions 5, 10, 11 and 12 in Table II). In this section we explore these opinions for feedback on our approach and directions for future work.

Participants found that task 2 was made more complex by the large number of external dependencies despite being simple in principal:

The dependencies are killing me. Date.c wouldn’t actually compile because it is missing includes that it calls. A lot of the missing stuff I was able to hack around but the hacks are terrible. I wasn’t able to finish in an hour. If I wrote it from scratch I would have been done by now.

Implementation Notes: Copied show_date. Found 2 static variables I needed to also copy from compile errors. Needed to define DATE_FMT_LANGINFO, not sure if it should be this nl_langinfo(DATE_FMT), would need to research to ensure correctness. Needed to include time.h stdint.h, locale.h. Used simpler fprintf for error reporting. May not be “correct”. Had to download coreutils to see def of strftime and x2nrealloc. Replaced with equiv. I included a screen dump of calls to make in task2q/make.history. Comments: Copying source like this caused numerous header/dependency issues so I tend to reimplement a specific solution using std UNIX/POSIC functions. This exercise really drives home how annoying copying foreign “generic” source is. It is frustrating converting these internal lib calls such as x2urealloc to equiv. POSIC code. Clarification on (5): I would have decided to write my own solution upon seeing GNU’s implementation.

I could not complete the task for following reasons: 1) x2nrealloc is not declared in any file under src/, 2) LC_ALL is not declared in any file under src/, 3) setlocale is not declared in any file under src/, 4) strftime is not declared in any file under src/
The crux of the `show_date` method boils down to the `strftime` function. I could not locate this header, so I switched to the `strftime` function after copying the whole `show_date` function. As a result, I used copy/paste to lead to a stripped down version that uses a different function call. The downside: This is not a robust method on the level with `show_date`.

The participants found Flashback to be easier for this task:

This was much easier to do. My only troubles were with passing indirect params but I just made silly mistakes with casting. This was also easier because I tried copy-paste before.

As with task 1, I created the snapshot w/o issue. I got confused by incorrectly setting format when parameters to pointers in `pretty_date.c` (code commented). Apparently I must change existing structures/strings in the snapshot only? What if the string parameter in the snapshot is a string literal and not a char buffer? Overall this worked as expected and implemented w/o any issue! Only a small confusion on the parameter API as noted above, I took 8 minutes to solve.

Yes. Flashback is very helpful as it just reuses the runtime functionality without having to get into the compilation troubles.

In contrast, the difference between the two methods was not as pronounced for task 3:

Copy-paste worked fairly well here. There were some dependencies to take care of but it worked correctly in the end, unlike the other method which I was unable to figure out.

copy-paste would be no less effective, at least than using flashback, since code reusable for this task is easy to extract and there is no complex dependencies.

... This actually wasn’t a horrendous copy/paste task as that seems to be the way the code was written in the first place (copied from Javascript).

Participants reported that in general dependencies complicated their experiences with the copy-paste method and that Flashback did not require them to use those dependencies.

“Copy-paste: complex external (even internal) dependencies make reusable even unfeasible. I failed to reuse the `Date` task anyway within an hour.”

“Copy-paste: too many dependencies, often impossible to include them all. Flashback: N/A”

“The biggest strength [of Flashback] is definitely its ability to use compiled code without all the dependencies and source code bloat that comes with using those sources.”

The most common criticism of Flashback was that it could be made more developer-friendly by simplifying the API and developing a means of debugging programs inside Flashback. Another common criticism was Flashback’s inability to access global variables. A selection of these comments follows.

“Flashback uses a new paradigm which will require rethinking some programming methods. The global variable problem is frustrating.”

“I think this is a really interesting idea, it just needs a little work making it more developer friendly. For example, when the wrong checkpoint file is specified, the resulting error message is not at all indicative of the actual ‘file not found’ error.”

“Strengths: no issues with dependant functions, no issue with cross-compiling. Weakness: global variable access, lack of generalizable errors (infinite loops!)”

“For copy-paste, the biggest problem was resolving the dependencies in the code. For flashback, it was debugging.”
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“Difficult to debug. There is no control over target program.”

Some participants encountered strange errors with the Flashback tasks that could impact the time taken to complete the task. At least one participant was able to complete a copy/paste task more quickly because of experience prior to the study.

The idea is great. I can borrow the FindMoon function from Predict without needing to figure out the weird state information. I still cannot get the output shown in the doc. My process: 1) Run Predict through Flashback using Now as the time, 2) Load the scene, set daynum = epoch day, 3) Run the scene, 4) Extract el and az from the scene, 5) Display el and az.

It seemed to work except reading the result at the end. It appears as though it was just reading random memory because the result was always the same regardless of input. Furthermore, the Flashback method seems next to impossible to debug.

I copy-pasted FindMoon. I got several make errors to fix: KRR C parameter typing and C++. Included numerous missing globals. Math.h / math def s copied. Took observer info out of predict/predict.qth and hardcoded qth global. Copied missing helper functions. Changed def of FindMoon to set az, el double pointers. Removed code after these are set. Result is the same as with using flashback. Other I found it suprisingly straightforward to copy/paste the code with few issues, non serious. Finding the right code was easier based on T and A experience.

One participant noted that “I think this would be great for nontechnical programmers (scientists who code, biologists, chemists). If it was implemented in a simpler language python, perl, R, it would allow them to reuse fast C code in an interpreter environment. I also wonder how this would work with pthreads or MPI or even GPL. While this can help technical people reuse code and the same time it can enable nontechnical people to use code they could never write on their own.”

The same participant also noted that “Flashback allows you to preserve the optimizations the original programmer created. My copy-paste Date code was a memory leaking hack. For larger programs this is unreasonable and Flashback would be excellent. Flashbacks weakness would be that it puts too much overhead on that program. I want to call, break, get, and set without too much management.”

6. DISCUSSION

Our paper advances the state-of-the-art by proposing a new strategy for code reuse based upon program record and replay. Additionally, we have developed Flashback as an implementation of this strategy. We have made the Flashback source code as well as our study results available online to promote independent research.

Our evaluation has shown that programmers take significantly less time to reuse a function using Flashback as opposed to the copy-paste method. We also showed that the resulting code is simpler when using Flashback to reuse a function. Participants found Flashback to be easier than the copy-paste method and expressed optimism about the possibility of integrating Flashback into their own projects. Our evaluation does not compare Flashback to other tools that assist the programmer in transplanting code. Examples include Gilligan, developed by Holmes and Walker [39] and Skipper, developed by Makady and Walker [58]. These tools improve on the traditional copy-paste method in different ways; Skipper uses the existing test suite to test the newly transplanted code where as Gilligan simplifies the process of transplanting additional source code by walking the programmer through the additional source code and keeping track of the reuse plan. Gilligan and Skipper both operate on Java code where Flashback...
operates on C and C++ code. This makes a direct comparison impossible at this time. Still, there are scenarios where Flashback offers unique benefits.

One benefit of Flashback is the reuse of legacy code that is tightly bound to a specific environment, e.g. a specific compiler, compiler version, specific versions of external libraries, etc. Migrating code between these kinds of environments requires the programmer to understand complex changes in the environment that can span years. An inadequate understanding of these changes can introduce subtle bugs that are difficult to track down. These problems are further compounded when the code is specific to a domain with which the programmer is not familiar. Another benefit of Flashback is the extraction functions that are tightly bound to the surrounding code. In cases where transplanting a large amount of additional source code is impractical or undesirable Flashback offers an easy way to integrate the required functionality, provided the programmer can identify the appropriate function.

6.1. Limitations

The limitations of our approach can be classified into two groups: those limitations unique to Flashback and those limitations that are independent of implementation. At this time Flashback is unable to recognize or manipulate C++ objects and templates. Flashback also depends on the Jockey library for its record and replay support. Jockey depends on Linux kernel 2.6 which constrains Flashback to older Linux distributions. A Jockey replacement would need to be capable of saving a program’s state at a specified point and then restoring the state. The program state would need to include not only the heap and stack but anonymous memory mappings commonly used instead of the heap for large allocations. Any Jockey replacement would also have to contend with address space layout randomization (ASLR) which causes variable locations to be different for each run of the program. For purposes of our study we disable ASLR but this is not practical in the field as ASLR is a security feature.

Flashback also depends on version 2 of the DWARF standard. Deploying Flashback on a modern system would require it to be capable of supporting the changes introduced by versions 3 and 4 of DWARF. Flashback is also unable to read the contents of global variables at this time. As Libdwarf is capable of locating global variables implementing this functionality is a matter of time and effort. The dependence on DWARF means that Flashback cannot read programs that have been stripped of debugging symbols. Any alternatives to DWARF would need to be capable of locating functions and variables, some of which cannot be precisely located until runtime.

Flashback complicates debugging by having the target function run in its own process. This has the advantage that a program that uses Flashback can reuse code from a target program that also uses Flashback. In order to debug the target function a debugger would not only need to take into account the fact that the child process is running a completely separate program, but would need to compensate for the fact that some addresses of variables have changed because of the presence of Jockey. Finally, Flashback scenes contain the entire kernel state including open files, pipes, sockets, memory mappings and other resources. The user will need to reinitialize any external resources that the target function depends on. Since these dependencies are not always easy to find or comprehend their presence can further complicate both the use and debugging of a Flashback scene.

Using record and replay for code reuse introduces several limitations irrespective of the implementation. The most basic requirement is for the target function to exist in the first place. If there is no function that it its present form satisfies the programmer’s requirements then the programmer is forced to either try to adapt an existing function or create a new one. The programmer still needs to read the source code to understand the order, types and meaning of the function parameters. Determining the type of parameters becomes more complicated when they are not base types. The programmer must then determine whether they are simple type definitions of base types or if they are complex structures. Complex structures often reference other structures, forcing the programmer to read them to determine whether they are relevant to the task at hand. After this is done the programmer still must include that portion of the source code that defines any types that are not base types. The programmer must also be aware of any operating system resources the
function requires such as file descriptors, sockets, pipes, or shared memory. These will need to be manually initialized to new values by the host program. In many cases these resources are passed as parameters to the function making them readily apparent but in some cases they may be defined as global variables or as the return value of some other function called by the target function. All of this work must be done when using record and replay or the copy/paste method.

In cases where the target program needs to be built in an environment different than the host environment record and replay has the potential to save time and effort in porting the program to the host environment. However, any runtime dependencies must also be ported. In cases where they cannot simply be compiled in e.g. a program requiring specific older versions of the kernel or of the C library, this could present extra barriers to deployment. Maintenance and testing become more complex because the developers have to either contend with a binary blob or a part of the source code that must be built separately from the rest. In these cases it may become simpler to comprehend and integrate the relevant source code of the target program including its dependencies.

6.2. Performance Issues

In this section we discuss two aspects of Flashback that have the potential to introduce execution overhead compared to the copy-paste method. The first is the time taken to load a scene. A scene contains all memory allocated by the target process including the heap, stack and any memory-mapped files. In the case of complex programs or programs that deal with large amounts of data this can cause the scene to become extremely large. The entire scene must be read from disk every time the user wishes to execute the target function in order to reliably reset the state of the target process. If a function must be called many times and the containing scene is extremely large the invocation of the target function will take longer as compared to the copy-paste method because the scene must be read from disk each time.

The second aspect is the copying of large variables. Flashback uses the ptrace system call to copy data to and from the child process. Ptrace copies data four bytes at a time. The data is copied to kernel space before being copied to the user space of the receiving process. As a result ptrace is slower than copying the same amount of memory locally. The copy-paste method does not require the programmer to copy the contents of variables since the target function is part of the same process. As a result, functions that process large variables have the potential to run slower when using Flashback as compared to the copy-paste method. Examples include compression or searching of large files as well as performing operations on large matrices. Modern versions of Linux offer the process_vm_readv and process_vm_writev functions that can move data of arbitrary size directly from the user space of the sending process to the user space of the receiver.

6.3. Future Work

Future work will focus on three areas. First, we will eliminate the dependency on Jockey which constrains Flashback to legacy versions of Linux. Alternatives to Jockey need not capture the complete program state as Jockey does. Capturing the state of the target program’s memory and registers will suffice. Other components of program state such as open files or network connections will change when loading a scene into a new program. Second, we will reduce Flashback’s learning curve by simplifying the interface. Flashback currently requires the programmer to use one of three families of functions to get and set variables. The correct behavior can be determined automatically through Dwarf debugging information. Additionally, Flashback cannot access global variables so the programmer must capture the variables that a global variable is derived from; Libdwarf can already locate global variables so implementing them is a matter of time and effort. We will also explore rerouting dependencies, meaning that some dependent functions in the target program will not be called but instead control will return to the host program which will call a replacement function. Finally, we will compare Flashback to code reuse tools other than the traditional copy-paste method. Possible comparisons include Gilligan [39] and Skipper [58] which are static approaches. It remains to be seen whether Flashback can outperform these approaches and whether certain cases lend themselves to one approach over the others.
7. RELATED WORK

A diverse body of research has emerged in the area of source code reuse. While the benefits of reuse are widely recognized, including higher quality due to pre-tested code [92, 49] and reduced time of development [6, 5], there is a rich and varied set of opinions and approaches to reuse [28]. Some aim to reuse entire frameworks, models, and high-level designs. Others point to reuse at a low-level, including classes, functions, and even individual processor instructions. However, in general software reuse research flows from search and retrieval of reusable code from repositories, to automated systems for transplanting that code, and to approaches that extract the code from the project where it originates. We survey each of these areas in this section.

7.1. Automated Reuse Systems

Different strategies have been proposed for reusing source code found in software repositories. At the highest level, techniques for product-line engineering guide the entire development process, ensuring that many products and built using similar methodology to reduce incompatibility among those products, in effect maximizing the opportunities for reuse [27, 95, 47, 2, 33, 73, 64, 22]. The second author’s own work, Prefab [62], falls into this category by recommending source code that implements features common to many software products. Nevertheless, much of the reuse in product-line engineering involves source code that was never intended to be reused, a problem known as “pragmatic” [39, 37], “opportunistic” [36, 11], or even “scrapheap” reuse [52]. Approaches in this arena, in particular work by Holmes et al. [39], help programmers plan for reuse by prioritizing changes needed to transplant source code. Makady and Walker [58] proposed a solution called Skipper that uses the existing program’s test suite to test whether the transplanted code still functions as it did. A key difference from our work is that we aim to minimize the number of changes that are needed, hiding the unnecessary details by using execution information.

7.2. Software Decomposition

Much research has focused on the problem of decomposing software into different reusable sections. The premise is that each section is responsible for a different set of features, and that to reuse one feature, only one section of the software is necessary. For example, program slicing is a technique to locate all statements needed for a given statement [84, 93, 94, 9, 96]. If a programmer wanted to reuse a section of a program, he or she could create a “slice” based on that section. The slice would contain all other parts of the program that supported the section to be reused. Slicing tends to follow one of two strategies. First, static slicing identifies all candidate dependencies of a given statement, relying purely on analysis of the source code [94, 41, 59, 91, 53]. The static approach tends to create very large slices, between 30 and 60% of the program [8]. Dynamic approaches have been proposed as a solution by only including statements actually executed [1, 50, 51, 69]. There are techniques that create slices by mixing static and dynamic information [54, 14, 65, 31], to prune slices to reduce their size [99, 86], and to assign probabilistic weights to different statements [100].

Slicing has a wide range of applications [29, 77], but still requires programmers to understand many implementation details that are included in the slice, if the slice is to be reused. Another approach is to look for components which show signs of being reusable. Though reuse is largely subjective [82], some signs these approaches look for are low coupling [25], independent sub-graphs [98], and cyclomatic complexity [13]. A key recent development has been the reuse of code from programs during execution. Return-oriented programming, including the well-publicized “Frankenstein” prototype [66], demonstrates how arbitrary programs can be constructed by mining reusable “gadgets” from program executables [78, 15, 16, 10]. Our proposed work is related to these approaches in that we break down existing projects into reusable sections, but is different in that we do not rely on the programmer to create a blueprint of the new program to be generated. Instead we help programmers to reuse elements of program state directly from the execution logs.

7.3. Execution Record and Replay

Execution record and replay is the task of logging the execution of a program, so that the execution can be repeated. The ability to repeat the execution is valuable in domains such as debugging [71] and security [23], because it helps reveal to programmers the causes behind a program’s behavior.
The idea behind execution replay is simple: record the instructions as a program executes, and repeat the instructions later by reading from a log [32]. Most of the instructions are based on deterministic events, such as arithmetic, and can be replayed or re-executed with known inputs.

Non-deterministic events pose a key problem, and much research has been devoted to execution replay of different non-deterministic situations in a variety of environments. One solution to non-deterministic replay is to record the state of every variable for every instruction, and load that state during replay [57, 4, 75]. While effective, this solution imposes a high performance penalty in terms of execution speed and the size of the execution logs [72]. To reduce this penalty, some approaches focus on recording only that final few seconds of a program in order to catch a failure [97, 88]. Another direction has been to record only certain sections of the execution that are necessary for playback. Different methods have been proposed, including hardware support [3, 21, 42, 67, 68, 70, 71, 74], virtualization [12, 23, 24, 18, 55], application-level logging [30, 34, 80, 74], programming language features [57, 79, 17], and operating system modifications [7, 87, 89, 56]. These approaches have been successful, but carry certain tradeoffs. For example, hardware support requires special equipment that may not be widely available, and some situations, such as race conditions, must be recorded entirely [63, 81].

In building record and replay for our research, it is important to support the ability to “go live.” Many approaches, such as the one implemented in the GNU debugger [32], do not actually re-execute the logged instructions. Instead, they log the output of each instruction and, during replay, restore the state as it was after the instruction. This restoration produces an identical result when the logs are reviewed for debugging. This approach is referred to as “omniscient” or “back-in-time” debugging. To reduce overhead, omniscient debuggers such as TOD [76] store events that allow it to reconstruct the program state at any given point rather than storing the entire program state every time something changes. Others such as TimeMachine make use of hardware support available on some processors to avoid introducing overhead entirely.

For our work in reuse, we alter the state before replay, which means that the instructions need to be re-executed, rather than restored. Approaches do exist for altering the execution of a program for testing [90] and that support “going live” after the state is restored, so that all following instructions are re-executed [56]. We build on these approaches, specifically work by Laadan et al. [56] that introduced rendezvous and sync points. Using these points, we can selectively restore or re-execute different sections of the log, depending on what variables or conditions the programmer wishes to alter. For example, in some cases, a system call can simply be restored, if the results from that call are irrelevant to the final outcome of replay. In other cases, several system calls need to be re-executed (e.g., network or file access). Full details of our system are in section 3.

8. CONCLUSION

We have presented a new technique for pragmatic source code reuse. Our approach uses execution record and replay technology, from the area of software debugging, to capture the state of a program prior to the execution of a target function. We then restore the state and let the program continue in order to execute the target function inside a host program. In an empirical study, we found that when compared to the copy-paste method, the size of reused programs was reduced by up to a factor of 6, and that time to completion was reduced by a statistically-significant margin. Our study demonstrates that execution record/replay is a viable alternative to manual copy-paste source code reuse. It remains to be seen whether execution record/replay is more effective than other tools that aim to simplify pragmatic code reuse.
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Table III. Statistical summary of the results for RQ1 through RQ4. Wilcoxon test values are $T$, $T_{\text{expt}}$, and $T_{\text{vari}}$. Decision criteria are $Z$, $Z_{\text{crit}}$, and $p$.

<table>
<thead>
<tr>
<th>RQ</th>
<th>Metric</th>
<th>H</th>
<th>Approach</th>
<th>Samples</th>
<th>$\bar{x}$</th>
<th>$\mu$</th>
<th>Vari.</th>
<th>$T$</th>
<th>$T_{\text{expt}}$</th>
<th>$T_{\text{vari}}$</th>
<th>$Z$</th>
<th>$Z_{\text{crit}}$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQ1</td>
<td>Minutes</td>
<td>$H_1$</td>
<td>Flashback copy-paste</td>
<td>15</td>
<td>25.00</td>
<td>34.80</td>
<td>558.5</td>
<td>29.00</td>
<td>59.50</td>
<td>309.5</td>
<td>1.734</td>
<td>1.645</td>
<td>0.041</td>
</tr>
<tr>
<td>RQ1</td>
<td></td>
<td>$H_1$</td>
<td>copy-paste</td>
<td>15</td>
<td>45.00</td>
<td>48.67</td>
<td>431.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RQ2</td>
<td>L.O.C.</td>
<td>$H_2$</td>
<td>Flashback copy-paste</td>
<td>15</td>
<td>32</td>
<td>32</td>
<td>33.07</td>
<td>6.00</td>
<td>67.50</td>
<td>373.6</td>
<td>3.182</td>
<td>1.645</td>
<td>0.001</td>
</tr>
<tr>
<td>RQ2</td>
<td></td>
<td>$H_2$</td>
<td>copy-paste</td>
<td>15</td>
<td>118</td>
<td>197.4</td>
<td>54410</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RQ3</td>
<td>CC.</td>
<td>$H_3$</td>
<td>Flashback copy-paste</td>
<td>16</td>
<td>1.313</td>
<td>16.750</td>
<td>0.363</td>
<td>1.000</td>
<td>8.000</td>
<td>369.250</td>
<td>-3.383</td>
<td>1.960</td>
<td>0.001</td>
</tr>
<tr>
<td>RQ3</td>
<td></td>
<td>$H_3$</td>
<td>copy-paste</td>
<td>16</td>
<td>3.154</td>
<td>780.333</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RQ3</td>
<td>Likert Scale</td>
<td>$H_4$</td>
<td>Flashback copy-paste</td>
<td>13</td>
<td>3.00</td>
<td>5.154</td>
<td>3.154</td>
<td>3.474</td>
<td>2.808</td>
<td>199.000</td>
<td>-2.375</td>
<td>-1.645</td>
<td>0.009</td>
</tr>
<tr>
<td>RQ3</td>
<td></td>
<td>$H_4$</td>
<td>copy-paste</td>
<td>13</td>
<td>5.0</td>
<td>5.154</td>
<td>3.154</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RQ3</td>
<td>Likert Scale</td>
<td>$H_5$</td>
<td>Flashback copy-paste</td>
<td>8</td>
<td>3.00</td>
<td>5.250</td>
<td>3.250</td>
<td>1.929</td>
<td>1.357</td>
<td>49.750</td>
<td>-2.056</td>
<td>-1.645</td>
<td>0.020</td>
</tr>
<tr>
<td>RQ3</td>
<td></td>
<td>$H_5$</td>
<td>copy-paste</td>
<td>8</td>
<td>5.0</td>
<td>5.250</td>
<td>3.250</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RQ3</td>
<td>Likert Scale</td>
<td>$H_6$</td>
<td>Flashback copy-paste</td>
<td>14</td>
<td>1.00</td>
<td>5.071</td>
<td>1.857</td>
<td>1.978</td>
<td>3.764</td>
<td>252.250</td>
<td>-2.991</td>
<td>-1.645</td>
<td>0.001</td>
</tr>
<tr>
<td>RQ3</td>
<td></td>
<td>$H_6$</td>
<td>copy-paste</td>
<td>14</td>
<td>5.0</td>
<td>5.071</td>
<td>1.857</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RQ4</td>
<td>Likert Scale</td>
<td>$H_7$</td>
<td>Flashback copy-paste</td>
<td>15</td>
<td>1.00</td>
<td>4.600</td>
<td>1.933</td>
<td>2.495</td>
<td>4.543</td>
<td>306.625</td>
<td>-3.084</td>
<td>-1.645</td>
<td>0.001</td>
</tr>
<tr>
<td>RQ4</td>
<td></td>
<td>$H_7$</td>
<td>copy-paste</td>
<td>15</td>
<td>5.0</td>
<td>4.600</td>
<td>1.933</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RQ4</td>
<td>Likert Scale</td>
<td>$H_8$</td>
<td>Flashback copy-paste</td>
<td>15</td>
<td>2.000</td>
<td>3.533</td>
<td>2.133</td>
<td>2.124</td>
<td>4.552</td>
<td>303.625</td>
<td>-2.152</td>
<td>-1.645</td>
<td>0.016</td>
</tr>
<tr>
<td>RQ4</td>
<td></td>
<td>$H_8$</td>
<td>copy-paste</td>
<td>15</td>
<td>2.000</td>
<td>3.533</td>
<td>2.133</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RQ5</td>
<td>Likert Scale</td>
<td>$H_9$</td>
<td>Flashback copy-paste</td>
<td>6</td>
<td>7.0</td>
<td>6.5</td>
<td>0.700</td>
<td>5.2</td>
<td>18.0</td>
<td>22.250</td>
<td>1.696</td>
<td>1.645</td>
<td>0.045</td>
</tr>
<tr>
<td>RQ5</td>
<td></td>
<td>$H_9$</td>
<td>date predict</td>
<td>6</td>
<td>7.0</td>
<td>6.5</td>
<td>0.700</td>
<td>5.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RQ6</td>
<td>seconds</td>
<td>$H_{10}$</td>
<td>Flashback predict</td>
<td>6000</td>
<td>0.044</td>
<td>0.000</td>
<td>0.045</td>
<td>0.001</td>
<td>18003000.000</td>
<td>9001500.000</td>
<td>68.012</td>
<td>1.960</td>
<td>&lt;0.0001</td>
</tr>
</tbody>
</table>