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[1] We apply the Finite Volume Coastal Ocean Model to simulate the Hurricane Ike storm
surge using two-dimensional (2-D) and three-dimensional (3-D) formulations. The high
resolution, unstructured grid extends over the Gulf of Mexico with open boundaries in the
Straits of Florida and the Yucatan Channel. With the same wind and pressure forcing, the
bottom drag coefficients for the baseline 2-D and 3-D simulations are determined by
spatially varying Manning coefficients and constant bottom roughness, respectively. The
baseline 2-D model simulates both the forerunner and the surge, whereas the baseline 3-D
model simulates the surge, but underestimates the forerunner. Increasing the minimum
Manning coefficient reduces the 2-D forerunner and the surge. Manning coefficient and
bottom roughness parameterizations produce different bottom drag coefficients. Using the
same bottom drag coefficient, the 2-D simulation yields a smaller surge than in three
dimensions. This is investigated for scenarios of either constant or variable bottom
roughness where the bottom roughness is determined through Manning coefficient
transformation. These sensitivity studies indicate that storm surges, simulated either in two
dimensions or three dimensions, depend critically upon the parameterizations and the
parameter values used for specifying bottom stress (and similar may be said of surface
stress). Given suitable calibration, 2-D and 3-D models may adequately simulate storm
surge. However, it is unclear that a calibration for a given storm and location may apply
generally. Hence additional experimental guidance is required on the parameterizations and
the parameter values used for both the surface and bottom stresses under severe wind

conditions.
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1. Introduction

[2] Hurricanes are defined as tropical cyclones with
wind speeds exceeding 74 miles per hour. Those in the
Gulf of Mexico may originate in the tropical Atlantic
Ocean, the Caribbean Sea or locally in the Gulf of Mexico
itself. Depending on their intensity, size, orientation, speed
of approach and point of landfall, such hurricanes may
cause significant losses of life and property throughout
North and Central America. For instance, the two succes-
sively active years of 2004 and 2005, with Hurricanes
Charley, Frances, Ivan, and Jeanne in 2004 and Dennis,
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Katrina, Rita, and Wilma in 2005, exacted 1000s of lives
and 100s of billions of dollars in economic loses to hous-
ing, commerce, municipalities, infrastructure, forests, agri-
culture, and coastal ecosystem services [e.g., Hagy et al.,
2006; Sallenger et al., 2006]. Hurricane Ike in 2008 added
further dislocations and loses. Of the various causal agents
of damage, excepting the highest wind category storms
(e.g., Hurricane Andrew in 1992), it is generally the inun-
dation by hurricane storm surge and waves that prove to be
the most deadly and costly of these.

[3] Storm surge is defined as the abnormal change in sea
level that may accompany either extratropical or tropical
storms. Such storm surge is in addition to the tides, and its
magnitude depends on the wind speed, the storm size (often
defined by the radius to maximum winds), the storm track
(and hence point of landfall), the speed of translation, the
direction from which the storm makes landfall, its central
pressure, the width and slope of the adjacent continental
shelf and the local land topography [e.g., Weisberg and
Zheng, 2006a]. A storm surge, in essence, derives primarily
from the slope of the sea surface that sets up to balance the
Coriolis force and the difference between the wind stress
on the sea surface and the bottom stress due to the water
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Figure 1.

Hurricane Ike track and intensity. The filled triangles are three tide gauged stations (Calcasieu Pass, Sabine

Pass, and Galveston Pier) where the observed and simulated storm surges are compared. The across-
shore line is chosen for the momentum balance analyses.

motion caused by the wind stress. The Coriolis force is par-
ticularly important in deep water, but becomes of lesser
importance in shallow water as the bottom friction increases.
Thus, the initial phase of the storm surge includes a forerun-
ner due to an Ekman-geostrophic adjustment to alongshore
wind stress [e.g., Weisberg et al., 2000], whereas the mature
phase is primarily associated with pressure gradient (due to
the sea surface slope) tending to balance the difference
between the surface and bottom stresses.

[4] Given the geometrical complexities of the shoreline,
the bottom topography and the land elevations (in addition
to the sensitivity of the surge to specific storm characteris-
tics), accurate simulations of hurricane storm surge, and the
accompanying waves require three elements. The first is a
numerical circulation model that is complete enough in its
physical formulation and has resolution sufficient to
account for the important conveyances of mass. The second
is an accurate set of bathymetric and topographic data on
which to overlay the numerical model grid. The third is
atmospheric forcing data of sufficient accuracy to portray
the conditions of the storm for which the surge and waves
are to be simulated. Given these three elements, any model
simulation will also be sensitive to the specifications of the
surface and bottom stresses (i.e., the parameterizations and
the parameter values that are used).

[5] The model used herein is the Finite Volume Coastal
Ocean Model (FVCOM), introduced by Chen et al. [2003].
As a primitive equation, unstructured grid model, its
physics are complete enough, and it may be employed with
very high resolution where needed. It may also be run as a

vertically integrated, two-dimensional (2-D) model or in its
fully three-dimensional (3-D) form. This attribute is impor-
tant for the present study because the bottom stress parame-
terizations in either the 2-D or 3-D formulations may
differ, and the ramifications of these differences are what
we endeavor to investigate. Thus, we use the wind stress
parameterization provided by P. C. Kerr et al. (U.S. IOOS
Coastal & Ocean Modeling Testbed: Inter-Model Evalua-
tion of tides, waves, and hurricane surge in the Gulf of
Mexico, submitted to Journal of Geophysical Research:
Oceans, 2013), posited as the most accurate of the Hurri-
cane Ike wind stress renditions, and concentrate on the
surge effects caused by different bottom stress parameter-
izations, and, in particular, how these vary under 2-D and
3-D model formulations. For a detailed description of Hur-
ricane Ike and its wind and pressure fields, we refer to Kerr
et al. (submitted manuscript, 2013). Figure 1 shows the
Hurricane Ike storm track and intensity variations from 10
September to 13 September 2008, as it moved over Cuba,
entered the Gulf of Mexico and proceeded toward landfall
near Galveston TX (data downloaded from National Hurri-
cane Center website “http://www.nhc.noaa.gov/”).

[6] Our study of Hurricane Ike builds on a previous com-
parison between storm surges under 2-D and 3-D formula-
tions by Weisberg and Zheng [2008], who used FVCOM to
investigate the potential (hypothetical) storm surge that
could have befell the Tampa Bay region had Hurricane
Ivan made landfall there instead of near the Florida/
Alabama border. That study, in which the same bottom
drag coefficient was used for both 2-D and 3-D simulations,
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found larger surge heights under the 3-D formulation. The
explanation had to do with the horizontal velocity structure
with depth and hence the magnitude of the bottom stress.
With the 2-D simulated depth-averaged velocity being
larger than the 3-D simulated near bottom velocity, the 2-D
model formulation generated a larger bottom stress than the
3-D model formulation. As a result, the simulated surface
slope was smaller for the 2-D simulation, and its spatially
integrated values (the storm surges at any location) were
therefore smaller.

[7]1 The intent of this aforementioned study was to com-
pare the consequences of model formulation (2-D versus 3-
D) with all else kept as similar as possible. However, it
does not necessarily follow that the drag coefficients under
2-D and 3-D simulations should be the same. With model
simplification come increased dependence on parameteriza-
tions, and a 2-D formulation is a simplification over a 3-D
formulation. To investigate the potential for parameters to
alter simulation results we consider four different
approaches. The first (our baseline simulation) compares 2-
D results using spatially varying Manning coefficients with
3-D results using constant bottom roughness. The second
compares 2-D results with two different values of Manning
coefficient minima. The third (similar to Weisberg and
Zheng [2008]) compares 2-D and 3-D results with similar
bottom drag coefficients. The fourth compares 2-D and 3-D
results with the 3-D simulation using variable bottom
roughness derived from the Manning coefficients used in
the 2-D formulation. Hence the present study (as applied to
Hurricane Ike) will explore how different formulations for
the bottom drag coefficients in 2-D and 3-D ocean models
may affect the storm surge simulations under the same sur-
face forcing and model grid configurations.

[8] This paper is organized as following. Section 2 dis-
cusses the bottom friction parameterizations for 2-D and
3-D model simulations. Section 3 defines the model config-
urations used in this study. Section 4 then compares the
2-D and 3-D Hurricane Ike storm surge simulations includ-
ing tides, compares results with and without wave effects
and diagnoses the physical balances that account for the
2-D and 3-D simulation differences under the first scenario
mentioned above. Given the differences observed, section
5 further examines the effects of the bottom stress parame-
terizations and parameter values on the simulated storm
surge. A discussion and conclusions follow in section 6.

2. Bottom Friction Formulations and
Parameterizations for 2-D and 3-D Models

[o] For use in the momentum equations, the bottom fric-
tion follows a quadratic drag law expressed as:

Fo=po-Ca-|Vol- Vs (1)

where 7 ; is the bottom (friction) stress, py is the water den-
sity, V', is the velocity vector (either the depth-averaged
velocity vector for a 2-D model, or the near bottom velocity
vector for a 3-D model) and Cj, is the drag coefficient. In a
2-D model, the C; may be expressed as a function of a
Manning coefficient (n) and the total water depth
(H=h+ ¢, where h is water depth and ( is sea level, both
referenced to mean sea level) by the following equation:

Cy :g~nz/H1/3 (2)

[10] For coastal waters (continental shelves and estua-
ries), studies suggest Manning coefficients that are spatially
varying within a range of 0.02-0.045 [e.g., Bunya et al.,
2010]. In 3-D models, the C, is generally determined by
scaling to account for the fact that the magnitude of the
horizontal velocity vector varies in accordance with a loga-
rithmic bottom boundary layer, thus:

2
C; = max {Hz /In (ZZT.b) ,0.0025} (3)

where « is the von Karman constant (k = 0.4), z, is the bot-
tom roughness parameter that is related to the seabed struc-
ture and z,, is the height of the model’s vertical grid point
that is closest to the bottom. Similar to the specification of
a Manning coefficient, the bottom roughness may also be
spatially varying with a typical (two order of magnitude)
range of from 0.1 cm to a few centimeters [e.g., Feddersen
et al.,2003].

[11] How the respective C,’s vary as a function of water
depth and either Manning coefficient or bottom roughness
are shown in Figure 2 [based on the equations (2) and (3)].
The top plot is for 2-D formulation, and the bottom plot is
for 3-D formulation. Using typical values for » and z,, the
bottom friction drag coefficients under 2-D and 3-D formula-
tions differ by an order of magnitude. We note that for the
3-D case we are using 11 uniformly distributed o-layers in
the vertical. Also, at this stage in our presentation, while
there an order-of-magnitude difference in the bottom drag
coefficients between 2-D and 3-D formulations it is prema-
ture to translate this finding to differences in bottom stress
because of the quadratic drag law. This step must await the
calculation of the horizontal velocity as we will see in
section 4.

3. Model Configuration

[12] Here we use FVCOM version 3.1 with MPI parallel-
ized coding and high computation and 1/O efficiency
NetCDF input/output writers. FVCOM is a 3-D, time- and
density-dependent, prognostic numerical ocean circulation
model that employs an unstructured triangular grid in the
horizontal and a terrain-following o-coordinate in the verti-
cal. Such grid is capable of accurately matching compli-
cated coastal geometries and bathymetries and with
flooding and drying can also include complex land topogra-
phies. The flexibility of unstructured grids also facilitates
the increase of resolution where needed. For turbulence
closure, the FVCOM utilizes the Mellor and Yamada
[1982] level-2.5 turbulence closure submodel, as modified
by Galperin et al. [1988] for flow-dependent vertical mix-
ing coefficients, and the Smagorinsky [1963] formulation
for calculating the horizontal mixing coefficients. The
equations of motion are solved by a finite volume computa-
tional method of second-order accuracy, which conserves
water properties (mass, energy, salt, and heat) over long
simulations. Wetting and drying, an important component
for inundation simulations [e.g., Zheng et al., 2003], is
incorporated in the model.
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Figure 2. Bottom drag coefficient varied with water depth for the (top) 2-D formulation defined by equation (2) and

(bottom) 3-D formulation defined by equation (3).

[13] Beginning with its inception [Chen et al., 2003],
FVCOM has gained broad applications to estuaries [e.g.,
Chen et al., 2008b; Weisberg and Zheng, 2006b; Zheng
and Weisberg, 2010], the continental shelf [e.g., Chen et
al., 2008a; Rego and Li, 2010; Weisberg et al., 2009;
Zheng and Weisberg, 2012], and the deep ocean [e.g., Chen
et al. 2009]. Prior to using the present surface forcing
products for Hurricane Ike, applications of FVCOM to sim-
ulating hurricane storm surges employed either the proto-
typical and symmetrical hurricane wind and pressure fields
of Holland [1980] [e.g., Weisberg and Zheng, 2006a,
2006¢] or the hypothetical use of wind products as in
the Hurricane Ivan-like case applied to Tampa Bay by
Weisberg and Zheng [2008].

[14] The numerical wave model used in this study is the
unstructured, triangular grid version of the third generation
Simulating WAves Nearshore (SWAN), or unSWAN, as
described by Zijlema [2010]. Coupling with surge was via
wave radiation stress, as described by Huang et al. [2010]
in application to the Hurricane Ivan-like simulation for
Tampa Bay.

[15] Requirements on the storm surge model grid config-
uration include a model domain that: (a) is large enough to
both contain the storm and to minimize open boundary
effects [e.g., Orton et al., 2012]; (b) extends landward to
include the entire region of potential inundation; and (c)
has a model grid with resolution high enough to include the
geometric details of the region of potential inundation. The
model grid used in this Hurricane Ike application is shown
in Figure 3. It has 417,642 triangular nodes and 826,866
nonoverlapping triangular cells. The higher resolution grids
are located in Galveston Bay, Texas where Hurricane Ike
made landfall and in the Mississippi River Delta region
characterized by multiple river channels and narrow creeks.

Grid sizes range from 100 m in the coastal inundation
region to about 30 km in the deep ocean interior region
(Figure 4). The model domain has two open boundaries
located in the Straits of Florida and the Yucatan Channel,
both of which are more than 1000 km distant from the Hur-
ricane Ike landfall near Galveston Bay, Texas. For the 3-D
model simulations, we employed 11 uniform terrain fol-
lowing o-layers in the vertical.

[16] Prior to simulating the storm surges, we tested the
model simulations of tides in either two dimensions or
three dimensions (including the propagation through the
open boundaries and the equilibrium forcing in the Gulf of
Mexico of the eight principal tidal constituents: M,, S,,
N,, K5, Oy, K, Py, and Q). Detailed comparisons between
the 2-D and 3-D model simulations of tides, when quantita-
tively gauged against observations from 59 National Oce-
anic and Atmospheric Administration (NOAA) tide gauge
stations, are presented in Kerr et al. (submitted manuscript,
2013). These tidal constituent results were generally found
to be good, particularly for the semidiurnal species, and the
tidal simulations were found to be relatively insensitive to
either the formulations in two and three dimensions or to
the parameterizations of bottom stress.

[17] For the storm surge simulations, the model was
driven by wind stress and atmospheric pressure gradient
acting on the surface, plus tides (elevations at the open
boundaries and equilibrium forcing at the surface). Four
baseline runs were performed for Hurricane lke: (a) the
2-D model forced by tides, winds, and pressures (called
2D-A); (b) the 2-D model forced by tides, winds, pressures,
and waves (called 2D-W); (c) the 3-D model forced by
tides, winds, and pressures (called 3D-A); and (d) the 3-D
model forced by tides, winds, pressures, and waves (called
3D-W). For the 2D-A and 2D-W runs, the Manning
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Figure 3. The unstructured triangular grid used in present model study. The red line is the coastline. The resolution
varies from 100 m to 30 km.

coefficients were spatially varying with minimum value of model runs were performed on the Ranger cluster, adminis-
0.012 and maximum value of 0.2. For the 3D-A and 3D-W trated by Texas Advanced Computing Center, University
runs, the bottom roughness was held constant at 0.6 cm. of Texas at Austin.
The model runs all began at 1200 UTC on 31 July 2008,
and epded at 0000 UTC on 16 qutember 2008 (atotal run 4, 2-D and 3-D Hurricane Ike Storm Surge
duration of 48 days). The simulation end date corresponded : :

: Simulations
to 3 days after Hurricane Ike made landfall on 13 Septem- . )
ber 2008. The time steps used in these model runs were 1 s [18] Over 800 observed water level and wave time series,
for the external mode and 5 s for internal mode (of the 3-D  Of high water mgr}{s, were collected .along the Gulf of Mex-
model). These time steps were chosen to ensure both mode] ~ 1c0 coast coinciding with the Hurricane Ike landfall near

stability and smooth flooding/drying transitions. All of the ~Galveston Bay, TX. Time-series comparisons between
model simulations performed as part of the U.S. I00S

Coastal and Ocean Modeling Testbed (R. A. Luettich et al.,
The U.S. IOOS Super-regional Coastal Ocean Modeling
Testbed: Implementation and overview of findings, submit-
ted to Journal of Geophysical Research: Oceans, 2013)
may be viewed at http://www.sura.org/und/tropical-
storms_130115/SURAIOOS_MAP_v3.htm. For our pur-
poses here, we selected the three NOAA tide gauge stations
[at Calcasieu Pass (Station No. 8768094), Sabine Pass (Sta-
tion No. 8770570), and Galveston Pier (Station No.
8771510)] located to the north and east of the hurricane
landfall point (see Figure 1), as examples for comparison
with the simulations. Our discussions begin with the 2-D
and 3-D coupled wave and surge simulations (2D-W and
3D-W, respectively) shown in Figure 5.

[19] Both simulations account for the observed surge
levels reasonable well, but each with some subtle differen-
ces. In Calcasieu Pass, the 2D-W model simulation is in
good agreement with the observation before 12 September
2008 when the sea level variation is mainly controlled by
Figure 4. A histogram of the model grid cell dimensions.  tides. As Hurricane lke approaches landfall the 2D-W
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Figure 5. Time-series comparisons of observed (opened
circles), 2D-W (blue) and 3D-W (red) simulated surges at
(top) Calcasieu Pass, (middle) Sabine Pass, and (bottom)
Galveston Pier NOAA tide gauged stations.

model simulation captures the initial rapid increase of sea
level (i.e., forerunner) very closely, whereas the 3D-W
does not respond so well. The 2D-W model simulation then
peaks at 0430 UTC on 13 September 2008 with a storm
surge of 3.5 m, about 3.5 h earlier and 0.3 m higher than
observed. After landfall both the simulation and observa-
tion show sea levels rapidly decreasing from 3.5 to 0.9 m in
10 h, followed by a slower decrease along with tidal oscil-
lations. In comparison with the 2D-W simulation, the
3D-W simulation underestimates the initial storm surge
forerunner, but then peaks more closely with the observa-
tion at 0800 UTC on 13 September 2008 with a storm surge
of 3.1 m, or about 0.1 m smaller than observed.

[20] At Sabine Pass, located closer to the point of land-
fall than Calcasieu Pass, both the 2D-W and 3D-W model
simulations are in good agreement with the observation,
both in storm surge amplitude and phase. As at Calcasieu
Pass, the 3D-W also underestimates the magnitude of the
forerunner.

[21] At Galveston Pier, located on the Ike track line (Fig-
ure 1), the 2D-W, while overestimating the observed storm
surge, simulates the forerunner very well. The 3D-W simu-
lation agrees better with the peak surge, but underestimates
the forerunner. Both capture the phase equally well.

[22] It is generally recognized that wave radiation stress
gradients tend to increase surge height by adding to the
effect of wind stress [e.g., Huang et al., 2010; Luettich and

Westerink, 1999]. To investigate the contribution made by
wave coupling, we overlay the 2D-A and 3D-A simulations
(forced by tides, wind stress, and atmospheric pressure
only) onto the 2D-W and 3D-W simulations in Figure 6. As
expected, the wave radiation stress adds incrementally to
the storm surge without waves. Throughout the evolution
of the surge, the wave radiation stress effect adds to the
wind stress resulting in an increase in sea level, first
through Ekman-geostrophic spin up (for the forerunner)
and then downwind for the final shallow water surge. The
contributions to the simulated surge heights by wave cou-
pling are about 0.3 m to 0.4 m at these three stations
regardless of the 2-D and 3-D formulations. This is consist-
ent with the finding by Huang et al. [2010] for the hypo-
thetical Ivan-like Hurricane simulation for the Tampa Bay
region of Florida.

[23] Given the subtle differences between the 2-D and 3-
D simulations, when compared with observations at three
different coastal stations (Figures 5 and 6), what are the
larger spatial scale differences in sea level set up and how
might these be explained dynamically? For simplicity, the
following analyses exclude wave effects. First consider the
spatial distribution of surge height at different time steps in
the evolution. Figure 7 shows the sea level distributions for
the 2D-A (left) and 3D-A (right) simulation at 1800 UTC
on 12 September 2008, and 0000 and 0600 UTC on 13

4 L 1
Observed

Calcasieu Pass

3- FVCOM-2D without wave

= FVCOM-2D with wave

= FVCOM-3D with wave

Sea Level (m)

Sea Level (m)

Sea Level (m)

-1 T T T T
9/10/2008 9/11 9/12 9/13 9/14 915

Figure 6. Time-series comparisons of observed (opened
circles), 2D-A (blue), 2D-W (red), 3D-A (cyan), and 3D-W
(black) simulated surges at (top) Calcasieu Pass, (middle)
Sabine Pass, (bottom) and Galveston Pier NOAA tide
gauged stations.
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Figure 7. Evolution of sea level distributions at (top) 1
0600UTC on 9/13 for (left) 2D-A and (right) 3D-A

September 2008, that is, from 15 to 3 h before Hurricane
Ike made landfall. These spatial maps show that the 2D-A
surge exceeds the 3D-A surge everywhere. For either simu-
lation, there is an initial forerunner attributed to an Ekman-
geostrophic spin up to along shore wind stress during the
time when the storm center is offshore and the winds are
tending to be shore parallel near the coast (for instance, see
Weisberg et al. [2000] for the coastal ocean response to a
typical synoptic scale frontal passage and Kennedy et al.
[2011] for a specific discussion on the Hurricane Ike fore-
runner). Six hours later, when the center of ke was located
at about 120 km southeast of the Galveston Bay, a combi-

;.zws on,09/13

[
~d

91 96

95

94 93
Longitude (°W)

92 91

800UTC on 9/12, (middle) 0000UTC on 9/13, and (bottom)
simulations.

nation of shore parallel and shore normal winds, increases
the surge height and concentrates it more in space. Then at
0600 UTC on 13 September 2008, 3 h before landfall, the
concentrated surge, due primarily to the shore normal
winds, exceeds 4 m in the 2D-A simulation and 3.5 m in
the 3D-A simulation.

[24] To arrive at an explanation for the differences in
simulated sea level evolutions between 2D-A and 3D-A,
we first consider the horizontal distributions of the 2D-A
depth-averaged currents and 3D-A near bottom currents
shown in Figure 8. Whereas the directions of the velocity
vectors are similar in 2D-A and 3D-A (as determined by
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Figure 8. Evolution of near bottom current vector distributions at (top) 1800UTC on 9/12, (middle) 0000UTC on 9/13,
and (bottom) 0600UTC on 9/13 for (left) 2D-A and (right) 3D-A simulations.

the wind stress directions), the magnitudes of the 2D-A
simulated depth-averaged currents are much larger than the
3D-A simulated near bottom currents, particularly to the
right of the storm track. Using equations (1)—(3), the bot-
tom stresses corresponding to simulated current distribu-
tions of Figure 8 are shown in Figure 9. Because the
bottom stress is proportional to the product of a bottom
drag coefficient and the square of the current velocity, de-
spite the 2D-A simulated depth-averaged current being
much larger than the 3D-A simulated near bottom current,
the 3D-A bottom stresses exceed the 2D-A bottom stresses
because the 2D-A bottom drag coefficients are at least one

order of magnitude smaller than the 3D-A bottom drag
coefficients. Thus the reduced surge height for the 3D-A
simulation, relative to the 2D-A simulation, is explained on
the basis of the bottom stress being larger for the 3D-A
simulation. This finding is reflected in the spatial distribu-
tions of vertically integrated pressure gradient force (Figure
10). With the primary balance for this being, the difference
between the surface and bottom stresses, if the bottom
stress for 3D-A is larger than for 2D-A, the vertically inte-
grated pressure gradient force for 3D-A must be smaller
than for 2D-A being that the surface wind stress is the same
for both simulations. An immediate conclusion is that a
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Figure 9. Evolution of bottom stress vector distributions at (top) 1800UTC on 9/12, (middle) 0000UTC on 9/13, and
(bottom) 0600UTC on 9/13 for (left) 2D-A and (right) 3D-A simulations.

storm surge simulation is critically dependent on the
parameterization of bottom friction.

[25] Further discussion on the lead terms in the vertically
averaged momentum balance is made based on an across
shelf section drawn seaward from Sabine Pass (Figure 1).
Vector time-series evolutions for the wind stress minus the
bottom stress (7 — 7p,) and the vertically averaged pressure
gradient (PG), Coriolis (C), and local acceleration (LA)
forces are shown in Figure 11. The left- and right-hand
plots are for the 2D-A and the 3D-A simulations, respec-
tively, and the temporal progressions from top to bottom
are from 2200 UTC on 12 September 2008 to 0900 UTC

on 13 September 2008. In each plot, the abscissa represents
the distance offshore, with 0 corresponding to the seaward
end of the transect, a total distance of 0.6° or about 66 km,
from the shore line. Beginning at 2200 UTC on 12 Septem-
ber 2008, when Hurricane Ike is located offshore in deep
water, we see that the momentum balance is primarily
between the PG and the C forces for both the 2D-A and the
3D-A simulations, except at the coastal station where the
bottom stress is large. As Ike approaches landfall a momen-
tum balance transition occurs around 0300 UTC on 13 Sep-
tember 2008, such that by 0600 UTC on 13 September
2008, the primary balance is between 7, — 7, and the PG
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Figure 10. Evolution of pressure gradient forcing vector distributions at (top) 1800UTC on 9/12, (middle) 0000UTC on
9/13, and (bottom) 0600UTC on 9/13 for (left) 2D-A and (right) 3D-A simulations.

along the entire transect. The magnitudes of these lead
terms further increase at 0900 UTC on 13 September 2008,
when Ike makes landfall. At the coast at this time, and for
both the 2D-A and the 3D-A simulations, the current flows
offshore resulting in an onshore directed bottom friction
force that adds constructively to wind stress.

[26] From the above momentum balance discussion, we
see that the storm surge forerunner, observed when the
storm center is still over the deep ocean, is the result of an
Ekman-geostrophic spin-up response to along shelf winds,
as regularly seen on continental shelves, even in response
to the passage of synoptic scale weather fronts. The fore-

runner is then superseded by the actual storm surge (when
the storm is over shallow, versus deep water) for which the
PG force is balanced by 7, — 7. Two points follow from
these momentum analyses. First, being that the forerunner
significantly affects coastal sea level, the model domain
must be large enough to fully contain the storm while it is
still at some distance offshore, that is, the model must
account for the along shore wind-forced effects by Ekman
geostrophic spin-up, either locally, or remotely and then
propagated by continental shelf wave dynamics. Second,
with the storm surge resulting from an imbalance between
surface and bottom stresses the parameterization of these
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Figure 11.

Evolution of momentum balance terms of pressure gradient (black), surface stress minus bottom stress (red),

Coriolis force (blue), and local acceleration (green) on the selected across-shore section (shown in Figure
1) at (from top to bottom) 2200UTC on 9/12, 0100, 0300, 0600, and 0900UTC on 9/13 for (left) 2D-A

and (right) 3D-A simulations.

stresses determine the magnitude of the surge. Uncertainties
in both wind stress and bottom stress parameterizations are
important for either 2-D or 3-D surge simulations, and com-
parisons between 2-D and 3-D simulations, each with the
same wind stress parameterization, are critically determined
by differences in their bottom stress parameterizations.

5. Effects of Bottom Drag Coefficient
Parameterizations on Simulated Storm Surges
[27] Recall that the governing parameter for the bottom

drag coefficient in the 2-D simulation is the Manning coef-
ficient, whereas for the 3-D simulation, it is the bottom

roughness. Three different scenarios are now investigated.
The first considers 2-D simulations using two different
Manning coefficient minimum values to ascertain the storm
surge sensitivity to this parameter choice. The second con-
siders a hybrid between 2-D and 3-D simulations (QUASI-
2D) by using the same bottom roughness-determined drag
coefficient, but with a log layer scaling for comparison
with the full 3-D simulation, as in Weisberg and Zheng
[2008]. The third considers a 3-D simulation with a drag
coefficient derived from the 2-D Manning formulation.

[28] Two simulations are compared for the first scenario,
both with spatially varying Manning’s n, but each with dif-
ferent minimum values (0.012 as in 2D-A and 0.025 as now
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Evolution of sea level distributions at (top) 1800UTC on 9/12, (middle) 0000UTC on 9/13 and (bottom)

0600UTC on 9/13 for (left, minimum Manning coefficient value of 0.012) 2D-A and (right, minimum
Manning coefficient value of 0.025) 2D-B simulations.

in 2D-B). Given that the bottom drag coefficient is propor-
tional to the square of Manning coefficient (equation (2)),
the bottom drag coefficient for 2D-B will be more than four
times that of 2D-A in regions where minimum Manning’s 7
values apply (which in this case is nearly the entire (preinun-
dation) coastal ocean. The left- and right-hand plots of
Figure 12 show the Hurricane Ike simulated sea level evolu-
tions for cases 2D-A and 2D-B, respectively. Large differen-
ces in storm surge magnitude are observed throughout the
evolution. At 1800 UTC on 12 September 2008, about 15 h
before landfall, the 2D-A simulated forerunner is consider-

ably higher than that for 2D-B (by >0.5 m). These magni-
tude differences increase as the storm approaches the coast
such that at 0000 UTC on 13 September 2008, the 2D-A
simulation exceeds that of 2D-B by > 0.8 m, and there is an
overall shift in the spatial distribution of these two simulated
surges. At 0600 UTC on 13 September 2008, 3 h before Tke
makes landfall, the 2D-A and 2D-B simulated surges are
about 4 m and 3 m, respectively. These surge differences
correspond to PG force differences due to differences in
Tw — Tp, deriving from the differences in the minimum Man-
ning coefficient used in 2D-A and 2D-B.
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Figure 13. Evolution of bottom stress vector distributions at (top) 1800UTC on 9/12, (middle) 0000UTC on 9/13, and
(bottom) 0600UTC on 9/13 for (left, minimum Manning coefficient value of 0.012) the 2D-A and (right,
minimum Manning coefficient value of 0.025) the 2D-B simulations.

[29] Being that the surface wind stress is the same in
2D-A and 2D-B, of interest is how the minimum Manning
coefficient translates to bottom stress, as shown in Figure
13, the left- and right-hand plots corresponding to 2D-A
and 2D-B, respectively. At 1800 UTC on 12 September
2008, during the time of the forerunner, the 2D-B bottom
stress magnitudes exceed those of 2D-A, implying smaller
2D-B currents and hence lesser geostrophic sea level set up
along the coast (see momentum balances in Figure 11). The
maximum bottom stresses, located at the right-hand side of
the hurricane track, are 1.3 x 107> m?/s® for 2D-A and 3.0
x 107* m?s* for 2D-B (top plots in Figure 13), respec-
tively, and their corresponding along shore depth-averaged

current speeds are 1.8 m/s for 2D-A and 1.4 m/s for 2D-B,
respectively. At 0000 UTC on 13 September 2008, as the
forerunner is transitioning to the actual storm surge, the
maximum depth-averaged current speeds increase to 3 m/s
for 2D-A and 1.7 m/s for 2D-B, and their corresponding
bottom stresses are 3.7 x 10> m*/s* for 2D-A and 5.5 x
1072 m?%s* for 2D-B (middle plots in Figure 13), respec-
tively. At 0600 UTC on 13 September 2008, with Ike
almost at landfall, the storm surge momentum balance is
primarily between the PG force and 7, — 7,. With the bot-
tom stress being of similar magnitude in both cases, the PG
force is also of similar magnitude despite the surge height
being larger for 2D-A than for 2D-B. The differences in
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Figure 14. Evolution of sea level distributions at (top) 1800UTC on 9/12, (middle) 0000UTC on 9/13, and (bottom)
0600UTC on 9/13 for (left) 3D-A and (right) QUASI-2D simulations.

surge height are attributed mainly to the differences in the
forerunner owing to the differences in minimum Manning
coefficient applied.

[30] The second scenario, a hybrid between two and
three dimensions, will be referred to as QUASI-2D. The
idea is to compare 2-D and 3-D simulations using the same
bottom drag coefficient. For this simulation, we approxi-
mate the 2-D case by using three terrain following o-layers
(—1.0, —0.9, 0.0) in the vertical along with a constant bot-
tom roughness, zo=0.6 cm, to produce the same bottom
drag coefficient as for the previous 3D-A model simulation
(equation (3)). This QUASI-2D approximation to a 2-D

simulation using a 3-D model is the same as used by
Weisberg and Zheng [2008] for their comparison between
2-D and 3-D simulations of hypothetical storm surges for
Tampa Bay under Hurricane Ivan-like forcing. The bottom
stress for the QUASI-2D simulation is determined using
the upper layer velocity, which essentially is the depth-
averaged velocity because the upper layer is 90% of the
water column [e.g., see Weisberg and Zheng, 2008]. The
left- and right-hand plots of Figure 14 show the sea level
evolutions for the 3D-A and the QUASI-2D Hurricane Ike
simulations, respectively. Similar to what was found by
Weisberg and Zheng [2008], the QUASI-2D storm surge is
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Evolution of bottom stress vector distributions at (top) 1800UTC on 9/12, (middle) 0000UTC on 9/13, and

(bottom) 0600UTC on 9/13 for (left) 3D-A and (right) QUASI-2D simulations.

less than that for the 3D-A storm surge. For hurricane Ike
this amounts to about 0.2—1 m over the event evolution.
The explanation for these differences follows from the bot-
tom stress evolutions (Figure 15). Owing to larger bottom
stress and its spatial distribution (due to the depth-averaged
velocity being larger than the near bottom velocity), the
QUASI-2D storm surge evolves with smaller magnitude
than that in the 3D-A simulation. From the two cases just
considered (2D-A versus 2D-B with different minimum
Manning coefficients and QUASI-2D versus 3D-A with the
same drag coefficient but different velocities), it is clear

that both the bottom stress formulations and the bottom
drag coefficient parameterizations greatly impact the simu-
lated storm surges.

[31] To bring the above argument full circle, it is neces-
sary to consider 2-D and 3-D storm surge simulations
made using the same bottom drag coefficient. We will
refer to these simulations as 2D-A and 3D-B. To do this,
we must convert the Manning coefficient used in a 2-D
model to a bottom roughness used in a 3-D model. This
is done by combining equations (2) and (3) to arrive at
equation (4):
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Figure 16. Evolution of sea level distributions at (top) 1800UTC on 9/12, (middle) 0000UTC on 9/13, and (bottom)
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a variation on a formula provided by Bretschneider et al.
[1986], wherein the coefficient comes from the half thick-
ness of the o-layer closest to the bottom (0.05 in our applica-
tion). By applying the spatially varying Manning’s n from
2D-A in equation (4) to compute equivalent values of bot-
tom roughness for use in equation (3), we obtain spatially
varying 3-D bottom drag coefficients for use in 3D-B. In
this way, both 2D-A and 3D-B have the same bottom drag

4

coefficients. We note that while the depth dependent equation
(4) provides a reasonable bottom roughness value in shallow
water (less than ~50 m), the bottom roughness in the deeper
water calculated from equation (4) tends to be very small.

[32] The left- and right-hand plots of Figure 16 show the
sea level evolutions for the 2D-A and the 3D-B Hurricane
Ike simulations, respectively. The spatial distribution pat-
terns for sea level under both simulations are similar,
although the 3D-B storm surge is somewhat higher than for
2D-A, especially in the bottom plot where the mature surge
may be ~1.3 m higher. The explanation for these
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Figure 17. Evolution of bottom stress vector distributions at (top) 1800UTC on 9/12, (middle) 0000UTC on 9/13, and
(bottom) 0600UTC on 9/13 for (left) 2D-A and (right) 3D-B simulations.

differences follows from the bottom stress evolutions
(Figure 17). Since the bottom drag coefficients are the
same for 2D-A and 3D-B, the magnitude of the bottom
stress depends on the magnitude of the velocity used for
the calculation. For 2D-A, the depth-averaged velocity may
be larger than the near bottom velocity of 3D-B, especially
on the right-hand side of the storm track, resulting in the
bottom stress for the 2D-A exceeding that for 3D-B. Thus,
even with the same bottom stress parameterization and
formulation, the storm surge is also impacted by the differ-
ences in velocity under 2-D and 3-D formulations.

6. Discussions and Conclusions

[33] Storm surge simulations by numerical circulation
models are dependent on the model domain and grid resolu-
tion, the quality of bathymetry and elevation data upon
which the model grid is overlain and the wind and pressure
fields used to force it. The parameterizations for friction and
parameter values employed are also of critical importance.

[34] Our study of the Hurricane Ike storm surge investi-
gated the simulation sensitivities to the model’s vertical
structure (2-D or 3-D) and the way in which the bottom
stresses were parameterized in these formulations. Our use
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of FVCOM, either in a 2-D or a 3-D formulation, followed
from extensive testing and intermodel (ADCIRC, SELFE,
SLOSH, and FVCOM) simulation comparisons (Kerr et al.,
submitted manuscript, 2013) within the framework of the
Southeast University Research Association (SURA)-led,
U.S. Integrated Ocean Observing System) I00S Model
Testbed Program. All of these models, with suitable param-
eter choices, achieved reasonable results when compared
against each other and an extensive observational data
base. Nevertheless, both model structure and parameter val-
ues, particularly for surface and bottom stress parameter-
izations, were important. For the Hurricane Ike storm surge
simulation conducted here, we used the wind stress and
pressure fields from Kerr et al. (submitted manuscript,
2013). With the model domain sufficiently large to avoid
open boundary effects on the far field storm surge and the
forcing products deemed to be the best presently available,
we focused on 2-D and 3-D storm surge simulation com-
parisons relative to the bottom stress parameterizations
employed.

[35] Four scenarios were considered. The first baseline
scenario presented in section 4 compared a 2-D simulation
with spatially varying Manning coefficient against a 3-D
simulation with constant bottom roughness. In an attempt
to explain the differences that were found we then investi-
gated 2-D simulations with two different Manning coeffi-
cient minimum values, a hybrid between 2-D and 3-D
simulations (QUASI-2D) by using the same bottom
roughness-determined drag coefficient but with a log layer
scaling for comparison with the full 3-D simulation, and a
2-D simulation with spatially varying Manning coefficient
compared with a 3-D simulation for which the bottom drag
coefficient was determined by a formal conversion of the
Manning coefficient.

[36] The baseline scenario showed that reasonably good
fidelity between observed and simulated storm surges may
be achieved with either 2-D or 3-D model formulations
when a range of Manning coefficients or a constant bottom
roughness are used, respectively. However, when convert-
ing either the Manning coefficient or the bottom roughness
to a bottom drag coefficient, the drag coefficient values for
a 2-D formulation are about an order of magnitude smaller
than those for a 3-D formulation. Vertical integration there-
fore changes the nature of the bottom stress calculation.
Curiously, the baseline scenario showed better forerunner
agreement with the 2-D model than with the 3-D model
even though the surges were of similar magnitude.

[37] Diagnosing the momentum balances for the baseline
scenario showed that the forerunner was primarily an
Ekman-geostrophic spin-up response to alongshore wind
stress, whereas the main surge was primarily a balance
between the sea level gradient and the difference between
the surface and bottom stresses. With the surface stress
being the same for all scenario comparisons, their subtle
differences derived from the bottom stress formulations
and the parameters used to calculate bottom stress.

[38] The second scenario provided an example. Increas-
ing the minimum value of the Manning coefficient from
0.012 to 0.025 reduced both the forerunner and the surge of
the 2-D simulation, such that the 3-D (baseline) surge was
larger than the 2-D (increased minimum Manning coeffi-
cient) surge (Figures 7 and 12).

[39] The third scenario confirmed the results of Weisberg
and Zheng [2008] that, under the same bottom drag coeffi-
cient formulation, a 3-D simulation yielded a larger storm
surge than a QUASI-2D simulation. The explanation is that
the velocity magnitude used in calculating the bottom stress
in QUASI-2D exceeded that in three dimensions and hence
the bottom stress was larger. With larger bottom stress to
counteract the surface stress, the sea level gradient was
reduced from that of three dimensions.

[40] The fourth scenario was an attempt to bring the bot-
tom stress calculations full circle back to the baseline sce-
nario. Here we converted the spatially varying Manning
coefficients that were used in two dimensions to spatially
varying bottom roughness’ for use in three dimensions by
equating the two Cy formulations. Thus, the baseline 2-D
and the fourth scenario 3-D simulations both used the same
bottom drag coefficient. This resulted in very similar spatial
evolutions of the forerunner and the surge. However, when
converting to bottom roughness from the Manning coeffi-
cient in deep water, the bottom roughness values were as
small as 10~" m, which is physically unrealistic.

[41] The conclusions of this work are admittedly unset-
tled. First, whereas we can arrive at similar storm surge
simulation results from either 2-D or 3-D model formula-
tions, these results are critically dependent on the bottom
stress formulations and the parameter values used when all
else (model domains, grids, tide and surface forcing and ba-
thymetry/topography) are the same. Given that a 2-D for-
mulation is a simplification over a 3-D formulation, the
bottom stress values tend to be smaller than those for three
dimensions because larger horizontal velocities (by about a
factor of three in our baseline case) necessitate smaller bot-
tom drag coefficients (by about an order of magnitude in
our baseline case). With empirically determined Manning
coefficients, it is evident that a 2-D model is adequate for
storm surge simulations. However, it remains unclear
whether or not a Manning coefficient distribution for a
given storm and location can be applied more generally for
the purpose of predicting future event responses.

[42] Calibration also presents certain dilemmas that
require explanation. For instance, our second scenario dem-
onstrated that to simulate the forerunner correctly, the mini-
mum value of the Manning coefficient had to be reduced
below values previously considered in the literature [e.g.,
Mattocks and Forbes, 2008] to values generally associated
with smooth, finished surfaces. But modeling the forerunner
height more accurately resulted in overestimates (at some sta-
tions) of the surge itself. Thus balancing the need for forerun-
ner accuracy relative to surge accuracy is a calibration issue.
The baseline and the second scenarios used spatially variable
Manning coefficient for two dimensions versus a constant
bottom roughness for the 3-D baseline scenario. Choosing
the spatial distributions of the Manning coefficient in a 2-D
simulation, or the bottom roughness in a 3-D simulation, is a
complicating factor, requiring a priori information on the
compositions of the sea floor and the land to be inundated.

[43] When we compared 2-D and 3-D formulation results
with all aspects kept as similar as possible (our QUASI-2D
representation of two dimensions, enabling us to use the
same bottom drag coefficient for two and three dimen-
sions), the results of Weisberg and Zheng [2008] were
again realized (that the 3-D surge height is larger than the
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2-D surge height due to larger bottom stress in two dimen-
sions). This result (following from a log layer scaling in the
vertical) requires that an upper limit be placed on the drag
coefficient, and this (as in two dimensions) requires calibra-
tion if applied more generally.

[44] The 2-D and 3-D results were most similar under
the fourth scenario when the drag coefficients were equated
through transformation of the Manning coefficient to
bottom roughness. Unsetting, however, was the resultant
miniscule value for bottom roughness in deep water.

[45] In conclusion, the primary limitations to storm surge
hindcast or prediction are not the models themselves
[FVCOM as used here, or ADvanced CIRculation ocean
model (ADCIRC), Semi-implicit Eulerian-Lagrangian
Finite-Element ocean model (SELFE), or any physically
complete, high-enough resolution model], but the quantita-
tive specifications of the parameterizations and parameter
values that are used for specifying both the wind and bot-
tom stresses. Here we circumvented the wind stress issue
by using the sector-based analysis of Dietrich et al. [2011]
that was adopted for surface forcing by the SURA I00S
Inundation Model Testbed. The intrinsic difference
between 2-D and 3-D surge simulations is that by vertically
integration, a 2-D model simplifies the vertical structure by
eliminating the vertical distribution of turbulence and the
nature of the surface and bottom boundary layers. How-
ever, such simplification requires its own calibration for
bottom stress (spatially varying Manning coefficients). If
calibration for individual storms and locations may be
eliminated then a 2-D model is the most straight-forward
and efficient approach to storm surge simulation.

[46] Given these conclusions it may be useful to distin-
guish between storm surge scenario projections and real-
time predictions. Projections without time limitations (such
as flood plain determinations for evacuation guidance and
insurance rate maps) might benefit from an ensemble
approach that uses both 2-D and 3-D models, each being
run over a reasonable parameter set, to provide a range of
expectation. Real-time prediction, on the other hand, neces-
sitates rapid implementation of a surge model with the rec-
ognition that the answer will be critically dependent on the
parameters chosen. To narrow the range of parameteriza-
tions and the parameter values employed for storm surge
modeling in either 2-D or 3-D formulation, there remains a
need for experimental guidance on the parameterizations
and the parameter values associated with both the surface
and the bottom stresses under severe wind conditions.
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