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Abstract—It has been suggested that “near-codewords” may be a significant factor affecting decoding failures of LDPC codes over the AWGN channel. A near-codeword is a sequence that satisfies almost all of the check equations. These near-codewords can be associated with so-called ‘trapping sets’ that exist in the Tanner graph of a code. In this paper, we analyse the trapping sets of protograph-based LDPC convolutional codes. LDPC convolutional codes have been shown to be capable of achieving the same capacity-approaching performance as LDPC block codes with iterative message-passing decoding. Further, it has been shown that some ensembles of LDPC convolutional codes are asymptotically good, in the sense that the average free distance grows linearly with block length for a rate $R = b/c$, where $b < c$. In other words, their average free distance grows linearly with block length for a rate $R = b/c$, where $b < c$.

I. INTRODUCTION

Trapping sets, graphical sub-structures existing in the Tanner graph of Low-Density Parity-Check (LDPC) codes, were first studied in [1]. Known initially as near-codewords, they were used to analyse the performance of LDPC codes in the error-floor, or high signal-to-noise ratio (SNR), region, of the bit error rate (BER) curve. In [2], Richardson developed these concepts and proposed a two-stage technique to predict the error floor performance of LDPC codes based on trapping sets, and asymptotic results on trapping set enumerators for both regular and irregular LDPC block code ensembles were published in [3].

LDPC convolutional codes were introduced in [4], and their advantages and disadvantages compared to LDPC block codes of the same complexity were discussed in [5], [6]. Further, in [7] and [8], it was shown that several ensembles of both regular and irregular terminated periodically time-varying LDPC convolutional codes based on protographs are asymptotically good. In other words, their average free distance grows linearly with constraint length. Also, a lower bound on the free distance growth rates was obtained, which was shown to exceed the growth rates of minimum distance with block length for corresponding protograph-based LDPC block code ensembles.

The analysis used in [7] and [8] to calculate ensemble average weight enumerators can be extended to the problem of finding ensemble average trapping set enumerators. In this paper, building on work by Abu-Surra, Ryan, and Divsalar [9], asymptotic methods are used to calculate a lower bound on the average trapping set enumerators for two ensembles of asymptotically good, protograph-based LDPC convolutional codes, one regular and one irregular. In particular, we use ensembles of tail-biting LDPC convolutional codes (introduced in [10]) derived from a single protograph-based ensemble of LDPC block codes to obtain a lower bound on the average trapping set enumerators of unterminated, asymptotically good, periodically time-varying LDPC convolutional code ensembles. In the process, we show that the average trapping set enumerators of ensembles of tail-biting LDPC convolutional codes approach the average trapping set enumerator of an associated LDPC convolutional code ensemble as the block length of the tail-biting ensemble increases.

II. LDPC CONVOLUTIONAL CODES

We start with a brief definition of a rate $R = b/c$ binary LDPC convolutional code $C$. A code sequence $v_{[0, \infty]}$ satisfies the equation $v_{[0, \infty]}^T H_{[0, \infty]}^T = 0$, where $H_{[0, \infty]}^T$ is the syndrome former matrix and

$$H_{[0, \infty]} = \begin{bmatrix} H_{0}(0) & H_{1}(1) \\ H_{m}(m_{t}) & H_{m+1}(m_{t}+1) & \cdots & H_{m+1}(m_{t}+1) \\ \vdots & \vdots & \ddots & \vdots \\ H_{m}(m_{n}) & H_{m+1}(m_{n}+1) & \cdots & H_{m+1}(m_{n}+1) \end{bmatrix}$$

is the parity-check matrix of the convolutional code $C$. The submatrices $H_{i}(t)$, $i = 0, 1, \ldots, m_{t}$, $t \geq 0$, are binary $(c-b) \times c$ submatrices, given by

$$H_{i}(t) = \begin{bmatrix} h_{i}^{(1)}(t) & \cdots & h_{i}^{(c)}(t) \\ \vdots & \ddots & \vdots \\ h_{i}^{(c-b)}(t) & \cdots & h_{i}^{(c-b,c)}(t) \end{bmatrix},$$

(1)

that satisfy the following properties:

1) $H_{i}(t) = 0$, $i < 0$ and $i > m_{t}$, $\forall t$.
2) There is a such that $H_{m_{t}}(t) \neq 0$.

We call $m_{t}$ the syndrome former memory and $\nu_{t} = (m_{t}+1) \cdot c$ the decoding constraint length. These parameters determine the width of the nonzero diagonal region of $H_{[0, \infty]}$. The sparsity of the parity-check matrix is ensured by demanding that its rows have very low Hamming weight, i.e., $w_{P}(h_{i}) < (m_{t}+1) \cdot c$, $i > 0$, where $h_{i}$ denotes the $i$-th row of $H_{[0, \infty]}$. The code is said to be regular if its parity-check matrix $H_{[0, \infty]}$ has exactly $J$ ones in every column and, starting from row $(c-b)m_{t}+1$, $K$ ones in every row. The other entries are zeros. We refer to a code with these properties as an $(m_{t}, J, K)$-regular LDPC convolutional code, and we note that, in general, the code is time-varying and has rate $R = b/c = 1 - J/K$. A rate $R = b/c$, $(m_{t}, J, K)$-regular time-varying LDPC
convolutional code is periodic with period $T$ (in submatrices) if $H_i(t)$ is periodic, i.e., $H_i(t) = H_i(t + T), \forall i, t$, and if $H_i(t) = H_i, \forall i, t$, the code is time-invariant. An LDPC convolutional code is called *irregular* if its row and column weights are not constant.

### III. Protograph-based LDPC convolutional codes

A protograph is a small bipartite graph. Figure 1 shows a protograph and the associated parity-check matrix.

Suppose a given protograph has $n_v$ variable nodes and $n_c$ check nodes. An ensemble of protograph-based LDPC block codes can be created using the copy-and-permute operation [11]. The parity-check matrix $H$ corresponding to a member of the resulting ensemble of protograph-based LDPC block codes can be obtained by replacing ones with $N \times N$ permutation matrices and zeros with $N \times N$ all-zero matrices in the underlying protograph parity-check matrix $P$, where the permutation matrices are chosen randomly and independently.

Using this construction, the sparsity condition of an LDPC parity-check matrix will be satisfied for large $N$. The code created by applying the copy-and-permute operation to an $n_c \times n_v$ protograph parity-check matrix $P$ has block length $n = Nn_v$. In addition, the code has the same rate and degree distribution for each of its variable and check nodes as the underlying protograph.

We note that in this example the row and column weights of $P$ are not constant, so $P$ represents the parity-check matrix of an irregular protograph. The resulting ensemble of protograph-based block codes will thus also be irregular. Note that it is also possible to consider protograph parity-check matrices $P$ with larger integer entries, which represent parallel edges in the base protograph. In this case, the resulting block in $H$ consists of a sum of $N \times N$ permutation matrices [11].

#### A. Forming protograph-based convolutional codes

Suppose that we have an $n_c \times n_v$ protograph parity-check matrix $P$, where $\gcd(n_c, n_v) = y$. We then partition $P$ as a $y \times y$ block matrix as follows:

$$P = \begin{bmatrix} P_{1,1} & \cdots & P_{1,y} \\ \vdots & \ddots & \vdots \\ P_{y,1} & \cdots & P_{y,y} \end{bmatrix},$$

where each block $P_{ij}$ is of size $n_cv/y \times n_vv/y$. $P$ can thus be separated into a lower triangular part, $P_L$, and an upper triangular part minus the leading diagonal, $P_u$. Explicitly,

$$P_L = \begin{bmatrix} P_{1,1} & \cdots & P_{1,y} \\ P_{2,1} & \cdots & P_{2,y} \\ \vdots & \ddots & \vdots \\ P_{y,1} & \cdots & P_{y,y} \end{bmatrix} \quad \text{and} \quad P_u = \begin{bmatrix} P_{1,2} & \cdots & P_{1,y} \\ \vdots & \ddots & \vdots \\ P_{y-1,2} & \cdots & P_{y-1,y} \end{bmatrix},$$

where blank spaces correspond to zeros. This operation is called ‘cutting’ a protograph parity-check matrix.

Rearranging the positions of these two triangular matrices and repeating them indefinitely results in a parity-check matrix $P_{cc}$ of an unterminated, periodically time-varying convolutional code with rate $R = 1 - n_c/n_v$, constraint length $\nu_c = n_c$, and period $T = y$ given by

$$P_{cc} = \begin{bmatrix} P_L & P_u \\ P_u & P_L \end{bmatrix}. \quad (2)$$

Note that when $\gcd(n_c, n_v) = 1$, we cannot form a square block matrix larger than $1 \times 1$ with equal size blocks. In this case, $P_L = P$ and $P_u$ is the all-zero matrix of size $n_c \times n_v$. This trivial result is represented in convolutional code with syndrome former memory zero, with repeating blocks of the original protograph on the leading diagonal. In this case we must use one of two approaches. First, we can create a larger protograph parity-check matrix by applying the copy and permute operation $M$ times to $P$. This results in an $Mn_c \times Mn_v = n'_c \times n'_v$ parity-check matrix for some small integer $M$. The $n'_c \times n'_v$ protograph parity-check matrix can then be cut following the procedure outlined above. Alternatively, we can use a nonuniform cut, as described in [8].

To create an ensemble of time-varying LDPC convolutional codes we follow the usual protograph construction technique. The ones are replaced with $N \times N$ permutation matrices (or summations of $N \times N$ permutation matrices for parallel edges) and the zeros with $N \times N$ all-zero matrices, where the permutation matrices are chosen randomly and independently. Choosing $N$ to be sufficiently large guarantees the sparsity condition for an LDPC code.

### IV. General trapping set enumerators for protograph-based codes

**Definition 1:** An $(a, b)$ general trapping set $\tau_{a,b}$ of a bipartite graph is a set of variable nodes of size $a$ which induce a subgraph with exactly $b$ odd-degree check nodes (and an arbitrary number of even-degree check nodes).

In order to calculate ensemble average general trapping set enumerators for protograph-based block codes, we make use of the combinatorial arguments previously presented in [12] and [13] for calculating ensemble average weight enumerators. The technique involves considering a two-part weight enumerator for a modified protograph with the property that any $(a, b)$ trapping set in the original protograph is a codeword in the modified protograph. We now briefly describe the procedure introduced in [9]. An auxiliary ‘flag’ variable node is added to each check node, as displayed in Figure 2.

![Fig. 1. An example protograph and associated parity-check matrix.](image1)

![Fig. 2. An example protograph and modified version with auxiliary variable nodes.](image2)
Consider a subset $S$ with cardinality $a$ of the variable nodes $V = \{v_0, v_1, v_2, v_3\}$, for example, $a = 3$ and $S = \{v_0, v_1, v_2\}$. We now attach weight 1 to these variable nodes and weight 0 to the remaining nodes in $V/S = \{v_3\}$. We observe that check nodes $c_0$ and $c_1$ are satisfied, since they both have input weight 2, but that check node $c_2$ (with input weight 3) is unsatisfied. Thus there is $b = 1$ odd degree (unsatisfied) check node. This is an example of a $(3, 1)$ general trapping set. Thus $\mathcal{T}_{3,1}$ contains the subset $S = \{v_0, v_1, v_2\}$.

For any subset of variable nodes we can satisfy any unsatisfied check nodes by assigning weight 1 to the corresponding auxiliary variable node. Note that the weight of the variable nodes $V = a = 3$ and the weight of the auxiliary nodes is $b = 1$ for this $(3, 1)$ general trapping set, which suggests that the general trapping sets of a protograph can be enumerated by applying a two-part weight enumerator analysis to the modified protograph. We thus consider a two-part weight enumerator over sets of variable nodes $V = \{v_0, v_1, \ldots, v_{n_v-1}\}$ and auxiliary nodes $F = \{f_0, f_1, \ldots, f_{n_f-1}\}$, where $n_v$ is the number of variable nodes in the initial protograph and $n_f$ is the number of auxiliary variable nodes (equal to the number of check nodes $n_c$). This method of enumerating trapping sets for protograph-based codes is presented in [9]. In the remainder of this section, we summarize the results of [9] and [12] on which our approach is based.

A. Finite length ensemble trapping set enumerators

Suppose that a modified protograph contains $n_v$ variable nodes to be transmitted over the channel. Also, suppose that each of the $n_v$ transmitted variable nodes has an associated weight $d_i$, where $0 \leq d_i \leq N$ for all $i$.\(^2\) Let $S_d = \{(d_0, d_1, \ldots, d_{n_v-1})\}$ be the set of all possible weight distributions such that $d_0 + \cdots + d_{n_v-1} = a$. Finally, suppose that $S_f = \{(f_0, f_1, \ldots, f_{n_f-1})\}$ is the set of all weight distributions such that $f_0 + \cdots + f_{n_f-1} = b$, where $0 \leq f_i \leq N$ for all $i$. Then the two-part ensemble average trapping set enumerator for the modified protograph is given by

$$A_{a,b} = \sum_{(d_0, \ldots, d_{n_v-1})} \sum_{(f_0, \ldots, f_{n_f-1})} A_d,$$

where $A_d$ is the average number of codewords in the modified ensemble with weight distribution $d = (d_0, d_1, \ldots, d_{n_v-1}, f_0, f_1, \ldots, f_{n_f-1})$.

B. Asymptotic trapping set spectral shape function

The two-part normalized logarithmic asymptotic trapping set spectral shape function of a code ensemble can be written as $r(\alpha, \beta) = \lim_{n \to \infty} r_n(\alpha, \beta)$, where $r_n(\alpha, \beta) = \log(A_{a,b}) / n$, $\alpha = a/n$, $\beta = b/n$, and $n$ and $b$ are Hamming weights, $n$ is the block length, and $A_{a,b}$ is the two-part ensemble average weight distribution.

Suppose now we are interested in the ratio of $b$ to $a$ for a general $(a, b)$ trapping set enumerator. Let $\Delta = b/a = \beta/\alpha$, $\Delta \in [0, \infty]$. As proposed in [9], we may now classify the trapping sets as $\mathcal{T}_\Delta = \{(a,b)\in\mathbb{N}^2: b = \Delta \cdot a\}$. For each $\Delta$, we define $d_\Delta(\Delta)$ to be the $\Delta$-trapping set number, which is the size of the smallest, non-empty trapping set in $\mathcal{T}_\Delta$. Now consider fixing $\Delta$ and plotting the normalized weight $\alpha$ against the two-part asymptotic spectral shape function $r(\alpha, \beta) = r(\alpha, \Delta \alpha)$.

Suppose $\alpha > 0$ and the first zero-crossing of $r(\alpha, \beta)$ occurs at $\alpha = \delta(\Delta)$. If $r(\alpha, \beta)$ is negative in the range $0 < \alpha < \delta(\Delta)$, then the first zero-crossing $\delta(\Delta)$ is called the $\Delta$-trapping set growth rate of the code ensemble. If $\delta(\Delta)$ exists, and if the probability

$$P(a < \delta(\Delta)|n) = \sum_{a=1}^{\delta(\Delta)} A_{a,b} < < 1$$

as the block length $n$ grows, we can say with high probability that the majority of codes in the ensemble have a $\Delta$-trapping set number that increases linearly with $n$, i.e., $d_\Delta(\Delta) = n\delta(\Delta)$. This implies that, for sufficiently large $n$, at least one member of the ensemble has no small trapping sets.

V. GENERAL TRAPPING SET ENUMERATORS FOR LDPC CONVOLUTIONAL CODES

In this section, we present a method for obtaining a lower bound on the $\Delta$-trapping set number of an ensemble of unterminated, asymptotically good, periodically time-varying LDPC convolutional codes derived from protograph-based LDPC block codes. To proceed, we introduce a family of tail-biting LDPC convolutional codes with incremental increases in block length. The tail-biting codes are then used as a tool to obtain the desired bound on the $\Delta$-trapping set number of the unterminated codes.

A. Tail-biting convolutional codes

Consider the parity-check matrix $P_{tb}$ of the protograph-based unterminated convolutional code introduced in Section III-A. We now introduce the notion of tail-biting convolutional codes by defining an ‘unwrapping factor’ $\lambda$ as the number of times the sliding convolutional structure is repeated before applying tail-biting termination. For $\lambda \geq 1$, the parity-check matrix $P_{tb}(\lambda)$ of the desired tail-biting protograph-based convolutional code with block length $\lambda n_v$ can be written as

$$P_{tb}(\lambda) = \begin{bmatrix} P_t & P_u & P_t \cdots & P_t \\ P_u & P_t \cdots & P_t \end{bmatrix}^{\lambda n_v \times \lambda n_v}.$$  

Note that the tail-biting convolutional code for $\lambda = 1$ is simply the original protograph-based block code.

B. Tail-biting LDPC convolutional code ensembles

Given a protograph parity-check matrix $P$, we generate a family of tail-biting convolutional codes with parity check matrices $P_{tb}(\lambda)$ and increasing block lengths $\lambda n_v$, $\lambda = 1, 2, \ldots$, using the process described above. Since tail-biting convolutional codes are themselves block codes, we can treat the Tanner graph of $P_{tb}(\lambda)$ as a protograph for each value of $\lambda$. Replacing the entries of this matrix with either $N \times N$ permutation matrices or $N \times N$ all-zero matrices, as discussed in Section III, creates an ensemble of LDPC codes that can be analysed asymptotically as $N$ goes to infinity, where the sparsity condition of an LDPC code is satisfied for large $N$. Each tail-biting LDPC code ensemble, in turn, can be unwrapped and repeated indefinitely to form an ensemble of unterminated periodically time-varying LDPC convolutional
codes\(^3\) with rate \(R = 1 - n_c/n_v\), constraint length \(n_v = N n_c\), and, in general, period \(T = \lambda y\).

To study the average general trapping set enumerators of these block codes, we add auxiliary flag variables following the procedure detailed in Section IV. The resulting protograph-based parity-check matrix is given by

\[
P_{tb}^{(\lambda)} = \begin{bmatrix}
P_1 & P_a & P_1 & P_1 & \cdots & P_a \\
P_a & P_1 & P_a & P_1 & \cdots & P_a \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
P_a & P_1 & P_a & P_1 & \cdots & P_1 \\
1 & 1 & 1 & 1 & \cdots & 1
\end{bmatrix}_{\lambda n_c \times (\lambda n_c + n_c)},
\]

where \(I_n\) is the \(n \times n\) identity matrix. For any \(\lambda\), we can now follow the procedure detailed in Section IV to calculate the \(\Delta\)-trapping set number \(d_{ts}^{(\lambda)}\) for the ensemble of LDPC tail-biting convolutional codes based on the protograph parity-check matrix \(P_{tb}^{(\lambda)}\).

C. A lower bound on the convolutional \(\Delta\)-trapping set number

**Theorem 1:** Consider forming a family of unterminated, periodically time-varying LDPC convolutional codes with rate \(R = 1 - N n_c/N n_v = 1 - n_c/n_v\), constraint length \(n_v = N n_c\), and period \(T = \lambda y\), as described in Section V-B. Let \(d_{cts}^{(\lambda)}(\Delta)\) be the \(\Delta\)-trapping set number of the code with \(T = \lambda y\), and let \(d_{cts}(\Delta) = \max_{\lambda > 0} d_{cts}^{(\lambda)}(\Delta)\), which we call the \(\Delta\)-trapping set number of the unterminated convolutional code family. Then, for any tail-biting termination with unwrapping factor \(\lambda\), \(d_{cts}(\Delta)\) is bounded below by \(d_{ts}^{(\lambda)}(\Delta)\) for any \(\lambda\), i.e.,

\[
d_{cts}(\Delta) \geq d_{ts}^{(\lambda)}(\Delta). \tag{5}
\]

**Proof.** The proof, omitted here for brevity, is presented in [14].

Intuitively, as \(\lambda\) increases, the tail-biting code becomes a better representation of the associated unterminated convolutional code, with \(\lambda \to \infty\) corresponding to a non-periodically time-varying convolutional code. This is reflected in the average general trapping set enumerators, and it is shown in Section VI that increasing \(\lambda\) provides us with \(\Delta\)-trapping set growth rates \(\delta_{ts}^{(\lambda)}(\Delta)\) that converge to a lower bound on \(\delta_{cts}(\Delta)\), which we call the \(\Delta\)-trapping set growth rate of the unterminated convolutional code family.

VI. TRAPPING SET ANALYSIS

We now present a trapping set analysis for two asymptotically good ensembles, one regular and one irregular, of unterminated periodically time-varying LDPC convolutional codes. As described in Section V, we make use of ensembles of tail-biting LDPC convolutional codes to obtain a lower bound on the desired \(\Delta\)-trapping set growth rate of the associated unterminated convolutional code ensemble.

**Example 1:** Consider a \((3, 6)\)-regular LDPC code with the following protograph and associated parity-check matrix:

\[
\begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1
\end{bmatrix}
\]

A family of rate \(R = 1/2\) tail-biting LDPC convolutional code ensembles can be generated according to the displayed cut. We now proceed to calculate the \(\Delta\)-trapping set growth rate \(\delta_{ts}^{(\lambda)}(\Delta)\) for the modified tail-biting convolutional code ensembles with base parity-check matrices \(P_{tb}\) for various fixed values of \(\Delta\) and increasing values of the unwrapping factor \(\lambda\). Note that setting \(\Delta = \beta/\alpha = 0\) corresponds to the minimum distance growth rate problem [7]. Thus, for \(\lambda = 1\), which corresponds to the \((3, 6)\)-regular block code ensemble, \(\delta_{ts}^{(1)}(0) = \delta_{min} = 0.023\), where \(\delta_{min}\) is the minimum distance growth rate for the \((3, 6)\)-regular ensemble, as originally calculated by Gallager [15]. Further, for larger values of \(\lambda\), the value for \(\delta_{ts}^{(\lambda)}(0)\) agrees with the earlier results for minimum distance growth rates for tail-biting convolutional codes given in [7].

As \(\Delta\) ranges from 0 to \(\infty\), the points \((\delta_{ts}^{(\lambda)}(\Delta), \Delta)\) trace out the so-called zero-contour curve for a protograph-based block code ensemble [9]. The zero-contour curves for Example 1 are shown in Figure 3, and the \(\Delta\)-trapping set growth rates are highlighted for \(\Delta = 0.02\).

\[\text{Fig. 3. Zero-contour curves for Example 1.}\]

The zero-contour curve is key to understanding the role of trapping sets in iterative decoding. Code ensembles with large \(\Delta\)-trapping set numbers \(\delta_{ts}^{(\lambda)}(\Delta)\) are of primary interest, since small trapping sets dominate iterative decoding performance in the error floor [2]. Thus we want the \(\Delta\)-trapping set growth rate \(\delta_{ts}^{(\lambda)}(\Delta)\) to exist and be as large as possible for each value of \(\Delta\). We observe in Fig. 3 that \(\delta_{ts}^{(\lambda)}(\Delta) \leq \delta_{ts}^{(\lambda_2)}(\Delta)\) for any \(\lambda_1 > \lambda_2\). This is analogous to the decrease in the minimum distance growth rate with increasing \(\lambda\) observed in [7]. If a zero-contour curve of ensemble \(A\) is always below the zero-contour curve of ensemble \(B\), then, in general, we would expect a code drawn from ensemble \(A\) to exhibit poorer error floor performance than one drawn from ensemble \(B\). Thus we expect worse error floor performance with increasing \(\lambda\) for the tail-biting convolutional code ensembles.\(^4\)

The \(\Delta\)-trapping set growth rates of the tail-biting ensembles for each \(\lambda\) are given by

\[
\delta_{ts}^{(\lambda)}(\Delta) = \frac{d_{ts}^{(\lambda)}(\Delta)}{n} = \frac{d_{ts}^{(\lambda)}(\Delta)}{\lambda N n_v} = \frac{d_{ts}^{(\lambda)}(\Delta)}{\lambda N n_v}, \tag{6}
\]

\(\text{\footnotesize{4We observe from the zero-contour curves of Example 1 that increasing \(\lambda\) results in smaller \(\Delta\)-trapping set growth rates for \(\lambda \geq 3\). However, we must be careful in this case to remember that the block lengths also increase and the \(\Delta\)-trapping set number is } d_{ts}^{(\lambda)}(\Delta) = n\delta_{ts}^{(\lambda)}(\Delta) = N\lambda n_v \delta_{ts}^{(\lambda)}(\Delta).}\)

\(\footnotesize{3\text{In this case, the submatrices of } P_1 \text{ and } P_a \text{ are of size } N n_c/y \times N n_c/y.}\)
and the $\Delta$-trapping set growth rate of the associated rate $R = 1/2$ ensemble of unterminated periodically time-varying LDPC convolutional codes is $d_{\text{cts}}(\Delta) = d_{\text{cts}}(\Delta)/\nu_s$, as discussed above. Thus (5) gives us the lower bound

$$
\delta_{\text{cts}}(\Delta) = \frac{d_{\text{cts}}(\Delta)}{\nu_s} \geq \frac{d_{\text{cts}}^{(1)}(\Delta)}{\nu_s} = \lambda \delta_{\text{cts}}^{(1)}(\Delta),
$$

for all $\lambda \geq 1$. These $\Delta$-trapping set growth rates are plotted in Fig. 4 for $\Delta = 0$, 0.01, and 0.05.

![Fig. 4. $\Delta$-trapping set growth rates for Example 1.](image)

We observe that, once the unwrapping factor $\lambda$ of the tail-biting convolutional code ensemble exceeds 3, the lower bound on $\delta_{\text{cts}}(\Delta)$ levels off for each distinct value of $\Delta$. We also observe a significant increase in the value of $\delta_{\text{cts}}(\Delta)$ compared to $\delta_{\text{cts}}^{(1)}(\Delta)$, the $\Delta$-trapping set growth rate of the underlying block code ensemble.

**Example 2:** The following irregular protograph is from the Repeat Jagged Accumulate [16] (RJA) family. It was shown to have a good iterative decoding threshold ($\gamma_{\text{iter}} = 1.0$ dB) while maintaining linear minimum distance growth ($d_{\text{min}} = 0.013$). We display below the associated $P$ matrix and cut used to generate the family of tail-biting LDPC convolutional code ensembles.

![Protograph unwrapping factor $\lambda$.](image)

We observe that, as in Example 1, the $\Delta$-trapping set growth rates calculated for increasing $\lambda$ provide us with a lower bound on the $\Delta$-trapping set growth rate of the unterminated convolutional code ensemble for each value of $\Delta$. The bounds calculated for several values of $\Delta$ are given below. Recall that $\delta_{\text{cts}}^{(1)}(\Delta)$ is the $\Delta$-trapping set growth rate of the protograph-based LDPC block code ensemble.

<table>
<thead>
<tr>
<th>$\Delta$</th>
<th>$\delta_{\text{cts}}^{(1)}(\Delta)$</th>
<th>lower bound on $\delta_{\text{cts}}(\Delta)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.013</td>
<td>0.057</td>
</tr>
<tr>
<td>0.01</td>
<td>0.010</td>
<td>0.046</td>
</tr>
<tr>
<td>0.04</td>
<td>0.005</td>
<td>0.026</td>
</tr>
<tr>
<td>0.12</td>
<td>0.001</td>
<td>0.005</td>
</tr>
</tbody>
</table>

**VII. CONCLUSIONS**

In this paper, asymptotic methods were used to calculate a lower bound on the $\Delta$-trapping set number that grows linearly with constraint length for several ensembles of unterminated, protograph-based periodically time varying LDPC convolutional codes. Further, it was shown that the $\Delta$-trapping set growth rates of the LDPC convolutional code ensembles exceed the growth rates of the corresponding LDPC block code ensembles on which they are based. These large trapping set growth rates suggest that LDPC convolutional codes will exhibit good iterative decoding performance in the error floor.

Related work includes an important subset of general trapping set enumerators, called elementary trapping set enumerators [2], which require a slightly different analytical model, as described in [9]. Monte Carlo simulations (see, e.g., [2]) have shown that in fact most of the decoding failures in iterative decoding correspond to elementary trapping sets. Similar results to those presented here for elementary trapping sets are the subject of ongoing research.
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