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In addition to evaluating a structural equation model (SEM) as a whole, often the model parameters are
of interest and confidence intervals for those parameters are formed. Given a model with a good overall
fit, it is entirely possible for the targeted effects of interest to have very wide confidence intervals, thus
giving little information about the magnitude of the population targeted effects. With the goal of
obtaining sufficiently narrow confidence intervals for the model parameters of interest, sample size
planning methods for SEM are developed from the accuracy in parameter estimation approach. One
method plans for the sample size so that the expected confidence interval width is sufficiently narrow. An
extended procedure ensures that the obtained confidence interval will be no wider than desired, with some
specified degree of assurance. A Monte Carlo simulation study was conducted that verified the effec-
tiveness of the procedures in realistic situations. The methods developed have been implemented in the
MBESS package in R so that they can be easily applied by researchers.
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Structural equation modeling (SEM) is a widely used method in
the behavioral, educational, social, and managerial sciences, where
variables are measured with error and/or latent constructs are
theorized to exist (for reviews of SEM, see, e.g., Bentler &
Dudgeon, 1996; Bollen, 2002; MacCallum & Austin, 2000). Stud-
ies that use SEM generally evaluate the performance of the hy-
pothesized model with chi-square likelihood ratio tests and/or fit
indices. For example, if the overall model fit is of interest, a
chi-square test can be performed to examine whether the null
hypothesis H0: � � �(�) can be rejected at the designated signif-
icance level, where � is the population covariance matrix of the
manifest variables and �(�) is the population model-implied co-
variance matrix. If a specific part of the model (e.g., a direct path
from one latent variable to another, the covariance between two
latent variables, a factor loading) is of interest, one can conduct a
Wald test or a likelihood ratio test to probabilistically infer if the
null hypothesis that those specific paths are zero can be rejected
(for statistical theories of Wald test and likelihood ratio test ap-
plied to SEM, see, e.g., Mulaik, 2009, pp. 373–381).

However, as has been echoed many times in the literature, there
are limitations to null hypothesis significance tests (NHSTs; see,
e.g., Nickerson, 2000, which provides a comprehensive historical
review; see also Cohen, 1994; Meehl, 1997; Schmidt, 1996). Many
times, even before conducting NHST, it is known from substantive
theories and experience that the null hypothesis is almost certainly
false. For example, the correlation between two exogenous vari-

ables is almost certainly not zero for many psychological con-
structs, but a null hypothesis that the correlation is zero is usually
tested anyway. Admittedly, NHST informs researchers of the
directionality of the population effect and thus helps to understand
the phenomenon under study (e.g., if the null value of zero,
without loss of generality, is rejected, the population effect is
inferred to be either positive or negative). However, the results of
a dichotomous (reject or fail-to-reject) significance test should not
be the endpoint of scientific inquiry, because knowing whether the
population effect is larger than zero does not answer the question
about the magnitude of the population effect, which is often of
ultimate interest. It would better facilitate the cumulation of
knowledge of a discipline if studies also report plausible values for
the population effect size of interest, which can be fulfilled via
confidence intervals (CIs). A CI indicates probabilistically not only
what the population parameter is not (i.e., those values excluded by
the CI) but a range of plausible values (i.e., those values contained
within the CI), and thus generally provides more information than
does NHST (for more detailed discussions on the differences
between CI and NHST, see, e.g., Harlow, Mulaik, & Steiger, 1997;
Kelley & Maxwell, 2003; Kelley, Maxwell, & Rausch, 2003;
Maxwell, Kelley, & Rausch, 2008).

Recent authoritative sources have urged that applied research
report effect sizes and their corresponding CIs. For example, the
Publication Manual of the American Psychological Association
(American Psychological Association [APA], 2001) states that the
“reporting of confidence intervals . . . for effect sizes . . . can be . . .
extremely effective. . . . The use of confidence intervals is there-
fore strongly recommended” (p. 22). Moreover, in the latest Pub-
lication Manual (APA, 2010), the APA continues to increase its
stress on using CIs, by stating that NHST is “but a starting point”
and additional reporting elements such as effect sizes and CIs are
necessary to “convey the most complete meaning of the results”
and are “minimum expectations for all APA journals” (p. 33). In
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the same vein, the American Educational Research Association
(2006) states in its research guidelines that, for each of the major
statistical results, there should be (a) an effect size of some kind
and (b) an indication of the uncertainty of that effect size estima-
tion, such as a CI (p. 37). Similar arguments are also available in
the medical sciences (e.g., International Committee of Medical
Journal Editors, 2004) and physiology (e.g., Curran-Everett &
Benos, 2004), among others.

Effect sizes in the SEM context can be categorized into two
types: (a) omnibus effects, which refer to the fit of the model as a
whole, such as the nonnormed fit index (Bentler & Bonett, 1980)
and the root mean square error of approximation (Browne &
Cudeck, 1992; Steiger & Lind, 1980); and (b) targeted effects,
which refer to the effect of a specific part of the model, such as the
coefficient of a structural path, the covariance between two latent
variables, or a factor loading. In addition to evaluating the fit of the
model as a whole, many times a specific part of the model is also
of interest. Moreover, a finding of a good overall fit does not imply
that the targeted effects of interest are strong and/or practically
important. It is possible for such effects to be weak or even trivial
in a model with a good overall fit, if the dynamics in the model are
in fact instead explained by large residual variances for endoge-
nous variables (MacCallum & Austin, 2000). Therefore, it is
critically important to study the targeted effects in a model so that
the researcher can better understand the strength of the specific
relationships of interest and evaluate substantive theories. To
achieve this goal, instead of performing the traditional NHST to
infer if some path coefficients and/or covariances or correlations
equal zero, CIs can be formed, because CIs can convey not only
the direction but the magnitude of the population parameters of
interest.

Whenever an interval estimate is of interest, all other things
being equal, it is more desirable to observe a narrow CI, as
compared with a wider one, because a narrow CI includes a
narrower range of plausible parameter values and thus is more
informative. Congruent with the increasing emphasis on reporting
CIs for effect sizes, a study can be designed with the goal of
obtaining a narrow CI. Planning the sample size for a study with
the goal of obtaining a narrow CI dates back to at least Guenther
(1965) and Mace (1964), and is becoming popular recently as an
alternative to, or supplement for, power analysis, as a result of the
increasing emphasis on effect size estimation and CI formation.
This approach to sample size planning has been set in a framework
termed accuracy in parameter estimation (AIPE; e.g., Kelley,
2007c, 2008; Kelley & Maxwell, 2003; Kelley & Rausch, 2006),
where the goal is to achieve a sufficiently narrow CI so that the
parameter estimate will have a high degree of expected accuracy
(for a review of applications of AIPE, see Maxwell et al., 2008).
The desired CI width depends on the goals of the study and is
determined by the researcher on a case-by-case basis, much like
setting the desired level of statistical power if one was planning
sample size from the power approach.

Throughout this article, we emphasize the input–output rela-
tionship of the sample size planning procedure. The input in the
present context is usually a set of presumed population values. The
focus of the present article is to show, given a certain set of input
specifications, how to calculate the necessary sample size (i.e.,
output). To what extent the sample size calculated is approximate
(i.e., the CI width obtained in a study compared with the desired

width) depends on the quality of the input. To help estimate the
necessary input values, we then propose several practical methods
as a supplement to the literature review, which is generally the
primary source for estimating the input parameters.

The present article develops methods to plan sample sizes for
targeted effects in SEM so that the CIs for the parameters of
interest will be sufficiently narrow. The standard method plans for
the sample size so that the expected value of a CI width will be no
larger than desired. Because the CI width is a random variable,
setting the expected width to be sufficiently narrow does not
guarantee that a CI observed in a particular study will be suffi-
ciently narrow. This standard method is extended so that the CI
obtained in a particular study will be no wider than desired, with
some specified, usually high (e.g., 80%, 90%, 99%), degree of
assurance. Because the sample size planning methods are based on
standard CI formation methods in the existing SEM literature,
which are technically approximate (i.e., based on asymptotic dis-
tributions but used at finite sample sizes), a Monte Carlo simula-
tion study is conducted to evaluate the effectiveness of the pro-
posed sample size planning methods. These sample size planning
methods have been implemented in specialized R functions (R
Development Core Team, 2010) in the MBESS package (Kelley,
2007a, 2007b; Kelley & Lai, 2010), so that they can be easily
applied by researchers.1

CI Formation for SEM Model Parameters

There are several methods to construct CIs for SEM parameters;
two of the most widely used are (a) maximum likelihood estima-
tion (MLE; for a thorough discussion on likelihood methods, see,
e.g., Pawitan, 2001; for applications in the SEM context, see, e.g.,
Bollen, 1989) and (b) the bootstrap approach (Efron & Tibshirani,
1993; for applications of the bootstrap to SEM, see Beran &
Srivastava, 1985; Bollen & Stine, 1993; Yuan & Hayashi, 2006).
Moreover, maximum likelihood standard errors can be based on
the expected information matrix, the observed information matrix,
or a sandwich-type covariance matrix (e.g., Arminger & Schoen-
berg, 1989; Bollen, 1989; Browne & Arminger, 1995; Shapiro,
1983; White, 1982; Yuan & Hayashi, 2006). The present article
bases CI formation on the expected information matrix to develop
sample size planning methods, for the following reasons: (a) Other
methods require raw data and thus are not suitable for sample size
planning, which is necessarily performed before data collection;
(b) almost all SEM programs (e.g., AMOS, EQS, LISREL, Mplus,
SAS PROC CALIS, the sem package in R) use (at least by default)
the expected information matrix to construct CIs; and (c) different
methods tend to give similar CIs if the assumptions (e.g., multi-
variate normality) are satisfied and the model is correctly specified.

We briefly review the CI formation in this section, because it is
important when we formally present the sample size planning
methods. Detailed analytical derivation of the standard errors of
MLE for SEM model parameters is available in Yuan and Hayashi
(2006). We developed the sample size planning methods based on
the inferential methods most commonly used in the SEM literature

1 MBESS was originally an acronym for Methods for Behavioral, Edu-
cational, and Social Sciences, but is used as a stand-alone package title
now.
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and by SEM software (i.e., maximum likelihood with the expected
information matrix). The performance of the sample size planning
procedures depends on the performance of the MLE, and in situ-
ations where MLE is less effective, the sample size planned may
be different from the idealized sample size. Because maximum
likelihood techniques are based on the asymptotic properties of
the estimation, at any finite sample size inferences given by MLE
are technically approximate. Therefore, we empirically evaluate
the performance of our sample size planning procedures and MLE
with a Monte Carlo simulation study in a later section. It should
be made clear that the errors arising from using maximum likeli-
hood asymptotic properties to approximate the behavior of MLE at
finite sample sizes exist in any situation where maximum likeli-
hood is applied. Such errors are not caused by sample size plan-
ning methods and are not unique to this article.

Let x1, x2, . . . , xn denote a random sample from a p-variate
multivariate normal distribution with population covariance matrix
�. The present interest is to model the covariance matrix with a
proposed structure, and the covariance matrix implied by the
model is denoted as �(�), where � is a vector containing the model
parameters. If the model is correct, that is, �(�) � �, and
xi � N��, �) (i � 1, . . . , n), the log-likelihood function used to fit
the model is (e.g., Bollen, 1989, pp. 132–134)

l��̂� � �
i�1

n

li��̂�

� �
n

2�ln��(�̂)� � tr�S���̂��1�� � c, (1)

where

li(�̂)��
1

2
ln����̂�� �

1

2
�xi � x��T���̂��1�xi � x�� � c�, (2)

S is the observed p � p covariance matrix based on a sample of
size n, x� is the sample mean vector, and c and c� are constants that
have no influence on the choice of �̂.

Let �̂n denote the maximum likelihood estimator of � based on
a sample of size n. Standard asymptotic theories state that �̂n, the
MLE for �, converges in distribution to a multivariate normal
distribution as n 3 	 (e.g., Lehmann, 1998; Pawitan, 2001):

�n��̂n � ��
L
¡ N(0, I����1), (3)

where I(�) is the expected information matrix and can be consid-
ered as the function I( ) evaluated at �. That is,

I��� � E�� l
i��̂��� �̂��,

where l
i refers to the second derivative of the log-likelihood li (for
detailed discussion on MLE and the expected information matrix.
see, e.g., Pawitan, 2001). However, the population parameter � is
unknown, and thus I(�) is unknown and needs to be estimated.
Because �̂n is a consistent estimator of �, �̂n converges in proba-
bility to � as n 3 	:

�̂n
P
¡ �. (4)

Under the commonly used assumption that the function I( ) is
differentiable, plugging �̂n into I( ) leads to

I��̂n�
P
¡ I���. (5)

The assumption that I( ) is differentiable is a condition included in
the so-called regularity conditions (e.g., Lehmann, 1998; Pawitan,
2001), which are commonly assumed in the literature when apply-
ing MLE.

If one takes the sum of the information over n individuals and
calculates the mean, Equation 5 leads to

1

n
In��̂n�

P
¡ I���, (6)

which states that the estimated expected information matrix con-
verges in probability to the expected information matrix as n3 	.
Notice that the difference between Equations 5 and 6 is that In(�̂n)
is the sum of information over n individuals, that is,

In��̂n� � E��
i�1

n

� l
i ��̂����̂��̂n,

whereas I(�̂n) is based on one observation, that is,

I��̂n� � E �� l
i ��̂����̂��̂n.

Therefore, if one replaces I(�)�1 in Equation 3 with its estimate,
at a given finite sample size n, �̂n approximately follows a multi-
variate normal distribution with covariance matrix In(�̂n)�1:

�̂n 	 N��, K̂�, (7)

where K̂ � [k̂ij] � In(�̂n)�1. Because In(�̂n)�1 � I(�̂n)�1/n,
Equation 7 is equivalent to

�̂n 	 N��, Ĥ/n�, (8)

where Ĥ � [ĥij] � I(�̂n)�1.
After obtaining the approximate distribution of �̂n, it is now

possible to form CIs for model parameters of interest. Let �j, the
jth element in �, denote the model parameter of interest. Because
multivariate normality implies univariate normality for all vari-
ables, �̂n following a multivariate normal distribution states that �̂j

at sample size n follows a normal distribution. Then the (1 � �)
100% CI for �j is

CI�1��� � ��̂j � z1��/ 2�k̂jj � �j � �̂j � z1��/ 2�k̂jj�, (9)

or equivalently

CI�1��� � ��̂j � z1��/ 2�ĥjj

n
� �j � �̂j � z1��/ 2�ĥjj

n �, (10)

where z1��/2 refers to the (1 � �/2)th quantile of the standard
normal distribution. In summary, the CI formation reviewed in this
section is based on MLE with expected information matrix and
serves as the basis of our sample size planning methods.
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Accuracy in Parameter Estimation for SEM
Model Parameters

Let w denote the full CI width obtained in a particular study. Let
 denote the desired CI width for the population parameter of
interest, and it is specified by the researcher a priori according to
the purpose of the study. The concept of “sufficiently narrow” (i.e.,
the value of ) is loosely defined in the present article, because the
specific value varies dramatically depending on at least (a) the
goals of the study, (b) the measurement unit of the variable of
interest, and (c) the conventions in the particular area of study.
Therefore, the desired CI width needs to be specified by the
researcher on a case-by-case basis. For example, if the study is
more confirmatory in nature, the researcher may generally plan to
obtain a smaller  value, whereas the researcher may be satisfied
with a larger  value in a study that is more exploratory in nature.
For the reasons discussed above, sample size planning methods,
both in the literature and in this article, focus on how to achieve the
goal w �  instead of how to set the goal (i.e., the value of ).

We need to emphasize that there is no such thing as the correct
width for a study. Given the purposes of a study, a (continuous)
range of values may be considered as suitable, and this range can
sometimes be quite large. Instead of asking how to choose the
desired CI width, sometimes it is easier for the researcher to start
by precluding undesirable values. Because there is no “correct” 
value, any value is in fact reasonable as long as it does not make
the CI too wide to be informative. We also discuss a practical
method to facilitate the task of specifying  value in a later section.

Planning Sample Size for the Expected CI Width to
Be Sufficiently Narrow

Planning sample size from the AIPE perspective aims to find the
minimum n such that w � . Because the realized width w is a
random variable, one approach is to aim at the expectation of w
and obtain the minimum n so that E[w] � . Based on Equation
10, the full CI width obtained is

w � 2z1��/ 2s �̂ j � 2z1��/ 2�ĥjj

n
, (11)

where s�̂j is the standard error for �̂j, the point estimate of the model
parameter of interest. Taking the expectation on both sides of
Equation 11 gives

E�w� � E�2z1��/ 2s�̂ j�

� 2z1��/ 2E�s�̂ j�

� 2z1��/ 2��̂j

� 2z1��/ 2�hjj

n
. (12)

Although strictly speaking E�s�̂j� � ��̂j, the difference between
these two quantities is very trivial for typical sample sizes in the
SEM context, and sample size planning can proceed using ��̂j as
the expectation of s�̂j.

2

The quantity hjj in Equation 12 is an element of H, which is
equal to I(�)�1; to calculate I(�)�1, one can obtain I(�) first. If the
proposed model is correct, that is, � � �(�), the expected infor-
mation matrix I(�) can be obtained by fitting the model to the
population covariance matrix of manifest variables. More specif-
ically, as discussed in the previous section of CI formation meth-
ods, I(�) is the resulting matrix of evaluating the function I( ) at �,
and therefore, to obtain I(�), it requires I( ) and �. The function I( )
can be obtained by taking the expectation of the second derivative
of the log-likelihood function in Equation 1. Analytic derivations
to obtain the second derivative of the log-likelihood function are
available in Yuan and Hayashi (2006). The values of � can be
obtained by substituting � for S in the log-likelihood function in
Equation 1. After I(�) is obtained, because H � I(�)�1, inverting
I(�) gives H, which is the asymptotic covariance matrix of the
multivariate normal distribution in Equation 3, or equivalently the
asymptotic counterpart of Ĥ in Equation 8. Extracting the jjth
component of H gives hjj, which is the asymptotic variance of �̂j.
Although the above steps to calculate hjj from � might sound
technical, this task can be easily performed by almost any main-
stream SEM software. If one uses the population covariance matrix
of manifest variables to fit the model, the “standard error” for �̂j

returned by the software is in fact the population standard devia-
tion �kjj. Then one can obtain hjj given the relation between K and
H discussed above.3

Therefore, based on Equation 12, given �, which implies that hjj

is implicitly available, the CI width would depend only on the
desired confidence level (i.e., 1 � �) and n. The desired confidence
level (e.g., .95) is generally considered a fixed factor, yet n can
vary. Correspondingly, solving Equation 12 for n leads to the
smallest sample size that satisfies E[w] � :

n � ceiling�4�z1��/ 2�
2
hjj

2�, (13)

where ceiling{�} refers to the least integer greater than or equal to
the value in the braces. Notice that the only quantity needed is hjj,
which is a population parameter, otherwise everything else is fixed
and known a priori. We momentarily ignore the complication of
obtaining reasonable estimates for hjj and devote a section to this
issue later in the article. For the moment, let us assume that the
information about hjj has been obtained and consider an example

2 The expectation of sample standard deviation is E[s] � � � c(n),
where

c�n� �
�n � 1���n � 1�/ 2�

�2��n/ 2�

and �( �) is the gamma function (e.g., Casella & Berger, 2002, p. 364). The
quantity c(n) depends only on n and is a decreasing function of n. When
n � 100, c(n) � 1.0025; when n � 200, c(n) � 1.0013. Thus the
difference between E[s] and � is negligible for typical sample sizes in the
SEM context.

3 Because mainstream SEM software generally returns only K̂ instead of
Ĥ, and requires the sample size as necessary input when fitting a model, Ĥ
cannot be directly obtained from the software output. One solution is to
give an arbitrary but usually large value (e.g., 100,000) first to n so that the
software can return K̂. Then Ĥ can be obtained based on Ĥ � nK̂.
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about how to apply the method presented above to plan for sample
size.

Suppose �21, the covariance of two exogenous latent variables
in a certain SEM model, is of interest, and the asymptotic variance
for �̂21 (i.e., hjj in Equation 12) is estimated to be 0.20. If the
researcher hopes the expected width for a 95% CI will be no wider
than 0.10, the necessary sample size is, based on Equation 13,
ceiling{4(1.96)2(0.2)/(0.1)2}, which is equal to 308. Thus, solving
Equation 13 leads to the necessary sample size such that the
expected CI width for �21 in an SEM model is sufficiently narrow
(i.e., E[w] � ). In summary, this subsection has developed the
sample size planning method that ensures that the expected CI
width for a model parameter of interest is no wider than desired.

Ensuring a CI Width Is Sufficiently Narrow With a
Specified Degree of High Assurance

As Equation 11 indicates, the value of w depends on ĥjj, which
is in turn based on I(�̂n)�1. Because I(�̂n)�1 is obtained based on
�̂n, which is a random variable, I(�̂n)�1 is a random matrix. As an
element of I(�̂n)�1, ĥjj is itself a random variable. Consequently,
the CI width obtained in a study, w, which is based on ĥjj, is also
a random variable. When the estimate ĥjj obtained is larger than hjj,
implying that the standard error is larger than the expected value,
w will tend to be larger than . Conversely, when ĥjj is smaller
than hjj, w will tend to be smaller than . Due to maximum
likelihood properties, E[w] �  implies that w is smaller than 
about 50% of the time.4 Put another way, in the particular study
that the researcher is going to conduct, there is approximately a .50
probability that the CI obtained will be narrower than desired, and
thus there is about a .50 probability that the CI obtained will be
wider than desired.

Although in some situations ensuring the expected width is
sufficiently narrow is satisfactory, in other situations there is a
desire that the width observed in a particular study will be suffi-
ciently narrow. To have a specified (high) degree of assurance that
w obtained in a particular study will be no wider than , sample
size needs to be increased. As the sample size increases, the
standard error for �̂j becomes smaller and has less variability.
Because the relationship between w and  is affected by the
relationship between ĥjj and hjj, we can manipulate the behavior of
ĥjj to increase the probability of w � .

Let � (.5 � � � 1) denote the desired assurance that w is no
larger than . The current task is to find the sample size such that
P(w � ) � �, with n� denoting this modified sample size.
Because �̂n� follows a multivariate normal distribution asymptot-
ically (i.e., as n 3 	), the covariance matrix of �̂n� follows the
Wishart distribution asymptotically (for a technical discussion on
the Wishart distribution, see, e.g., Anderson, 2003). At any finite
sample size, the sample covariance matrix of �̂n� follows the
Wishart distribution approximately:

cov��̂n�� 	 Wishart
 I����1

n� � 1
, n� � 1�. (14)

A subset of the sample covariance matrix is still distributed ac-
cording to the Wishart distribution, with the population covariance
matrix being equal to the corresponding subset of the complete

covariance matrix and the same degrees of freedom (e.g., Ander-
son, 2003). Because in the univariate case, the Wishart distribution
reduces to a chi-square distribution, the distribution of the sample
variance of �̂j at sample size n� is approximately a constant times
the chi-square with (n� � 1) degrees of freedom:

�n� � 1�sn�
2

�n�
2 	 ��n��1�

2 , (15)

where �n�
2 � var��̂j�n� � hjj /n

� is the population variance of �̂j

based on a sample size of n�, with sn�
2 being the corresponding

sample variance.5 Given that a function of the sample variance of
�̂j follows a chi-square distribution, and that the CI width is an
increasing function of the sample standard error, it is possible to
manipulate the value of sn�

2 , which in turn helps to manipulate the
CI width w.

Recall that the task is to find the value of n� such that P(w �
) � �. Because the observed CI width, based on a sample of size
n�, is

w � 2z1��/ 2sn�, (16)

the probability statement P(w � ) � � becomes

P�2z1��/ 2sn� � � � �. (17)

As Equation 15 indicates, a function of sn�
2 follows the chi-square

distribution. Because

P
 �n� � 1�sn�
2

�n�
2 � ��n��1�, �

2 � � �,

where �(n��1)
2

, � refers to the �th quantile of �(n��1)
2 , a quantity can

be found that sn�
2 does not exceed �100% of the time:

P
 sn�
2 �

�n�
2

n� � 1
��n��1�, �

2 � � �. (18)

Because the sample variance is always positive, squaring both
sides of the inequality within the probability statement in Equation
17 does not change the probability and thus leads to

P�4� z1��/ 2�
2sn�

2 � 2� � �,

which can be rearranged into

P
 sn�
2 �

2

4� z1��/ 2�
2� � �. (19)

Therefore, an identity can be established based on Equations 18
and 19:

4 This can be seen empirically from the results of our Monte Carlo
simulation study in a later section, where the median of the random ws is
approximately equal to .

5 More formal notations should include a j subscript in �n�
2 and sn�

2 (e.g.,
�jn�

2 and sjn�

2 ). Because the discussion of variances henceforth is in the
context of �̂j instead of �̂, we omit the j subscript so that the presentation
is less cumbersome.
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�n�
2

n� � 1
��n��1�,�

2 �
2

4� z1��/ 2�
2, (20)

or equivalently

hjj

n��n� � 1�
��n��1�,�

2 �
2

4� z1��/ 2�
2. (21)

The necessary sample size that ensures P(w � ) � � (i.e., the CI
observed in a particular study will be sufficiently narrow with
probability �) can be obtained by solving Equation 21 for n�:

n� � ceiling�1

2�1 � �1 �
16hjj��n��1�,�

2 �z1��/ 2�
2

2 ��. (22)

Similar to Equation 13, Equation 22 indicates that all quantities
except n� are fixed and known a priori. Because the value of n�

also plays a role in the chi-square quantile, Equation 22 cannot be
directly solved, and it needs to use an iterative procedure. This
iterative procedure has been implemented into specialized R func-
tions in the MBESS package, which we discuss in the Appendix.

Let us consider a brief example about how Equation 22 can be
used to plan the sample size. Like the previous example, let us
momentarily ignore the complication of obtaining reasonable es-
timates for hjj and assume that the information about hjj has been
obtained. Suppose again �21, the covariance of two exogenous
latent variables in a certain SEM model, is of interest, and the
asymptotic variance for �̂21 (i.e., hjj in Equation 22) is estimated to
be 0.20. If the goal is that the 95% CI obtained in a particular study
be no wider than 0.10 with 80% assurance, then the necessary
sample size is, based on Equation 22, solved iteratively to be 328.6

Recall that the necessary sample size was 308 in the previous
example when the goal is the expected CI width for �21 being no
wider than 0.10. Thus, Equation 22 provides a way to plan sample
size so that the CI for �21 in an SEM model will be sufficiently
narrow with 80% assurance, that is, P(w � ) � .80.

Specifying Proper Input Covariance Matrix

As is shown in a later section where we discuss our Monte Carlo
simulation study, our sample size planning methods work well
when the input parameters are correctly specified. As is the case
for any other sample size planning methods, educated estimation
of the population effect sizes is required to calculate the necessary
sample size, from both the power perspective and the AIPE per-
spective (e.g., Cohen, 1988; Maxwell et al., 2008). At the end of
this section, we show that our procedures are no more difficult than
other sample size planning methods in the literature in the context
of targeted effects in SEM, because our methods require no addi-
tional information as input. In particular, our methods require the
following input information: (a) the proposed model, (b) the pop-
ulation covariance matrix of manifest variables, (c) desired CI
width (i.e., ), and (d) the confidence level (i.e., 1 � �). The first
two pieces of information are also required by the power approach
for targeted effects in SEM (see, e.g., Hancock, 2006). The ex-
tended method requires an additional assurance parameter (i.e., �).
Only the population covariance matrix of manifest variables is
unknown a priori; other input parameters are specified according to

the goals and the nature of the study, and they are relatively easy
to specify. In this section we focus on the specification of the
covariance matrix of manifest variables, which is the most difficult
part in the sample size planning. Although sometimes it is also
difficult to specify the model correctly, this task in practice is
typically performed by the researcher based on substantive theo-
ries (i.e., not statistical methods) and known before planning the
necessary sample size. Therefore, instead of discussing how to
specify a model, we study how misspecifications of the model
influence the sample size output in a later section.

We regard a systematic literature review as critically important,
and it is the most fundamental source for specifying the input for
sample size planning procedures. The task of specifying the cova-
riance matrix can, nevertheless, be facilitated by several practical
methods, five of which are discussed below.

Method 1

One way to estimate the input covariance matrix directly is
based on the relationship between the covariance matrix and the
correlation matrix:

��VPV, (23)

where P is the correlation matrix and V is a diagonal matrix
containing the standard deviations of the corresponding variables.
If one estimates the correlation coefficient of each pair of the
variables first and arranges these coefficients into a matrix, the
resulting matrix is P. Generally, observable variables that load on
the same latent factor have larger correlations among one another
and smaller correlations with other observable variables (i.e., those
that load on different latent factors).

The task of specifying the correlation matrix of the manifest
variables is analogous to specifying the correlation matrix in the
context of sample size planning for multiple regression (for dis-
cussions on specifying a correlation matrix for multiple regression
sample size planning, see, e.g., S. B. Green, 1991; Kelley &
Maxwell, 2003; Maxwell, 2000). A strategy based on the concept
of exchangeable correlation structure has been proposed to sim-
plify the specification of correlation matrix in the multiple regres-
sion context for sample size planning (Maxwell, 2000). An ex-
changeable correlation structure is one in which the correlations
among the predictors are all the same and the correlations of the
predictors with the response variable are all the same. Instead of
estimating every element in the correlation matrix, the necessary
sample size for multiple regression can be approximated based on
a correlation matrix of exchangeable structure (i.e., the researcher
needs to estimate only one correlation among predictors and one
between the response and predictors), and the approximation is

6 The right side of Equation 22 is

ceiling�1

2�1 � �1 �
16�0.2���328�1�,.80

2 �1.96�2

�0.1�2 ��.

Notice that 328 is used in �(328 � 1), .80
2 to obtain the quantile. Finishing

the calculations will give ceiling{327.6764}, which is 328 and equal to
the left side of Equation 22 (i.e., n�).
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usually satisfactory (B. F. Green, 1977; Maxwell, 2000; Raju et al.,
1999; Wainer, 1976). Reviewing the patterns of correlations in the
behavioral data, B. F. Green (1977) concluded that, in the context
of multiple regression, “many linear composites are barely differ-
ent from using equal weights” (p. 274). In the SEM context,
Rigdon (1998) suggested that an equal correlation model is best for
the baseline model to evaluate goodness of fit because it “reflects
the reality of a theoretical background correlation in non-experi-
mental data sets” (p. 63). This phenomenon is also related to the
coefficient H (Hancock & Mueller, 2001) on the measurement
level of an SEM model, which is discussed below as another
practical method of specifying input parameters.

To better understand the concept of exchangeable correlation
structure, consider a simple example of a one-factor confirmatory
factor analysis (CFA) model. Figure 1 indicates the path diagram
and the standardized and unstandardized (in parentheses) popula-
tion model parameters.7 Table 1 indicates the population correla-
tion matrix (below the diagonal) and a correlation matrix of
exchangeable structure (above the diagonal) of the manifest vari-
ables, with corresponding variances and covariances in parenthe-
ses. The off-diagonal values are set to 0.3 in the exchangeable
correlation matrix because this value is around the median of the
original correlation coefficients.8 Further suppose the desired (un-
standardized) CI width is 0.3. Based on the population covariance
matrix, the necessary sample size is 349, 540, 814, or 1,083, if the
model parameter of interest is �1, �2, �3, or �4, respectively,
calculated with the sample size planning methods developed in the
previous section.9 Note that if the model parameter of interest is
different, the necessary sample size is usually different, everything
else being the same, as is the case in this example. If more than one
model parameter is of interest to the researcher, the largest sample
size should be used for the study. With the covariance matrix
calculated from the exchangeable correlation matrix, those sample
sizes are 377, 589, 847, and 1,046 for �1, �2, �3, and �4, respec-
tively, and they are thus quite similar to the “true” sample sizes.

Therefore, this example suggests that exchangeable correlation
structure can be helpful for specifying the input covariance matrix
for sample size planning, given a reasonable choice of the corre-
lation values.

Conventions about correlation effect sizes are also useful re-
sources. For example, Cohen (1988) defined “small,” “medium,”
and “large” effects in various designs and analyses in the context
of behavioral science studies, and his suggestions are supported in
part by reviews of published studies in psychological journals
(e.g., Sedlmeier & Gigerenzer, 1989). In the context of the corre-
lation coefficient, Cohen’s suggestions are 0.1, 0.3, and 0.5 for
small, medium, and large effects, respectively.

Method 2

One practical way to estimate the standard deviation is to use the
interquartile range (IQR), which is defined as the 75th percentile
minus the 25th percentile. For normally distributed data, IQR is
approximately equal to 1.349 standard deviation units, because the
75th and 25th quantiles of the standard normal distribution are
0.674 and �0.674, respectively.

The standard deviation can also be estimated based on the (full)
range of the target population. Based on substantive theories, if the
researcher is able to infer the maximum and minimum theoreti-
cally plausible values of a variable, the standard deviation is
approximately equal to the range divided by 6, assuming that data
are normally distributed. For example, many times a latent con-
struct is measured by professional standardized tests, where the
maximum and minimum scores of the test are known and test
scores are approximately normally distributed. This method differs
from that based on IQR in that the former requires stronger
substantive theories; the maximum and/or minimum in prior data
sets in the literature may not approximate the extreme values in the
population, because there can be outliers (i.e., exceed the theoret-
ical bounds due to errors in recording or measuring) or come from
a restricted sample (i.e., fail to reach the theoretical limits). On the
other hand, the IQR method is more robust to outliers, but it may

7 Note that our sample size planning procedures do not require the values
of population model parameters as input. We include those values in the
path diagram for better illustration and completeness of information.

8 The actual median is 0.29.
9 These values were calculated with the R function ss.aipe.sem.path( )

in the MBESS package that implements the sample size planning methods
presented previously. See the Appendix for detailed information.

λ4 =0.7 (1.4) λ3 =0.6 (1.08) λ2 =0.5 (0.75) λ1 =0.4 (0.48) 

1 

ξ1  

X1 X2 X3 X4 

δ1 =0.84 (1.21) δ2 =0.75 (1.687) δ3 =0.64 (2.074) δ4 =0.51 (2.04) 

Figure 1. Path diagram for a one-factor confirmatory factor analysis
model. Numbers shown are population standardized model parameters,
with unstandardized values in parentheses. The variance of the latent factor
is fixed at 1.

Table 1
The Population Correlation Matrix (Below the Diagonal) and a
Correlation Matrix of Exchangeable Structure (Above the
Diagonal) for the Model in Figure 1, With Corresponding
Variances and Covariances in Parentheses

Variable X1 X2 X3 X4

X1 1 (1.22) .30 (0.54) .30 (0.648) .30 (0.72)
X2 .20 (0.36) 1 (1.52) .30 (0.81) .30 (0.90)
X3 .24 (0.5184) .30 (0.81) 1 (1.82) .30 (1.08)
X4 .28 (0.672) .35 (1.05) .42 (1.512) 1 (2.02)
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rely more heavily on the existence of enough studies that are
similar to the study in question.

Method 3

In addition to specifying the input covariance matrix directly,
one can start from the model parameters (i.e., structural coef-
ficients, path loadings, etc.). Based on the model input, if one
specifies the plausible values of the model parameters (i.e.,
values in �), the model-implied covariance matrix �(�) can be
obtained and can be used as the input �, the covariance matrix
of manifest variables. Actually this method is commonly used
in power analysis on the likelihood ratio tests of both the model
overall fit and model targeted effects (i.e., the method to esti-
mate the chi-square noncentrality parameter developed by Sa-
torra & Saris, 1985; see also Saris & Satorra, 1993). Hancock
(2006) provided a detailed empirical example about how to
specify proper values for model parameters, so as to obtain the
population covariance matrix of manifest variables and calcu-
late power for SEM.

Obtaining �(�) from � can be accomplished directly with the
specialized R function theta.2.Sigma.theta( ) in the MBESS
package or indirectly with mainstream SEM software (for an
empirical demonstration, see, e.g., Davey & Savla, 2010, Chapter
4).10 Generally, it is easier to specify model parameter values in
the standardized metric context, because it is more convenient to
hypothesize the magnitude of the relationships in the model in
terms of standardized coefficients. In particular, the variance of an
exogenous variable is always 1, and all sources of variances of an
endogenous variable should sum to 1. Therefore, error variances
can be readily obtained after specifying path coefficients. For
example, suppose the measurement equation of a manifest variable
Y1 is Y1 � �1�1 � �1, where �1 is the path loading, �1 is an
exogenous latent variable, and �1 is the error. In the context of
standardized metric, suppose, based on prior evidence, the re-
searcher estimates the magnitude of �1 to be 0.6, then the error
variance for Y1 is 0.64 (i.e., 1 � �1

2). Suppose another manifest
variable Y2 has measurement equation Y2 � �2�1 � �3�2 � �2,
where �2 and �3 are path loadings, �2 is another exogenous latent
variable, �2 is the error, and the covariance between �1 and �2 is
�21. In the standardized metric context, if the researcher estimates
the magnitude of �2, �3, and �21 to be 0.2, 0.6, and �0.3,
respectively, then the error variance of Y2 will be 0.672 (i.e., 1 �
�2

2 � �3
2 � 2�2�3�21). Note that standardized model parameters

imply a correlation matrix rather than a covariance matrix of the
manifest variables. After obtaining a correlation matrix, the re-
searcher can then apply Methods 1 and 2 discussed above to finally
obtain a covariance matrix.

Method 4

On the measurement level, the reliability coefficient is helpful in
estimating path loadings. In practice, many times the latent vari-
ables are measured with fully developed tests or scales, and the
reliability of those tests are known. Therefore, specifying path
loadings can be largely facilitated by the fact that, in the standard-
ized coefficient context, the path loading is the square root of the
reliability. This is the case because reliability can be defined as the

variance due to the construct divided by the indicator’s total
variance, which is 1 in the standardized coefficient context. For
example, suppose the measurement equation of a manifest variable Y3

is Y3 � �4�3 � �3, using the same notation as previously defined.
Further suppose Y3 is a certain standardized test and the reliability of
this test is known to be 0.9. Because the reliability of this test can be
defined as var(�4�3)/var(�4�3 � �3) (e.g., McDonald, 1999, Chapter
7), which is simplified as �4

2 in the standardized metric context, it
easily follows that �4 is approximately 0.949 (i.e., �0.9). A detailed
discussion of measurement reliability from the factor analytic per-
spective is available in McDonald (1999). In fact, such an interpre-
tation of reliability is also useful if the researcher specifies model
parameters in the unstandardized coefficient context, in that the error
variance can still be obtained from the knowledge of the reliability
and (raw scale) path loading.

Method 5

When the interest lies in the structural coefficients, which is
often the case in studies in the behavioral and social sciences,
specification of measurement models can be further simplified
with an index called coefficient H, proposed by Hancock and
Mueller (2001). This index measures the overall quality of a
factor’s measurement model; for a given factor with M indicators,
it can be defined as

H �

�
m�1

M

�m
2 /�1 � �m

2 �

1 � �
m�1

M

�m
2 /�1 � �m

2 �

, (24)

where �m is the standardized path loading of the mth (m � 1, . . . ,
M) indicator. Based on Equation 24, H is (a) bounded between 0
and 1; (b) unaffected by loadings’ signs; (c) a nondecreasing
function of M; and (d) larger than or equal to max(�m

2 ), the
reliability of the strongest indicator (Hancock & Mueller, 2001).
This coefficient can be interpreted as the proportion of variance in
the construct that is explained by its indicators, or the construct
reliability associated with each factor’s measurement model. In-
terpretations of this index are various (Fornell & Larcker, 1981;
Hancock & Mueller, 2001), such as the maximal reliability in the
context of scale construction (Raykov, 2004). Hancock and
Kroopnick (2005) demonstrated that the specific value of each path
loading does not affect the overall performance of the SEM model
in terms of the noncentral chi-square distribution of the model
chi-square statistic, as long as different combinations of path
loadings give the same H value. Given the discussion on the
coefficient H and exchangeable correlation structure, therefore, if
the researcher can anticipate the overall construct reliability (or its
achievable minimum) of a factor’s measurement model, instead of
specifying the path loading for each indicator, the task can be
achieved by using either M indicators whose loadings are all equal
to �H/�H � M � MH� or one indicator with loading �H as a

10 See the Appendix for detailed information about the R function
theta.2.Sigma.theta( ).
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placeholder, although in some situations the latter may imply
identification issues.11 For a detailed empirical example of using
the coefficient H to specify model parameters in the power analysis
context, see Hancock (2006, pp. 90–93).

Discussion of Parameter Specification When
Planning Sample Size

In summary, we have suggested five practical methods that are
helpful for specifying the input covariance matrix, as a supplement
to the literature review, and these methods generally are compat-
ible with one another. The researcher can use these methods in a
mix-and-match manner so that different methods are employed
ultimately to specify different parts of the input covariance matrix,
or can cross-validate the input by comparing the covariance ma-
trices specified with different methods.

Any sample size planning method, from either the power-analytic
or AIPE perspective, requires educated estimations of population
effect sizes, and in this regard our methods require no additional
information and are no more difficult than others. Actually, power
analysis for targeted effects in SEM requires the knowledge of all
model parameters. If a path coefficient in SEM is of interest, one can
conduct hypothesis testing on the likelihood ratio of the nested models
(i.e., the model with the path estimated and the model with the path
fixed at zero), and infer if the null hypothesis that the path coefficient
is zero can be rejected at a certain significance level. Accordingly,
sample size planning can be performed so that the likelihood ratio test
of the nested models has the desired power. The likelihood ratio
follows a noncentral chi-square distribution, and in order to estimate
the power of the likelihood ratio test, all parameters in the full model
and all parameters in the restricted model are required to calculate the
noncentrality parameter of the distribution (Saris & Satorra, 1993;
Satorra & Saris, 1985). Therefore, our sample size planning methods
are no more difficult to implement compared with the commonly used
NHST approach to sample size planning in the literature, because they
require a similar amount of input information.

It is also common for any sample size planning procedure that the
output (i.e., the estimated necessary sample size) depend on the
quality of the input parameters. For example, in the context of power
analysis and sample size planning for SEM, MacCallum, Browne, and
Cai (2006) acknowledged that the calculated power and sample size
should be viewed as approximations, conditional on the input infor-
mation and the validity of statistical assumptions (p. 34). It is the
normal state of affairs that sample size planning procedures depend on
quantities that are not yet fully known (i.e., population effect sizes),
but those procedures can be highly useful in planning and evaluating
research design (MacCallum et al., 2006, p. 34). The same reasoning
applies equally to the sample size planning methods in the present
article as well.

Specifying the Desired Width

The sample size planning methods presented above require the
value of the desired CI width in the unstandardized context.
Although this value is necessarily context specific and based on the
goals of the study, there is a practical method to facilitate choosing
appropriate values for the width. Because it is usually easier to
conceptualize the desired CI width in the context of standardized

model coefficients, if the relationship between the unstandardized
and standardized CI widths can be found, the researcher can first
specify the standardized width and transform it back to the un-
standardized scale.

An intuitive but incorrect solution to the present issue is to fit the
model with a correlation matrix: If one puts a correlation matrix
into the covariance structure analysis procedure, the resulting
model parameter estimates are standardized values, and the CI
width would thus also be in a standardized metric. Thus it is
tempting to replace the covariance matrix in the sample size
planning methods with a correlation matrix so that one can specify
the desired CI width in terms of standardized values. However,
although analyzing a correlation matrix as if it were a covariance
matrix generally provides the same point estimates of model
parameters, the standard errors and discrepancy function statistic
are incorrect (Cudeck, 1989; Lee, 1985; Shapiro & Browne, 1990).
Therefore, the CIs formed based on a correlation matrix are incor-
rect. A correct approach to specifying the standardized CI width
must be based on a covariance matrix.

To find the relationship between unstandardized and standard-
ized CI widths, one first needs to understand the relationship
between unstandardized and standardized model parameters. In
particular, a certain standardized path coefficient from a variable V
to a variable U can be defined as (e.g., Bollen, 1989, p. 349)

bUV
�s� � bUV

�V

�U
� g�bUV�, (25)

where bUV
(s) and bUV are the population standardized and unstan-

dardized path coefficients, respectively; �U and �V are the popu-
lation standard deviations of variables U and V, respectively; and
g(bUV) refers to a function of bUV. If U or V is a manifest variable,
�U or �V is directly available from the population covariance
matrix of manifest variables; if U or V is a latent variable, its
standard deviation can be calculated based on population model
parameters. In accordance with the previous discussion on the
asymptotic distribution of model parameter estimates, the MLE of
bUV is distributed asymptotically as

�n�b̂UV � bUV�
L
¡ N(0, �bUV

2 ), (26)

where �bUV

2 is the corresponding element in the inverse expected
information matrix of model parameters as defined in Equation 3.
Under the delta method (e.g., Pawitan, 2001, p. 89), the asymptotic
distribution of a function of b̂UV is

�n� g�b̂UV� � g�bUV��
L
¡ N(0, �bUV

2 [g�(bUV)]2), (27)

where g�(bUV) � �V/�U is the first derivative of g( ) evaluated at
bUV. Equation 27 can be rewritten as

11 Because all path loadings are equal, Equation 24 reduces to

H �
M��2/�1 � �2��

1 � M��2/�1 � �2��
,

where � is the path loading. Solving this equation for � gives

� � �H/�H � M � MH�.
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�n�b̂UV
�s� � bUV

�s� �
L
¡ N
0, �bUV

2
�V

2

�U
2 �, (28)

so that the asymptotic distribution of b̂UV
(s) is derived. Therefore, the

expected CI width for bUV
(s) at sample size n is

�s� � 2z1��/ 2

�bUV��V/�U�

�n
. (29)

Based on Equation 26, the expected CI width for bUV at sample
size n is

 � 2z1��/ 2

�bUV

�n
. (30)

Therefore, based on Equations 29 and 30, at the same sample size,
the relationship between  and (s) can be established:

 � �s�
�U

�V
. (31)

Note that although Equation 29 provides a method to calculate the
standardized CI width, itself alone cannot be used to plan for sample
size, because �bUV, �V, and �U are in an unstandardized metric and
need to be necessarily obtained from a covariance matrix.

Given the above discussion of standardized and unstandardized CI
widths, the task of specifying desired CI width can be facilitated with
Equation 31. When it is easier to conceptualize the desired CI width
in terms of a standardized metric, the researcher can first determine a
reasonable value for (s) and then calculate  based on Equation 31.
Because using a correlation matrix to fit a model generally leads to
incorrect solutions, the sample size planning methods in the present
article are framed in the context of unstandardized model parameters
and always require a covariance matrix as input.

Monte Carlo Simulation Study

Although the distribution of �̂n converges to multivariate normal
as n approaches infinity, at any finite sample size the distribution
of �̂n is only approximately multivariate normal, which implies
that the sample variance of �̂j does not exactly follow a chi-square
distribution. Therefore, it is necessary to ensure the effectiveness
of the sample size planning procedures in realistic situations where
the methods will be applied, especially when the procedure-im-
plied sample size is relatively small. If the SEM standard error
estimation theories are exact, the necessary sample size returned
by the sample size planning methods will be exact. Because our
sample size planning procedures are necessarily dependent on the
MLE, they cannot be expected to work well when maximum
likelihood itself does not work well. Extensive Monte Carlo sim-
ulations were conducted to evaluate the performance of the pro-
cedures we developed.

The simulation study was conducted in the context of three
models representative of applied research where SEM is often
used: (a) a CFA model (Model 1) based on Holzinger and Swin-
eford (1939); (b) an autoregressive model (Model 2) based on
Curran, Bollen, Chen, Paxton, and Kirby (2003) and Paxton,
Curran, Bollen, Kirby, and Chen (2001); and (c) a complex SEM

model (Model 3) with mediation among latent variables, based on
Maruyama and McGarvey (1980). Some modifications of the
original model and/or parameters were made so that these models
are more generally applicable. Path diagrams and model parame-
ters used in the Monte Carlo simulation are provided in Figures
2–4.

Given the models, we first specified the unstandardized model
parameters, whose values are indicated in Figures 2–4. After
specifying the model and model parameters, the model-implied
population covariance matrix, �(�), can be obtained, and it is used
as the population covariance matrix of the manifest variables, that
is, � � �(�). The specifications of the present simulation study
should not be confused with the input of our sample size planning
methods, which do not include the model parameters. The speci-
fied model parameters of interest include factor loadings (e.g., �1

in Model 1, �6 in Model 2), structural path coefficients (e.g., �21

in Model 2, �11 in Model 3), and covariances between latent
variables (e.g., �21 in Model 1). The targeted effects are meant to
represent a variety and magnitude of possible effects in an SEM
context. We planned the sample size with regard to the expected CI
width (i.e., with the goal that E[w] � ), as well as with the goal
to achieve assurance of .80 (i.e., the extended method with � set to
.80). The value of .80 is reasonable for our simulation study
because (a) the CI observed in a study is ensured to be sufficiently
narrow with relatively high assurance; (b) not all the random
widths are narrower than desired, so that the sample size returned
by the planning procedure can be ascertained to be the minimum
necessary. This is the case because if � is set to a very large value
(e.g., .99) and all the random widths are narrower than desired, it
is unknown whether it is because the planning procedure gave a
correct sample size, or because a larger than necessary (i.e., not
correct) sample size was used. Given (a) the particular model, (b)
the population covariance matrix �, (c) the model parameter of
interest �j, and (d) the desired width , the necessary sample size
N is returned from the sample size planning procedures (N � n as
defined in Equation 13, or N � n� as defined in Equation 22). A
random sample of size N was generated from a multivariate normal
distribution with the MASS package (Venables & Ripley, 2002) in
R with the population covariance being equal to �.12 Then we fit
the model with the sample covariance matrix using maximum
likelihood and calculated the standard error of �̂j using the sem
package (Fox, 2006) in R. A 95% CI for �j was formed. Each
condition was replicated 5,000 times. There is no guideline regard-
ing the appropriate number of replications, and currently the typ-
ical number in the SEM context is 1,000. Generally, the larger the
number is, the more reliable the simulation results are, other things
being the same. We used 5,000 replications so that the results are
more reliable than if each condition was repeated 1,000 times.

Results

Simulation results are reported in detail in Tables 2–11, where
(a) the mean (Mw) and median (Mdnw) of the 5,000 random CI
widths are given; (b) P80, P75, and P70 refer to the subscripted
percentiles of the 5,000 random widths; (c) �emp is the empirical

12 MASS was originally an acronym for Modern Applied Statistics with
S, but is used as a stand-alone package title now.
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assurance, which refers to the percentage of the random widths no
larger than the desired value; and (d) �emp refers to the empirical
Type I error rate. Each table consists of two parts; the upper half
(indicated by � � E[w]) presents the performance of the standard
sample size planning method with the goal E[w] � , and the
lower half (indicated by � � .80) presents the performance of the
extended method (i.e., the one with the assurance parameter).

If our extended sample size planning method is satisfactory,
�emp should be close to the specified assurance, which is .80 in the
present context. That is, �emp � .80 implies P80 � , and �emp �
.80 implies P80 � . In cases where �emp falls below .80, we are
interested in studying whether the difference between P80 and  is
of any substantive meaning. One way to achieve this task is to
evaluate the difference between the percentiles and the desired
value directly, with indices P80/ and P70/. A second way is to
calculate (P80 � )/�j and (P70 � )/�j, and evaluate whether the
excess of P80 (or P70) on  is negligible compared with the

magnitude of �j, the population effect size of interest. For example,
in Table 2 the parameter of interest is �1, and therefore �j takes the
value of 0.60 (see Figure 2) in calculating those two indices in
Table 2. To help evaluate the performance of the extended sample
size planning method, we have also included the above four
indices in the tables.

The Method Based on Expected CI Width

The CFA model. The standard method is effective in the
context of Model 1, and it produced sample sizes so that the means
of the random CI widths are equal to the desired values, even for
relatively small sample sizes. For example, Table 2 shows that
Mw � 0.402 and Mdnw � 0.401 when  � 0.40 (N � 133) and �1

is of interest. For another, Mw � 0.2996 and Mdnw � 0.2997 when
 � 0.30 (N � 210) and �21 is of interest (see Table 4). Except for
the three cases of the smallest sample sizes (i.e., N � 133 in Table
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Figure 2. Path diagram for the population Model 1 in our Monte Carlo simulation study. This is a confirmatory
factor analysis model, where each of the three correlated latent factors is measured by three manifest variables.
The variances for the latent factors are fixed at 1. Numbers shown are unstandardized population model
parameters.
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Figure 3. Path diagram for the population Model 2 in our Monte Carlo simulation study. This structural
equation model contains nine manifest variables, one exogenous latent variable, and two endogenous latent
variables. Numbers shown are unstandardized population model parameters.
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2, N � 131 in Table 3, and N � 154 in Table 4), in all cases Mw

and Mdnw are smaller than or equal to  to the first three decimals
(see Tables 2–4).

SEM models. The standard method is also effective in the
context of SEM models; similar patterns to those in the CFA
context have been observed in Tables 5–11. When sample sizes
are small, Mw and Mdnw are close to  or exceed it by only a
small amount. For example, CIs for �21 in Model 2 have Mw �
0.46 and Mdnw � 0.45 when  � 0.45 (N � 179; see Table 5).
The CIs for �11 in Model 2 have Mw � 0.407 and Mdnw �
0.3996 when  � 0.40 (N � 222; see Table 6). The worst case

is in Table 11 when Mw � 0.736 and Mdnw � 0.7109 while  �
0.70 (N � 283). However, as the sample size becomes larger,
the discrepancy between Mw (or Mdnw) and  decreases
quickly. Consider Table 11 again: When the sample size is 554,
Mw � 0.5099 and Mdnw � 0.5017, very close to the desired
value  � 0.50. Because the CI formation is based on asymp-
totics, at any finite sample size the model parameters follow a
normal distribution only approximately. Instead of the sample
size planning method itself failing at smaller sample sizes, the
reason why Mw �  in some cases of small sample sizes is that
some model parameters converge to the normal distribution less
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Figure 4. Path diagram for the population Model 3 in our Monte Carlo simulation study. This complex
structural equation model contains three correlated exogenous latent variables and two endogenous latent
variables, with a mediation effect among the latent variables. Numbers shown are unstandardized population
model parameters.

Table 2
Empirical Distributions of Confidence Interval Widths for �1 in Model 1 (�j � �1 � 0.6)

� � E[w]

 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
N 8,487 2,122 943 531 340 236 174 133
Mw 0.04997 0.09997 0.15003 0.20007 0.25010 0.30054 0.35071 0.40210
Mdnw 0.04997 0.09999 0.14996 0.20001 0.24999 0.30021 0.34993 0.40085

� � .80
 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
N 8,596 2,176 979 558 362 254 189 146
Mw 0.04966 0.09873 0.14723 0.19506 0.24249 0.28996 0.33642 0.38309
Mdnw 0.04965 0.09871 0.14722 0.19487 0.24208 0.28923 0.33581 0.38199
P80 0.05001 0.10002 0.15018 0.20023 0.25047 0.30138 0.35183 0.40385
P75 0.04994 0.09977 0.14962 0.19908 0.24872 0.29910 0.34850 0.39867
P70 0.04988 0.09952 0.14906 0.19824 0.24722 0.29691 0.34546 0.39448
P80/ 1.00015 1.00020 1.00121 1.00117 1.00187 1.00461 1.00524 1.00962
P70/ 0.99758 0.99517 0.99373 0.99121 0.98886 0.98972 0.98702 0.98621
(P80 � )/�j 0.00001 0.00003 0.00030 0.00039 0.00078 0.00231 0.00305 0.00641
(P70 � )/�j �0.00020 �0.00080 �0.00157 �0.00293 �0.00464 �0.00514 �0.00757 �0.00919
�emp 0.7936 0.7942 0.7846 0.7904 0.7860 0.7728 0.7704 0.7620
�emp 0.0484 0.0454 0.0486 0.0494 0.0496 0.0488 0.0526 0.0534

Note. Mw and Mdnw are the mean and median of the 5,000 random confidence interval widths. P80, P75, and P70 refer to the respective percentiles of the
5,000 random widths. �emp is the percentage of the random widths no larger than the desired value. �emp is the empirical Type I error rate.
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quickly than others. Nevertheless, at large sample sizes, Mw and
Mdnw are very close to  in all cases, and the procedure for
planning sample size thus works well.

The Extended Method

The CFA model. The extended method is effective; it tends
to ensure the proportion of w �  equal to the specified assurance

value .80. Tables 2–3 show that all �emp values are very close to
.80 (typically .80 � .02), indicating that if �1 or �6 in Model 1 is
of interest, the sample size planning procedure will ensure that the
CI obtained in a particular study is sufficiently narrow with 80%
assurance. For example, Table 3 shows that even when N is as
small as 194 (�j � �6,  � 0.30), �emp is already as high as .8128.

Although �emp values in Table 4 are typically only around .70
rather than .80, in each case the 80th percentile of those random

Table 3
Empirical Distributions of Confidence Interval Widths for �6 in Model 1 (�j � �6 � 0.85)

� � E[w]

 0.10 0.15 0.20 0.25 0.30 0.35
N 1,599 711 400 256 178 131
Mw 0.10006 0.14998 0.20022 0.25056 0.30063 0.35132
Mdnw 0.10003 0.14997 0.20010 0.25021 0.30027 0.35046

� � .80
 0.10 0.15 0.20 0.25 0.30 0.35
N 1,646 742 423 275 194 144
Mw 0.09859 0.14687 0.19475 0.24162 0.28789 0.33505
Mdnw 0.09859 0.14675 0.19472 0.24141 0.28760 0.33454
P80 0.09994 0.14985 0.20000 0.24960 0.29940 0.35013
P75 0.09968 0.14921 0.19895 0.24797 0.29702 0.34727
P70 0.09943 0.14866 0.19802 0.24647 0.29493 0.34445
P80/ 0.99943 0.99903 0.99998 0.99842 0.99800 1.00036
P70/ 0.99433 0.99105 0.99009 0.98589 0.98311 0.98414
(P80 � )/�j �0.00006 �0.00017 0.00000 �0.00047 �0.00071 0.00015
(P70 � )/�j �0.00067 0.05724 0.11531 0.17232 0.22933 0.28759
�emp 0.8116 0.8080 0.8000 0.8124 0.8128 0.7984
�emp 0.0476 0.0476 0.0530 0.0520 0.0534 0.0546

Note. Mw and Mdnw are the mean and median of the 5,000 random confidence interval widths. P80, P75, and P70 refer to the respective percentiles of the
5,000 random widths. �emp is the percentage of the random widths no larger than the desired value. �emp is the empirical Type I error rate.

Table 4
Empirical Distributions of Confidence Interval Widths for �21 in Model 1 (�j � �21 � 0.5)

� � E[w]

 0.10 0.15 0.20 0.25 0.30 0.35
N 1,882 837 471 302 210 154
Mw 0.10006 0.15011 0.20021 0.25019 0.29964 0.35151
Mdnw 0.10005 0.15013 0.20033 0.25059 0.29974 0.35184

� � .80
 0.10 0.15 0.20 0.25 0.30 0.35
N 1,933 871 496 322 227 168
Mw 0.09879 0.14719 0.19512 0.24225 0.28804 0.33554
Mdnw 0.09875 0.14731 0.19510 0.24237 0.28754 0.33517
P80 0.10094 0.15199 0.20341 0.25499 0.30668 0.36102
P75 0.10049 0.15098 0.20177 0.25239 0.30285 0.35592
P70 0.10010 0.15018 0.20026 0.25009 0.29950 0.35097
P80/ 1.00938 1.01324 1.01704 1.01996 1.02226 1.03149
P70/ 1.00102 1.00117 1.00128 1.00038 0.99832 1.00278
(P80 � )/�j 0.00188 0.00397 0.00682 0.00998 0.01336 0.02204
(P70 � )/�j 0.00020 0.00035 0.00051 0.00019 �0.00101 0.00195
�emp 0.6874 0.6902 0.6890 0.6978 0.7072 0.6906
�emp 0.0502 0.0540 0.0510 0.0534 0.0570 0.0592

Note. Mw and Mdnw are the mean and median of the 5,000 random confidence interval widths. P80, P75, and P70 refer to the respective percentiles of the
5,000 random widths. �emp is the percentage of the random widths no larger than the desired value. �emp is the empirical Type I error rate.
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widths exceed  by only a trivial amount. For example, in the
worst case in Table 4 where N is as small as 168 and  � 0.35,
P80 � 0.361, exceeding  by only .011 or 3% (P80/ � 1.03). As
the sample size increases, the discrepancy between P80 and 
decreases quickly: When N � 496 and  � 0.20, P80 � 0.2034,
exceeding  by only .0034 (see Table 4). Therefore, such a small
discrepancy between P80 and  does not have any substantive
impact and is quite negligible. One explanation for why �emp � �
in some cases can be found in the approximate nature of the

chi-square distribution of MLE standard errors. Because the nor-
mal distribution of maximum likelihood �̂n refers to the asymptotic
property and at any finite sample size the normal distribution is
approximate, the chi-square distribution for the sample variance
for �̂j is also approximate at finite sample sizes. In the present CFA
context, �21 in Model 3 converges less quickly than the model
parameters in Tables 2–3. Because we developed sample size
planning procedures based on the conventional MLE and CI for-
mation methods in the literature, the success of sample size plan-

Table 5
Empirical Distributions of Confidence Interval Widths for �21 in Model 2 (�j � �21 � 0.6)

� � E[w]

 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45
N 3,608 1,604 902 578 401 295 226 179
Mw 0.10014 0.15060 0.20112 0.25124 0.30315 0.35355 0.40761 0.46027
Mdnw 0.10006 0.15023 0.20016 0.24942 0.30068 0.34853 0.40085 0.45023

� � .80
 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45
N 3,679 1,651 937 606 425 315 244 195
Mw 0.09918 0.14833 0.19720 0.24577 0.29452 0.34218 0.39163 0.43905
Mdnw 0.09909 0.14796 0.19647 0.24444 0.29169 0.33836 0.38431 0.43079
P80 0.10196 0.15445 0.20781 0.26236 0.31790 0.37430 0.43329 0.48951
P75 0.10139 0.15324 0.20544 0.25880 0.31209 0.36668 0.42361 0.47802
P70 0.10088 0.15201 0.20351 0.25553 0.30770 0.35959 0.41300 0.46670
P80/ 1.01959 1.02968 1.03905 1.04944 1.05965 1.06943 1.08322 1.08781
P70/ 1.00875 1.01337 1.01757 1.02213 1.02567 1.02741 1.03250 1.03712
(P80 � )/�j 0.00326 0.00742 0.01302 0.02060 0.02983 0.04050 0.05548 0.06586
(P70 � )/�j 0.00146 0.00334 0.00586 0.00922 0.01284 0.01599 0.02167 0.02784
�emp 0.6098 0.6072 0.6002 0.6036 0.611522 0.616263 0.616466 0.617202
�emp 0.0446 0.0490 0.0506 0.0500 0.048810 0.052273 0.050201 0.060569

Note. Mw and Mdnw are the mean and median of the 5,000 random confidence interval widths. P80, P75, and P70 refer to the respective percentiles of the
5,000 random widths. �emp is the percentage of the random widths no larger than the desired value. �emp is the empirical Type I error rate.

Table 6
Empirical Distributions of Confidence Interval Widths for �11 in Model 2 (�j � �11 � 0.6)

� � E[w]

 0.10 0.15 0.20 0.25 0.30 0.35 0.40
N 3,540 1,573 885 567 394 289 222
M

w
0.10003 0.15061 0.20073 0.25116 0.30321 0.35588 0.40684

Mdnw 0.09989 0.15036 0.19965 0.24926 0.30038 0.35053 0.39962

� � .80
 0.10 0.15 0.20 0.25 0.30 0.35 0.40
N 3,610 1,620 920 595 417 309 239
Mw 0.09912 0.14814 0.19725 0.24549 0.29474 0.34330 0.39106
Mdnw 0.09899 0.14771 0.19666 0.24381 0.29231 0.33895 0.38388
P80 0.10217 0.15479 0.20918 0.26363 0.31918 0.37749 0.43542
P75 0.10149 0.15337 0.20654 0.25966 0.31361 0.36912 0.42459
P70 0.10091 0.15217 0.20422 0.25601 0.30837 0.36241 0.41449
P80/ 1.02171 1.03190 1.04588 1.05453 1.06392 1.07855 1.08855
P70/ 1.00909 1.01445 1.02108 1.02404 1.02790 1.03545 1.03622
(P80 � )/�j 0.00362 0.00798 0.01529 0.02272 0.03196 0.04582 0.05903
(P70 � )/�j 0.00152 0.00361 0.00703 0.01002 0.01395 0.02068 0.02414
�emp 0.6108 0.6066 0.5986 0.608922 0.6072 0.600320 0.608766
�emp 0.0530 0.0502 0.0506 0.051410 0.0504 0.049459 0.054885

Note. Mw and Mdnw are the mean and median of the 5,000 random confidence interval widths. P80, P75, and P70 refer to the respective percentiles of the
5,000 random widths. �emp is the percentage of the random widths no larger than the desired value. �emp is the empirical Type I error rate.
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ning procedures depends on the effectiveness of MLE. In cases
where MLE is less effective, the sample size planning procedures
will be less satisfactory, because the statistic of interest is not
converging to the asymptotic distribution quickly enough at the
current sample size, and using the asymptotic distribution to ap-
proximate the distribution at the current sample size involves
nonnegligible errors. Nevertheless, given the trivial discrepancy
between P80 and  in Table 4, it is still justified to conclude that
the extended method is effective in ensuring that the CI obtained

in a particular study is sufficiently narrow with assurance close to
the desired value.

SEM models. Tables 5–11 summarize the performance of the
extended method in the SEM context. The method is less effective in
the SEM models we studied than in the CFA model, in that �emp are
all smaller than the specified assurance value. However, simply look-
ing at �emp and � can be misleading, and it would be unfair to
conclude that the extended method is not effective in the SEM context
without further inspection on the results.

Table 7
Empirical Distributions of Confidence Interval Widths for �6 in Model 2 (�j � �6 � 0.3)

� � E[w]

 0.15 0.20 0.25 0.30 0.35 0.40
N 2,641 1,486 951 661 486 372
Mw 0.15072 0.20235 0.25444 0.30748 0.36142 0.41898
Mdnw 0.15001 0.20041 0.25145 0.30139 0.35004 0.40377

� � .80
 0.15 0.20 0.25 0.30 0.35 0.40
N 2,702 1,532 987 691 512 395
Mw 0.14903 0.19839 0.24912 0.29967 0.35068 0.40589
Mdnw 0.14836 0.19704 0.24587 0.29419 0.34303 0.39301
P80 0.15666 0.21132 0.26949 0.32863 0.38944 0.45563
P75 0.15492 0.20842 0.26476 0.32117 0.37901 0.44115
P70 0.15336 0.20562 0.26055 0.31458 0.37019 0.42963
P80/ 1.04439 1.05659 1.07794 1.09545 1.11267 1.13906
P70/ 1.02239 1.02810 1.04221 1.04860 1.05770 1.07407
(P80 � )/�j 0.02219 0.03773 0.06495 0.09545 0.13145 0.18542
(P70 � )/�j 0.01119 0.01873 0.03518 0.04860 0.06731 0.09876
�emp 0.565 0.580 0.5626 0.5650 0.5542 0.542651
�emp 0.044 0.052 0.0458 0.0478 0.0450 0.041850

Note. Mw and Mdnw are the mean and median of the 5,000 random confidence interval widths. P80, P75, and P70 refer to the respective percentiles of the
5,000 random widths. �emp is the percentage of the random widths no larger than the desired value. �emp is the empirical Type I error rate.

Table 8
Empirical Distributions of Confidence Interval Widths for �21 in Model 3 (�j � �21 � 0.47)

� � E[w]

 0.10 0.15 0.20 0.25 0.30 0.35
N 3,450 1,533 863 552 384 282
Mw 0.10019 0.15065 0.20110 0.25348 0.30533 0.35853
Mdnw 0.10009 0.15031 0.20022 0.25173 0.30256 0.35309

� � .80
 0.10 0.15 0.20 0.25 0.30 0.35
N 3,520 1,579 898 580 407 302
Mw 0.09920 0.14828 0.19742 0.24722 0.29595 0.34657
Mdnw 0.09908 0.14790 0.19656 0.24490 0.29258 0.34068
P80 0.10206 0.15489 0.20875 0.26544 0.32169 0.38122
P75 0.10146 0.15350 0.20613 0.26131 0.31561 0.37259
P70 0.10098 0.15216 0.20405 0.25723 0.31076 0.36515
P80/ 1.02058 1.03258 1.04376 1.06176 1.07229 1.08919
P70/ 1.00982 1.01440 1.02026 1.02890 1.03586 1.04328
(P80 � )/�j 0.00438 0.01040 0.01862 0.03285 0.04614 0.06642
(P70 � )/�j 0.00209 0.00460 0.00862 0.01537 0.02289 0.03223
�emp 0.60580 0.60700 0.59620 0.58492 0.58991 0.58389
�emp 0.04840 0.04660 0.04705 0.04382 0.05022 0.04893

Note. Mw and Mdnw are the mean and median of the 5,000 random confidence interval widths. P80, P75, and P70 refer to the respective percentiles of the
5,000 random widths. �emp is the percentage of the random widths no larger than the desired value. �emp is the empirical Type I error rate.
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In most cases, at smaller sample sizes, the 80th percentiles of the
random widths exceed the desired value by only a negligible
amount. For example, P80 in Table 5 is 0.374 when  � 0.35 (N �
315) and 0.318 when  � 0.30 (N � 425); the differences are only
.024 and .018, respectively. Similar patterns are observed in most
of the situations, such as Table 6, where P80 � 0.377 and  � 0.35
when N � 309; Table 8, where P80 � 0.322 and  � 0.30 when
N � 407; and Table 10, where P80 � 0.107 and  � 0.10 when
N � 570.

There are some situations where the results at smaller sample
sizes are less satisfactory. For example, when the desired width is
0.40, P80 � 0.456 (N � 395; see Table 7), exceeding  by almost
14%. However, in this case the empirical Type I error rate is only
.042, less than the nominal rate .05. Instead of forming intervals at
the 95% confidence level, the MLE generally gives 96% CIs in this
situation, which are wider than 95% ones. Therefore, at least part
of the reason for the random CI widths being wider than  by a
nontrivial amount is because the MLE is not yet effective enough

Table 9
Empirical Distributions of Confidence Interval Widths for �10 in Model 3 (�j � �10 � 0.83)

� � E[w]

 0.15 0.20 0.25 0.30 0.35 0.40 0.45
N 4,435 2,495 1,597 1,109 815 624 493
Mw 0.15041 0.20081 0.25190 0.30307 0.35532 0.40627 0.46136
Mdnw 0.15019 0.19989 0.25012 0.30004 0.35099 0.39921 0.45079

� � .80
 0.15 0.20 0.25 0.30 0.35 0.40 0.45
N 4,514 2,554 1,644 1,148 849 653 519
Mw 0.14896 0.19858 0.24802 0.29761 0.34744 0.39713 0.44877
Mdnw 0.14857 0.19769 0.24692 0.29490 0.34261 0.39026 0.43861
P80 0.15532 0.20983 0.26570 0.32255 0.38076 0.43934 0.50546
P75 0.15389 0.20741 0.26164 0.31671 0.37314 0.42934 0.49074
P70 0.15273 0.20508 0.25839 0.31160 0.36619 0.42022 0.47791
P80/ 1.03548 1.04917 1.06278 1.07517 1.08788 1.09834 1.12325
P70/ 1.01823 1.02538 1.03356 1.03865 1.04627 1.05056 1.06203
(P80 � )/�j 0.00641 0.01185 0.01891 0.02717 0.03706 0.04739 0.06682
(P70 � )/�j 0.00329 0.00612 0.01011 0.01397 0.01951 0.02437 0.03363
�emp 0.56720 0.56960 0.55760 0.56514 0.56814 0.56842 0.56464
�emp 0.05280 0.04920 0.05520 0.05283 0.04990 0.04896 0.04692

Note. Mw and Mdnw are the mean and median of the 5,000 random confidence interval widths. P80, P75, and P70 refer to the respective percentiles of the
5,000 random widths. �emp is the percentage of the random widths no larger than the desired value. �emp is the empirical Type I error rate.

Table 10
Empirical Distributions of Confidence Interval Widths for �31 in Model 3 (�j � �31 � 0.14)

� � E[w]

 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10
N 6,025 3,389 2,169 1,507 1,107 848 670 543
Mw 0.02999 0.04000 0.05011 0.06016 0.06999 0.08003 0.09017 0.10020
Mdnw 0.02998 0.04000 0.05009 0.06010 0.06989 0.07993 0.08992 0.10009

� � .80
 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10
N 6,117 3,458 2,224 1,553 1,146 882 700 570
Mw 0.02977 0.03959 0.04939 0.05917 0.06880 0.07864 0.08816 0.09772
Mdnw 0.02979 0.03958 0.04934 0.05915 0.06873 0.07858 0.08817 0.09745
P80 0.03056 0.04099 0.05167 0.06230 0.07310 0.08400 0.09523 0.10658
P75 0.03040 0.04073 0.05124 0.06165 0.07225 0.08292 0.09371 0.10476
P70 0.03027 0.04049 0.05082 0.06111 0.07146 0.08188 0.09239 0.10326
P80/ 1.01859 1.02484 1.03343 1.03840 1.04435 1.05000 1.05806 1.06583
P70/ 1.00911 1.01236 1.01644 1.01842 1.02086 1.02348 1.02654 1.03257
(P80 � )/�j 0.00398 0.00710 0.01194 0.01646 0.02218 0.02857 0.03733 0.04702
(P70 � )/�j 0.00195 0.00353 0.00587 0.00790 0.01043 0.01341 0.01706 0.02326
�emp 0.5912 0.6016 0.5940 0.5860 0.5930 0.5890 0.5850 0.5970
�emp 0.0448 0.0528 0.0546 0.0542 0.0528 0.0509 0.0564 0.0605

Note. Mw and Mdnw are the mean and median of the 5,000 random confidence interval widths. P80, P75, and P70 refer to the respective percentiles of the
5,000 random widths. �emp is the percentage of the random widths no larger than the desired value. �emp is the empirical Type I error rate.
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at the current sample size and gives larger standard error estimates
than it should. Similar patterns can be found in Tables 9 and 11,
where for smaller sample sizes P80 exceeds  by a nontrivial
amount (e.g., P80/ � 1.10). Nevertheless, in these cases (i.e.,
Tables 7, 9, and 11) the 70th percentiles exceed  by only a
negligible amount. Consider N � 395 and  � 0.40 in Table 7
again. In this case P70 � 0.4296, exceeding  by .0296, or about
7%, and the discrepancy can be considered as trivial. For another,
Table 9 shows that P70 � 0.4779 when N � 519, and exceeds  �
0.45 by .0279, or about 6%. Given the above comparisons of the
70th and 80th quantiles to the desired width value, it can be seen
that at smaller sample sizes where MLE is not effective enough
and overestimates the standard errors, the extended method tends
to underestimate the necessary sample. Within the simulation
study in the present article, in worst cases the sample size returned
by the extended method ensures that a CI obtained is sufficiently
narrow about 70% of the time when the desired assurance is set to
.80.

When the sample size is relatively large, in all cases the extended
procedure returns the necessary sample sizes such that a CI obtained
is sufficiently narrow with close to 80% assurance. Although �emp

values for the SEM models are less than the specified value .80 in all
cases, the 80th quantiles of those random CI widths are very close to
the corresponding desired values, and the discrepancy between the
two does not have substantive impact. For example, P80 � 0.1022 in
Table 6 when N � 3,610 and  � 0.10, exceeding  by 2.1%; P80 �
0.102 in Table 8 when N � 3,520 and  � 0.10, exceeding  by 2%;
P80 � 0.154 in Table 11 when N � 6,240 and  � 0.15, exceeding
 by 2.9%.

In summary, the extensive Monte Carlo simulation study indicates
that both the standard and extended sample size planning procedures
are effective in estimating the necessary sample size according to the
specified goals. The standard method is quite effective in both the
CFA and SEM contexts, and the sample size returned indeed ensures

that the expected CI width is no wider than desired. The extended
method is most effective in the CFA context, and in most of the cases
the empirical proportion of sufficiently narrow random CIs is close to
the specified .80 level. Although in the SEM context, the extended
method tends to underestimate the necessary sample size in cases
where MLE is less effective, the 80th percentile of the random CI
widths usually exceeds the desired width by only a negligible amount
that has no substantive impact, and the discrepancy between the 80th
percentile and  decreases as the sample size increases.

Issues in Statistical Theory

We discuss two issues regarding the assumptions of our sample
size planning methods: (a) the model is correctly specified, and (b)
data are normally distributed. Neither of these two assumptions is
unique to our sample size planning methods; in fact, these assump-
tions are commonly made not only in sample size planning but in the
SEM literature as a whole. For example, the power analysis on
likelihood ratio tests of nested models is based on the assumption that
the full model (i.e., the one with the path coefficients of interest
estimated) is correctly specified (see, e.g., Hancock, 2006; Saris &
Sattora, 1993; Satorra & Saris, 1985). In addition, the asymptotic
chi-square distribution of the model chi-square statistic is based on the
assumption that data follow a multivariate normal distribution (see,
e.g., MacCallum et al., 2006; Steiger, Shapiro, & Browne, 1985). As
discussed below, the implications of the violations of these two
assumptions are still open to study.

Model Misspecifications

The methods developed in the present article are based on the
assumption that the model is correctly specified, but in practice it
may be difficult to develop an exactly correct model. However,

Table 11
Empirical Distributions of Confidence Interval Widths for �23 in Model 3 (�j � �23 � 0.6)

� � E[w]

 0.15 0.20 0.25 0.30 0.40 0.50 0.60 0.70
N 6,147 3,458 2,213 1,537 865 554 385 283
Mw 0.15036 0.20088 0.25107 0.30225 0.40638 0.50994 0.62067 0.73600
Mdnw 0.15000 0.20027 0.24993 0.30033 0.40173 0.50165 0.60517 0.71091

� � .80
 0.15 0.20 0.25 0.30 0.40 0.50 0.60 0.70
N 6,240 3,528 2,269 1,583 900 582 408 303
Mw 0.14921 0.19897 0.24831 0.29806 0.39759 0.49956 0.60272 0.71296
Mdnw 0.14896 0.19833 0.24748 0.29665 0.39311 0.49074 0.58775 0.68600
P80 0.15437 0.20783 0.26228 0.31774 0.43254 0.55298 0.67729 0.81377
P75 0.15326 0.20589 0.25916 0.31350 0.42426 0.54004 0.65950 0.78712
P70 0.15234 0.20415 0.25631 0.30973 0.41788 0.52951 0.64174 0.76097
P80/ 1.02914 1.03913 1.04914 1.05912 1.08136 1.10595 1.12882 1.16253
P70/ 1.01560 1.02075 1.02524 1.03244 1.04470 1.05901 1.06957 1.08710
(P80 � )/�j 0.00728 0.01304 0.02047 0.02956 0.05424 0.08829 0.12882 0.18962
(P70 � )/�j 0.00390 0.00692 0.01052 0.01622 0.02980 0.04918 0.06957 0.10162
�emp 0.5610 0.5620 0.5580 0.5530 0.5620 0.5520 0.5490 0.5440
�emp 0.0528 0.0468 0.0518 0.0426 0.0487 0.0442 0.0510 0.0461

Note. Mw and Mdnw are the mean and median of the 5,000 random confidence interval widths. P80, P75, and P70 refer to the respective percentiles of the
5,000 random widths. �emp is the percentage of the random widths no larger than the desired value. �emp is the empirical Type I error rate.
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sample size planning can proceed as long as the proposed model is
reasonable (i.e., close to the true model), under the additional
assumption called population drift (or parameter drift), which in
essence states that the proposed model is not badly misspecified
and that lack of fit due to model misspecification is approximately
of the same magnitude as lack of fit due to sampling error (Steiger
et al., 1985; see also MacCallum et al., 2006). Actually the
population drift assumption was used to derive the asymptotic
chi-square distribution of the chi-square model fit statistic in
Steiger et al. (1985), and thus is commonly recognized as a
reasonable assumption in the SEM literature. For a more formal
statement and discussion of this assumption, see Steiger et al.
(1985; see also Browne & Cudeck, 1992; MacCallum et al., 2006).

Nevertheless, it is not clear when a “badly specified” model is
bad enough, and in practice it is generally not possible to verify the
population drift assumption. The issue of how misspecifications of
models influence the empirical distribution of CI width and sample
size planning methods is open to study, but it is not the focus of the
present article. The effects of misspecifications of a model can be
studied empirically with a priori Monte Carlo simulations in a
manner similar to that discussed in Muthén and Muthén (2002) and
Paxton et al. (2001). A random sample is generated based on the
true model-implied covariance matrix, whereas the sample size is
planned based on the proposed model (i.e., on the [incorrect]
assumption that � � �(�)). Various properties of the random CI
width can be studied based on a large number of replications of
fitting the proposed model to the random data. Specialized R
functions have been included in the MBESS package to implement
such an a priori Monte Carlo simulation study, so that researchers
can try with different models and study the effects of the input
model on the returned sample size when planning the sample
size.13

Nonnormal Distributions

It is still an issue open to study in the literature regarding the
effects of nonnormal data on estimating various effect sizes in
SEM (e.g., model fit indices, targeted effects), especially in the
sample size planning stage, although some solutions to analyze
nonnormal data have been developed (e.g., Browne, 1984; Kano,
Berkane, & Bentler, 1990; Yuan & Bentler, 1997, 1998a, 1998b;
Yuan, Bentler, & Zhang 2005; Yuan, Chan, & Bentler, 2000; Yuan
& Hayashi, 2006). Generally, robust methods give larger standard
error estimations than do standard methods (e.g., the Wald CI we
reviewed in a previous section), which implies that the CI returned
by robust methods tend to be wider than those returned by standard
methods, other things being the same. Thus one should note that if
the researcher plans the sample size based on our methods and uses
robust methods to analyze the data, the CI obtained might not be
sufficiently narrow, if the normality assumption is seriously vio-
lated. Nevertheless, we do recommend using robust methods to
analyze data, because in reality the normality assumption is usually
violated to different extents. We based our sample size planning
methods on the normality assumption mainly because (a) robust
methods, both analytical treatments and bootstrap applications,
require raw data, which are unavailable in the research design stage;
(b) the problem of nonnormal data can be alleviated by better or more
careful data collecting methods and/or data transformation; and (c) in
order to study the behavior of the CI width obtained in a study, which

is a random variable dependent on �̂ and the covariance matrix of �̂,
both of which are also random variables, certain assumptions must be
made regarding the distribution of the data.

Discussion

When a researcher designs a study, there are at least three ways
to decide the sample size: (a) collect as many participants as
resources allow, (b) follow rules of thumb, or (c) apply formal
sample size planning methods that attempt to accomplish a spec-
ified goal. Recruiting fewer participants than necessary can be a
waste of resources because the study fails to achieve its goals.
Using more than necessary participants is also a waste of resources
in the sense that the extra data do not necessarily increase the
understanding of the topic under study. Rules of thumb in the SEM
literature are usually based on simulation studies. Those simula-
tions were conducted in different contexts, and conclusions drawn
regarding the “appropriate” sample size are based on various
criteria. However, MacCallum, Widaman, Zhang, and Hong
(1999), in the CFA context, demonstrated that rules of thumb are
generally invalid because the performance of estimation is highly
dependent on the model characteristics. Given that SEM is more
complex than CFA, the rules of thumb should perform no better in
SEM. In fact, by reviewing recent psychological studies that apply
SEM, MacCallum and Austin (2000) recommended against the
use of rules of thumb. The only reasonable option left is formal
sample size planning methods. The necessary sample size can be
planned with rigorously derived statistical methods so that the
desired goals can be accomplished. Although sample size planning
methods are based on assumptions that tend not to hold perfectly
in reality, they are based on rigorous statistical reasoning and
should perform reasonably well in most cases, as long as the
assumptions are not seriously violated. Thus, the option of formal
sample size planning methods is preferred.

The sample size for an SEM study can be planned from at least
the power-analytic perspective or the AIPE perspective. When
targeted effects in SEM are of interest, often of interest are not
only their directions but their magnitude. The dichotomous result
obtained by NHST (i.e., if the population effect is larger than zero
or smaller than zero, without loss of generality) does not neces-
sarily answer the question about the population effect size. On the
other hand, a CI provides a range of plausible values for the
population parameter of interest and thus helps better understand
the magnitude of the population effect. With the goal of obtaining
narrow CIs for the targeted effects of interest in SEM, sample size
planning methods are developed from the AIPE perspective.

Sample size planning methods from AIPE require educated esti-
mation of the population effect sizes, as does the power perspective
(for power analysis in SEM, see, e.g., Hancock, 2006; Hancock &
Freeman, 2001; Kim, 2005; MacCallum et al., 2006; MacCallum,
Browne, & Sugawara, 1996; Satorra & Saris, 1985; for power anal-
ysis in general, see also Cohen, 1988; Murphy & Myors, 2004). The
task of specifying the input effect sizes needs to be accomplished by
consulting the literature. It is natural in the course of the accumulation

13 This simulation study can be performed with the specialized R func-
tion ss.aipe.sem.path.sensitiv( ) in MBESS. See the Appendix for de-
tailed information.
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of knowledge that the specification of some not fully known infor-
mation as input needs to be finished before conducting the investiga-
tion: Ongoing research updates the current knowledge based on early
looks at the data from previous studies (Coffey & Muller, 2003;
Proschan, 2005). In fact, Senn (2002) pointed out:

This is common to all science. An astronomer does not know the
magnitude of new stars until he has found them, but the magnitude of
star he is looking for determines how much he has to spend on a
telescope. (p. 1304)

In the spirit of the increasing urge that applied studies report
effect sizes and CIs, we believe that sample size planning from the
AIPE perspective should be considered when targeted effects are
of interest in an SEM context. If an SEM model parameter of
interest has a wide CI, its value is unclear. Thus a narrow CI is
desirable because it excludes more implausible values and further
pins down the population parameter. We believe the AIPE ap-
proach to planning sample sizes for SEM studies when targeted
effects are of interest will help to better understand the magnitude
of the effects in the population and evaluate substantive theories.
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Appendix

Implementing the Methods Discussed With MBESS

All the methods discussed in the present article have been
implemented in R functions (R Development Core Team, 2010) in
the MBESS package (Kelley, 2007a, 2007c; Kelley & Lai, 2010).
This appendix briefly discusses how to use those functions to plan
for sample size; more detailed documentation is available in the
help files in the MBESS package. Functions in the appendix call
the sem package (Fox, 2006) in R when they need to fit structural
equation models (SEMs). Models are specified in the RAM nota-
tion (see, e.g., McArdle & McDonald, 1984) in the same manner
as the sem R package, which uses a one-headed arrow to represent
the regression effect and a two-headed arrow to represent the
variance or covariance. A successfully specified model object
should be of class “mod” in R. Readers interested in how to specify
models in R using the RAM notation are referred to Fox (2006) or
the help files of the sem and MBESS packages. This appendix also
includes a brief example about SEM model specifications in the
RAM notation.

To plan for sample size, the user first needs to specify the model,
which can be performed with the function specify.model() in the
sem package. For example, to specify the one-factor confirmatory
factor analysis (CFA) model in Figure 1, the following syntax can
be used:

� library(MBESS)
� library(sem)

� model.cfa �- specify.model()
xi1 -� X1, lam1, 0.5
xi1 -� X2, lam2, 0.5
xi1 -� X3, lam3, 0.5
xi1 -� X4, lam4, 0.5
xi1 �-� xi1, NA, 1
X1 �-� X1, del1, 0.5
X2 �-� X2, del2, 0.5
X3 �-� X3, del3, 0.5
X4 �-� X4, del4, 0.5

In each line of the model specification above, there are three
parts, separated by commas. The first part indicates the path, the
second part indicates the name of this particular path coefficient,
and the third part indicates the starting value for this path coeffi-
cient in estimation. If the path name is NA, then the path is fixed
at the value in the third part. For example, the variance of xi1 in
this model is fixed at 1.

The function theta.2.Sigma.theta() in MBESS creates the
model-implied covariance matrix given a model and model param-
eter values. This function is not used in sample size planning but
is convenient for constructing a covariance matrix as input for
sample size planning or conducting simulation studies. For exam-
ple, given the population standardized model parameters in Figure
1, the model-implied correlation matrix can be obtained as follows:

(Appendix continues)
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� theta.cfa �- c(.4, .5, .6, .7, .84, .75, .64, .51)
� names(theta.cfa) �- c(“lam1”, “lam2”, “lam3”, “lam4”,

“del1”, “del2”, “del3”, “del4”)
� res �- theta.2.Sigma.theta(model�model.cfa, theta�

theta.cfa, latent.vars�“xi1”)
� cor.mat �- res$Sigma.theta

The argument model is an object of “mod” class containing the
specifications of an SEM model, theta is a vector of model
parameters, and latent.vars is a vector indicating the names of the
latent variables in the model.

The function ss.aipe.sem.path() plans for sample size for
SEM with the goal of obtaining a sufficiently narrow confidence
interval (CI) for a model parameter of interest. Suppose �1 in the
above one-factor CFA model is of interest, and it is desired to
have a confidence interval for �1 no wider than 0.3. To replicate
the example that we used to illustrate the concept of exchangeable
correlation structure in the text, we specify the standard deviations
of X1, X2, X3, and X4 to be 1.2, 1.5, 1.8, and 2, respectively. Then
the following syntax can be used to calculate the necessary sample
size:

� SD �- diag(c(1.2, 1.5, 1.8, 2))
� rownames(SD)�-colnames(SD)�- c(“X1”,“X2”,“X3”,“X4”)
� Sigma.cfa �- SD %*% cor.mat %*% SD
� ss.aipe.sem.path(model�model.cfa, Sigma�Sigma.cfa,

desired.width�0.3, which.path�“lam1”)

The sample size returned is 349. The argument Sigma refers to the
input covariance matrix of the manifest variables, desired.width

refers to the desired CI width, and which.path is name of the model
parameter of interest. If one desires to have .80 assurance that the CI
obtained will be no wider than desired, the argument assurance can
be added to the function:

� ss.aipe.sem.path(model�model.cfa, Sigma�Sigma.cfa,
desired.width�0.3, which.path�“lam1”, assurance�.80)

The function ss.aipe.sem.path.sensitiv() can be used to con-
duct a priori Monte Carlo simulations to study how misspecifica-
tions of model and/or the covariance matrix of manifest variables
affect the effectiveness of sample size planning methods. An
example call to this function is

� ss.aipe.sem.path.sensitiv(model, est.Sigma, true.Sigma�
est.Sigma, which.path, desired.width, G�1000),

where random data are generated based on the true covariance
matrix of manifest variables (true.Sigma) but fit to the proposed
model (model), whereas the sample size is planned based on the
proposed model and the estimated covariance matrix of manifest
variables (est.Sigma). Various properties of the random CI
widths can be studied empirically by replicating the process a large
number of times (i.e., the argument G).
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