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C linical trials are generally designed to test the superi-
ority of an intervention (e.g., treatment, procedure, or
device) as compared with a control. Trials that claim

superiority of an intervention most often try to reject the null
hypothesis, which generally states that the effect of an inter-
vention of interest is no different from the control. In this
editorial, we introduce a conceptual framework for readers,
reviewers, and those involved in guideline development. This
paradigm is based on evaluating a study on its statistical merits
(result-based merit) as well as the clinical relevance of the
potential treatment effect (process-based merit). We propose a
decision matrix that incorporates these ideas in formulating the
acceptability of a study for publication and/or inclusion in a
guideline. Although noninferiority trials and equivalence trials
are other valid trial designs, here we largely focus our discus-
sion on superiority trials.

Studies termed “negative” are commonly defined as those
where the difference for the primary endpoint has a P value
greater than or equal to 0.05 (P ! 0.05) (1), that is, where the
null hypothesis is not rejected. These studies are difficult to
publish because they are said to be “nonsignificant.” In other
words, the data are not strong enough to persuade rejection of
the null hypothesis. A high P value is frequently interpreted as
proof that the null hypothesis is true; however, such an inter-
pretation is a logical fallacy. A nonsignificant result implies that
there was not enough evidence to infer probabilistically that the
null hypothesis can be rejected. What is important to keep in
mind is that the absence of evidence does not imply evidence of
absence (2,3). On the other hand, if a small P value is observed,
it implies there is evidence that the null hypothesis is false,
which is why much stronger clams can be made when the null
hypothesis is rejected. Recall that the null hypothesis (H0) is a
stated value of the population parameter that is set up to be
refuted. Most often, the value of H0 states that the effect of
interest (e.g., mean difference, squared multiple correlation co-
efficient, regression coefficient) is zero. However, this need not
be the case. This point is illustrated in Table 1, a 2 ! 2 statistical
inference decision table, wherein what is the true but unknown

state of the world is crossed with the statistical decision,
thereby generating conceptual definitions for the type 1 and
type 2 error rates.

In “reject-support” hypothesis testing, by far the most com-
mon scenario, H0 is not generally what the researcher actually
believes (4), and thus the value of H0 is generally set up to be
refuted. When H0 is refuted, that is when P " " (e.g. P " 0.05),
strong support exists for rejecting the null hypothesis in favor
of the alternative hypothesis, where " is the type I error rate.
Until statistical evidence in the form of a hypothesis test indi-
cates otherwise, the null hypothesis is presumed true (1). For
example, in a clinical trial with an intervention and a control
group, the null hypothesis generally proposes that the inter-
vention and control are equally as effective or ineffective. That
is, the population mean of the treatment and control groups is
assumed to be the same until an effect estimate (which reaches
some prespecified statistical threshold) is observed.

What should be clear is that a large P value does not in any
way prove that H0 is true. When H0 is not rejected, it implies
that either H0 is actually true, reflecting a correct decision
(lower left cell of Table 1), or that H0 is actually false but that
there was not enough evidence observed to reject H0, a type
II error (lower right cell of Table 1). When H0 is rejected, it
implies that either H0 is actually false, reflecting a correct
decision (upper right cell of Table 1), or that H0 is actually
true, but the evidence observed is “unlikely” (which will
occur with probability " when the null hypothesis is true;
upper left cell of Table 1).

The Importance of Confidence Intervals
When a study demonstrates a P value ! " (e.g., " # 05), it is

important to ask two questions: “What is the (1 $ ")100%
confidence interval (CI) for the population effect of interest?”
“Was there sufficient power to detect a clinically meaningful
effect if it in fact existed?” Moreover, even when the null
hypothesis is rejected, CIs provide important insights.

Reporting of CIs is widely regarded by statisticians and
methodologists as the optimal way to report and interpret the
results of research studies because CIs convey information
regarding direction, magnitude, and accuracy of effects (5–8). If
the entire span of a 95% CI contains effects that are clinically or
scientifically trivial (e.g., mean differences, relative risks, pro-
portion of variance accounted for), researchers can then confi-
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dently state at best the intervention does not provide clinically
or scientifically meaningful results, even if the results happen
to reach a prespecified statistical threshold. On the other hand,
if the CI is wide enough to contain both the null value as well
as values that could be clinically or scientifically important,
then the study is inconclusive at best. Indeed, CIs provide a
framework to evaluate studies on their result-based versus pro-
cess-based merits (or nonstatistics merits) (Table 2; Figure 1).
From the perspective of result-based merit, studies that fall in
cells “a” and “c” arguably merit publication, whereas those in
“b” and “d” do not. Of course, the most valuable study would
be in category “a,” one that demonstrates a significant effect
and narrow CIs. Often, journals tend to accept studies in “a”
and reject those in “c” and “d.” Studies in category “b” tend to
take on a hit-or-miss character. High impact journals have a
high threshold to accept studies in “b” because a wide CI is not
very informative; the real treatment effect may be large (or
small) or even clinically trivial. Although studies in category
“b” do have modest result-based merit, their attractiveness can
be advanced if the investigators are able to convince the journal
of the clinical relevance of the potential treatment effect (pro-
cess-based merit). On the other hand, studies in cell “d” should
not be automatically rejected because a wide CI may encom-
pass a clinically important treatment effect. These studies are
frequently the most problematic because trials with small sam-
ple sizes are likely to fall into this category nonsignificant
effects and wide CIs and, if published, may provide little in-
centive to obtain large sample sizes at best, or misinform at
worst. Some of these studies may be clinically informative, that
is, they have high clinical relevance, because they generate
hypotheses that could be tested in subsequently larger studies,
or stimulate ancillary analyses that might influence clinical
practice These studies have limited “results-based” merit but
may have high “process-based merit” (Figure 1, bottom right
box).

Wide CIs may detract from accurately estimating the popu-
lation value. This may generally reflect inadequate sample size.

When the sample size is too small, there is a high degree of
variability and thus imprecise estimation. Performing power
analyses and reporting information on analytic processes taken
to estimate sample size have gained much credence, and in-
deed, are required by many funding agencies when proposing
studies (9–13). As Goodman and Berlin (10) have pointed out,
studies with low statistical power have sample sizes that are too
small to reliably detect an effect (i.e., reject H0) if indeed such an
effect exists. Freiman et al. analyzed the statistical power of 71
studies with P % 0.05 that compared two treatments (5). For
most of the studies, the power to detect a 50% improvement
was low. Sample size can be planned before initiating a trial so
that the expected width of the CI is sufficiently narrow, increas-
ing the likelihood of producing an estimate that closely corre-
sponds to its population value (10,12), an approach that has
been termed “accuracy in parameter estimation.”

To illustrate these points, it is worth examining a recently
published study on the optimal hemoglobin target in chronic
kidney disease patients. In the Cardiovascular Risk Reduction
by Early Anemia Treatment with Epoetin # (CREATE) study

Decision Matrix: Result-Based vs. Process-Based Merits
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Figure 1. A decision matrix for readers, reviewers, and guide-
line makers to conceptualize results-based and process-based
merits in clinical trials. Studies that have high results-based
merit are characterized by narrow CIs and may or may not
reject H0. Their level of acceptability, particularly in high im-
pact journals, should be viewed through the lens of process-
based merit. On the other hand, studies that are characterized
by both low results-based and process-based merit are fre-
quently rejected.

Table 1. Statistical inference decision table

Inferential Decision
Unknown but True State of the World

H0 True H0 False

Reject H0 Type I error Correct decision
Probability # a Probability # 1 $ b

Do not reject H0 Correct decision Type II error
Probability # 1 $ a Probability # b

a, type I error rate; b, type II error rate (1 $ b is power).

Table 2. A results-based approach to studies

CI, Narrow CI, Wide

H0, reject a b
H0, fail to reject c d
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(14), the authors conclude “the complete correction of anemia
did not affect the likelihood of a first cardiovascular event (58
events in group 1 versus 47 events in group 2; hazard ratio, 0.78;
95% CI 0.53 to 1.14; P # 0.20.” In this study, the hazard ratio of
0.78 favored lower risk for subjects assigned to the lower he-
moglobin group. Although this study did not yield statistically
significant results, there is also no evidence that the H0 is true
(i.e., what some might term a “negative” study). Indeed, tech-
nically, H0 can never be proven true; this is particularly so in
the context of a superiority trial. Going beyond the point esti-
mate alone, it is clear that the span of the CI was modestly wide,
and the hazard ratio favoring increased risk, could be clinically
important. The most plausible explanation of the nonsignificant
P value is provided in the statistical section of the paper. The
authors calculated that 600 patients would be needed to yield
statistical power of 80% to detect a 33% reduction in the pri-
mary endpoint between the higher and lower target hemoglo-
bin groups, given an annual incidence of the primary endpoint
of 15% among patients in the lower hemoglobin group at a
significance level of 5%. However, the study had a much lower
rate of cardiovascular events than anticipated (5% observed
versus 15% anticipated). Only 105 events of the expected 200
events were observed (the investigators calculated that 200
events would be needed for 80% power given their a priori
estimates of the anticipated population characteristics). Thus, a
reasonable conclusion for the CREATE study is that it is incon-
clusive because the 95% CI contains clinically important values,
a much different conclusion than stating that there is no differ-
ence in correction of anemia on the likelihood of a first cardio-
vascular event. The CREATE study represents a category “c” or
“d” study null findings and modestly wide CIs (modest results-
based merit). However, it is highly clinically relevant and has
high process based merits (Figure 1, bottom right box), justify-
ing its publication in a high impact journal.

Another illustrative example is the largest trial in hyperten-
sion ever conducted, the Antihypertensive and Lipid-Lowering
Treatment to Prevent Heart Attack Trial (15). A total of 33,357
participants aged 55 yr or older with hypertension and at least
1 other coronary risk factor from 623 North American centers
were randomly assigned to chlorthalidone, 12.5 to 25 mg/d
(n # 15 255); amlodipine, 2.5 to 10 mg/d (n # 9048); or lisin-
opril, 10 to 40 mg/d (n # 9054) for planned follow-up of
approximately 4 to 8 yr. The primary outcome was combined
fatal coronary heart disease or nonfatal myocardial infarction,
analyzed by intent-to-treat, which occurred in 2956 partici-
pants. Compared with chlorthalidone (6-yr rate, 11.5%), the
relative risks (RRs) were 0.98 (95% CI, 0.90 to 1.07) for amlo-
dipine (6-yr rate, 11.3%) and 0.99 (95% CI, 0.91 to 1.08) for
lisinopril (6-yr rate, 11.4%). Although there were no statistically
significant effects for the RRs, the narrow CIs arguably contain
plausible values for the population RR that some might view as
clinically trivial. That is, the study showed support for the null
hypothesis in the sense that the smallest and largest plausible
values of the population RRs might be regarded as clinically
trivial. (Even here, however, accepting the null hypothesis is
controversial because a 10% reduction in cardiovascular events

may be clinically important in this population) the narrow CI
and the high clinical relevance warrant placing it in the top
right hand corner of the decision matrix (Figure 1).

Knowing what transpired during a study is also important in
judging whether the study result is compatible with a type II
error. The conclusions drawn from the Normalization of He-
matocrit Study (NHS) (16), have been questioned by some (17).
In this study, 183 deaths and 19 first nonfatal myocardial in-
farctions were recorded among patients assigned to the higher
hematocrit group versus 150 deaths and 14 nonfatal myocardial
infarctions among those in the low hematocrit group. The rel-
ative risk was 1.3 and the 95% CI limits were 0 and 1.9. Here the
issue was not power per se, but that the study was halted by the
data safety monitoring board even though the difference in the
event-free survival between the 2 groups did not reach the
prespecified stopping boundary before the study was stopped.
The RR of 1.3 and the span of the CIs should give pause. So
should the statement by the authors in the discussion section:
“Our study was halted when differences in mortality between
the groups were recognized as sufficient to make it very un-
likely that continuation of the study would reveal a benefit for
the normal-hematocrit group and the results were nearing the
statistical boundary for a higher mortality rate in the normal
hematocrit group” (16). NHS, as published, was not a negative
study but a statistically inconclusive study. However, the 95%
CIs for the RRs (0.9, 1.9) suggest risk, and the results have
potentially important clinical implications. The NHS is a cate-
gory “d” study (Table 2) but an important trial that was worthy
of publication in a high-impact journal on its process-based
merits (bottom right hand corner, Figure 1).

Bias in clinical trials may also affect the results-based merit of
a trial. Bias may threaten the internal validity of a trial and may
generate erroneous conclusions. Potential sources of bias are
listed in Table 3. Even well-designed trials may be vulnerable to
the possibility of bias. To illustrate this point, consider the
study by Ginzler et al. (18) that evaluated the effect of myco-
phenalate mofetil versus cyclophosphamide as induction ther-
apy for the treatment of lupus nephritis. The study represents
a category “b” study (Table 2). A total of 140 patients were
recruited: 71 randomly assigned to mycophenalate mofetil and
69 to receive cyclophosphamide. In the intention-to-treat anal-
ysis, 16 of the 71 patients (22.5%) receiving mycophenolate
mofetil and 4 of the 69 patients receiving cyclophosphamide
(5.8%) had complete remission, an absolute treatment differ-
ence of 16.7% (95% CI, 5.6% to 27.9%; P # 0.005). However,
scrutiny of the withdrawal and crossover rates from one group
to the other raises the possibility of both withdrawal bias and
follow-up bias. Notably, 7 patients (9.9%) assigned to myco-
phenalate mofetil and 15 patients (21.7%) assigned to cyclo-
phosphamide were lost to follow-up. Furthermore, 24 patients
were withdrawn from the study: 9 in the mycophenolate
mofetil group and 15 in the cyclophosphamide group. There
was greater noncompliance and a higher crossover rate in the
cyclophosphamide compared with the mycophenalate mofetil
group. Whether mycophenalate mofetil is actually superior to
cyclophosphamide will need to be more definitively confirmed
in a larger randomized trial.

1248 Clinical Journal of the American Society of Nephrology Clin J Am Soc Nephrol 3: 1246–1252, 2008



Another question is whether to weigh limitations in design
that likely result in a P value of %0.05. The Modification in Diet
in Renal Disease (MDRD study) (19) provides an example of
such an issue, and as such represents a category “d” study.
MDRD comprised a 2 ! 2 factorial design to test the utility of
protein restriction or aggressive blood pressure (BP) control in
patients with chronic kidney disease. Patients were stratified by
glomerular filtration rates (GFRs) in what we refer to here as
study 1 and study 2. Study 1 randomized 585 subjects with
GFRs of 25 to 55 ml/min per 1.73 m2 to a usual protein or a low
protein diet (1.3 or 0.58 g of protein per kilogram of body
weight per day) and to a usual or a low-blood-pressure group
(mean arterial BP of 107 or 92 mmHg). In study 2, 255 subjects
with GFRs of 13 to 24 ml/min per 1.73 m2 were randomly
assigned to a low protein (0.58 g protein/kg body weight) or a
very-low-protein diet (0.28 g protein per kg body weight) with
a keto acid/amino acid supplement and within each strata to a
usual or low BP with BP targets as in study 1. A key limitation
in MDRD was an unanticipated lower rate of decline in GFR
effectively limiting the potential benefits of the intervention.
The authors speculated that a longer follow-up might have
detected a difference in the GFR between the treatment groups.
A second limitation in MDRD was an unexpectedly steep de-
cline in the GFR in subjects randomized to a low protein diet,

immediately following exposure to the intervention compared
with those prescribed the usual protein diet. According to the
authors, this was not anticipated based on either prior studies
or a feasibility study. The authors speculated that this might
have reflected a hemodynamic response to the protein restric-
tion. Therefore, it is possible that this factor also contributed to
the nonsignificant results. Turning again to the CIs in evaluat-
ing the P value, the mean decline in the low protein group was
1.2 ml/min less and the low pressure group was 1.6 ml/min
less. The 95% CI of the difference in the protein group was $1.1
and 3.6 (P # 0.30) and for the BP group $0.8 and 3.9 (P # 0.18).
The wide span of the CIs, especially in the context of the
unanticipated nature of the limitations, supports MDRD as
inconclusive but with process based merits. MDRD provided
value from a clinical standpoint because of its clinical relevance
as the largest randomized controlled trial thus far to evaluate
the effect of protein restriction and/or BP control on kidney
progression.

When the null hypothesis significance test fails to reach
statistical significance, null findings are supported by a narrow
CI (which must contain the null value since P ! "), illustrated
by the Antihypertensive and Lipid-Lowering Treatment to Pre-
vent Heart Attack Trial study, a category “c” study, but one in
which the study has great clinical relevance (Table 2; Figure 1,

Table 3. Potential sources of bias in a clinical trial

Types of Bias Potential Effects of Bias

Intervention assignment bias, e.g., unconcealed
allocation or unblinding

Knowledge of assignment might lead to performance
bias, e.g., extra attention to participants for one of
the intervention groups than the other; unblinding
of participants to interim study results might
result in performance bias

Exclusion bias (exclusions after randomization) Nonrandom withdrawal in intervention groups
might result in intervention groups becoming less
comparable than at randomization

Performance bias Intervention groups might receive cointerventions
differentially (e.g., greater counseling or follow-up
for one group than the other)

Differential compliance bias Subjects in the two arms of the trial may have
different levels of compliance with the assigned
therapy; this might dilute the intervention effect;
or subjects who cross over from one arm to the
other might dilute the intervention effect

Follow-up bias More subjects in one arm lost to follow-up than in
the other arm; or differential follow-up between
the intervention and control groups?

Measurement bias Inaccuracy of assessment method especially if
nonrandomly distributed between intervention
groups

Detection bias Differential rates of outcomes assessment between
the intervention and control groups

Selective reporting of results Conflict of interest because of industry sponsorship
with selective reporting of favorable results or lack
of reporting of unfavorable data
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top right corner). In such situations, information is gained
because a study might eliminate unnecessary/ineffective ther-
apies and/or therapeutic maneuvers because, at best, the size of
the effect is unlikely to be clinically significant. However, a null
study with wide CI, illustrated by the MDRD study, a category
“d” study (Table 2) can also be important even despite low
result-based but on high process-based merit.

Exploring Outcomes beyond Statistical
Issues

Although we have discussed type 2 errors at length, the
concept of type 1 errors is also important. Recall that a type 1
error is the probability of rejecting the null hypothesis when the
null hypothesis is in fact true. An example of a type 1 error in
the literature might be the Crit-Line Intradialytic Monitoring
Benefit study (20), a multicenter RCT in which 1227 hemodial-
ysis patients were randomly assigned to intradialytic blood
volume monitoring using Crit-Line and 216 to conventional
monitoring for 6 mo to test the hypothesis of whether Crit-Line
guided monitoring would mitigate the hospitalization rates in
hemodialysis patients. There were 120 non–access-related hos-
pitalizations in the Crit-Line monitoring group and 81 non–
access-related hospitalizations in the conventional monitoring
group (unadjusted RR for non–access-related hospitalization,
1.49; 95% CI, 1.07 to 2.08; P # 0.017) in the Crit-Line monitoring
group compared with the conventional group. Mortality was
8.7% and 3.3% (P # 0.021) in the Crit-Line and conventional
monitoring groups, respectively. Additionally, although an
elaborate protocol was available to guide fluid management
based on Crit-Line, investigators were not mandated to follow
this protocol. In this trial, uncertain adherence to the protocol
by the investigators makes it difficult to conclude that contin-
uous blood volume monitoring was associated with higher
complication rates. The internal validity of the trial may have
been affected by noncompliance bias. Furthermore, as the au-
thors themselves state, the atypically low hospitalization and
mortality rates for the conventional monitoring group suggest
that these findings may reflect bias rather than a spurious
association by chance (type 1 error). Thus, this study, while a
category “a” study (Table 2), could be regarded as inconclusive
because of concerns regarding bias and internal validity, even
although the P value reached conventional levels of signifi-
cance. There is ambiguity as to whether or not there really is a
difference in the Crit-Line and conventional monitoring
groups. That is, the study had arguably high results-based
merit and arguably low process-based merit (Figure 1, bottom
right corner).

Is There a Publication Bias against Null
Studies?

Journals flatly rejecting to publish studies because of the lack of
statistically significant findings can be problematic (21–24). In-
deed, outright rejection due solely to a lack of statistically signif-
icant results can stifle progress in a field by not contributing to the
field’s cumulative knowledge. Imagine a theory predicting that a
certain treatment should have an effect above and beyond no

treatment. Interested in evaluating the theory, a team of research-
ers test the hypothesis, and their results fail to reach statistical
significance. Although their study was well designed and con-
ducted, had sufficient statistical power to reject an effect of mean-
ingful clinical significance, and had a narrow CI around the null
value, their study was rejected outright because of the lack of
statistical significance. Now imagine many teams of researchers
conducting essentially this same study and each and every one
having their manuscript rejected from publication because of a
lack of statistically significant findings. Not only are resources
wasted in reproducing the study again and again, but the esti-
mated effect sizes and measures of variability are not reported to
the research community for possible inclusion in meta-analyses
because such studies are not being published.

In addition to journals not publishing studies without statis-
tically significant findings, some data suggest that the authors
themselves might withhold publication of results that fail to
reach statistical significance (25). Publication bias can run the
gamut from delaying publication to just saying no to publish-
ing the study. The Cochrane Collaboration (21) compared time
to publication for studies that showed positive findings and
those that generated results that failed to reach statistical sig-
nificance. Their data showed that trials containing statistically
significant results were, on average, published sooner than
those without statistically significant results. Stern and Simes
(22), in a retrospective analysis of trials conducted between
1979 and 1988 at a single center (a university hospital in Aus-
tralia), reached similar conclusions.

We want to make clear that failing to reject a null hypothesis,
in and of itself, certainly does not imply that a study should be
published, nor does rejecting a null hypothesis for that matter.
Many other factors are necessary for a study to be worthy of
publication. That being said, journals or guideline developers
may appropriately resist publication or inclusion of studies
without statistically significant findings for several reasons
(26,27). For example, the trial may be poorly designed, errone-
ously implemented, or is simply “not so important” given the
existing literature and current state of knowledge. On the other
hand, by publishing well-designed studies that were appropri-
ately implemented and provide insight into clinically and/or
scientifically important findings, but did not produce statisti-
cally significant effects, a greater balance in evaluating the
positive trials may be achieved.

Some have argued that all papers should be published and
that meta-analysis should be used to draw conclusions based
on large bodies of data (8). Interestingly, a journal for the
publication of negative results, Journal of Negative Results in
BioMedicine, is in place with the goal of “providing scientists
and physicians with responsible and balanced information to
support informed experimental and clinical decisions.” Fur-
thermore, meta-analysis is a very powerful tool that has not yet
been fully appreciated, nor has it been used to its full potential
(28–30). As meta-analysis becomes more widely used, it is
likely that well-designed and conducted studies will be in-
cluded in meta-analyses so that the file-drawer phenomenon
does not lead to a biased sample of studies that are actually
published (some of which are likely type 1 errors and others in
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which erroneous conclusions may have been reached because
of bias). The file-drawer problem is where studies that fail to
have statistically significant results are relegated to the file-
drawer instead of being published (31).

The Importance of Publishing Null Studies
Clinical trialists generally try to design studies that reject the

null hypothesis, i.e., to produce “positive results.” Unquestion-
ably, this is the general goal because readers find “positive study
results” informative and such results are likely to have impact.
However, studies where the null hypothesis is not rejected can be
important if the conditions outlined above are met; indeed, these
studies should not be unilaterally excluded from consideration.
Journal editors and reviewers should require authors to report
effect sizes of interest as well as their corresponding 95% CIs and
a clear discussion of the rationale of the sample size chosen,
whether it be from the power analytic approach, the accuracy in
parameter estimation approach, or based on some other rationale.
As Greenwald (32) eloquently recommends to journal editors:
“base publication decisions on criteria of importance and meth-
odological soundness uninfluenced by whether a result supports
or rejects a null hypothesis.”
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