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Abstract

The use of near-IR images for face recognition has been
proposed as a means to address illumination issues that can
hinder standard visible light face matching. However, most
existing non-experimental databases contain visible light
images. This makes the matching of near-IR face images
to visible light face images an interesting and useful chal-
lenge. Image pre-processing techniques can potentially be
used to help reduce the differences between near-IR and
visible light images, with the goal of improving matching
accuracy. We evaluate the use of several such techniques
in combination with commercial matchers and show that
simply extracting the red plane results in a comparable im-
provement in accuracy. In addition, we show that many of
the pre-processing techniques hinder the ability of existing
commercial matchers to extract templates. We also make
available a new dataset called Near Infrared Visible Light
Database (ND-NIVL) consisting of visible light and near-
IR face images with accompanying baseline performance
for several commercial matchers.

1. Introduction
Although the performance of face matchers has im-

proved greatly over the years, dealing with the effects of
varying illumination is a continuing difficulty. A method
demonstrating some success with this problem is the use of
Near Infrared (NIR) light images. By using NIR light to
capture images, the lighting on the face can be controlled
and is less affected by other lighting in the environment.
NIR illumination is also used in surveillance for both reg-
ular and low-light situations. NIR face images captured by
these surveillance systems would be matched against visi-
ble light images in existing face databases. One problem
encountered when using NIR light images for face match-
ing is that most existing face galleries consist exclusively
of visible light images. This motivates the matching of

faces images across different modalities. In the literature
this is typically referred to as heterogeneous face match-
ing. Although heterogeneous matching may refer to match-
ing across other modalities, this paper will address NIR and
visible light (VIS).

One method used to assist in matching NIR to VIS im-
ages is to perform pre-processing on images of both modal-
ities in an attempt to transform them into images in which
the illumination spectrum does not as overtly influence face
appearance. Various pre-processing techniques have been
proposed as effective means for matching NIR to VIS im-
ages. This paper is the first to demonstrate the effects of
these common techniques on the performance of existing
commercial matchers. Furthermore, this paper is the first to
document the impact of extracting the red plane from the
color images and using it in matching which results in con-
sistently better accuracy with commercial matchers. This
indicates that the commercial matcher performance levels
used for baseline comparison in [4] and [11] are lower than
necessary. Compared to previous papers in this area, this
paper considers a larger number of pre-processing tech-
niques as well as a larger number of commercial matchers.
Lastly, this paper provides a new dataset of NIR and VIS
images (ND-NIVL) as well as baseline performance results
on this database for several existing commercial matchers.

2. Literature Review
There are three general categories of approach to het-

erogeneous face recognition: Face normalization, feature
extraction, and subspace learning [6]. Papers on subspace
learning include Lei et al. [6], Zhu et al. [17], Lin and Tang
[10], and Lei and Li [5]. Those focusing on feature extrac-
tion include Yi et al. [16], Liao et al. [9], and Klare and
Jain [4]. As we are using commercial matchers and do not
have direct control over the feature extraction and learning,
we focus on the face normalization step.

Various pre-processing techniques have been used to
normalize the face images and reduce the differences in ap-



Paper Datasets Used Pre-Processing Techniques
Used

Commercial Match-
ers Used

Lei et al., 2012 [6] CASIA HFB extended None None
Zhu et al., 2012 [17] CASIA HFB None None
Yi et al., 2009 [16] MBGC 2008 portal chal-

lenge data
Laplacian of Gaussian filter None

Lin and Tang, 2006 [10] Own in-house data None None
Liao et al., 2009 [9] CASIA HFB Difference of Gaussian None
Lei and Li, 2009 [5] CASIA HFB None None
Klare and Jain, 2010 [4] CASIA HFB None Cognitec FaceVACS
Goswami et al., 2011 [2] Cross Spectral Dataset Sequential chain retinex,

self-quotient
None

Bourlai and Cukic, 2012 [1] Own in-house data Contrast limited adaptive
histogram equalization,
retinex, self-quotient,
difference of Gaussian

None

Maeng et al., 2013 [11] CASIA HFB, LDHF-DB Histogram Equalization,
Gaussian smoothing

Cognitec FaceVACS,
PittPatt

Table 1: Papers using various techniques for heterogeneous face matching

pearance. Goswami et al. [2] use sequential chain, retinex
and self-quotient pre-processing techniques. Bourlai and
Cukic [1] use contrast limited adaptive histogram equaliza-
tion, retinex, self-quotient, and difference of Gaussians fil-
tering. Maeng et al. [11] use histogram equalization and
Gaussian smoothing as pre-processing techniques, but the
paper focuses on the effect of distance on heterogeneous
face matching.

Table 1 shows the dataset, preprocessing techniques and
commercial matchers used in each prior paper examined.
The only papers found that give results for commercial
matchers are [4], which compares the accuracy of its custom
heterogeneous matcher with that of the Cognitec FaceVACS
matcher, and [11], which compares against the accuracy
of Cognitec FaceVACS and PittPatt. We found no papers
that look at the effects of pre-processing techniques used
in combination with existing commercial matchers. Also,
we found no papers that consider simply extracting the
red plane from the visible light images as a pre-processing
technique. The motivation for using only the red plane is
that, of the RGB planes, it is closest to the near-IR wave-
length. Thus, in that sense, the red plane image should have
greater similarity to a near-IR image than does the RGB or
grayscale image.

Only a few NIR/VIS face databases have been made
available to the research community. The CASIA HFB
[7] database was made available in 2009 with 100 subjects
and then expanded in 2010 to 5097 images of 202 subjects.
In 2013, a new CASIA database was released to replace
the HFB database and facilitate future research [8]. This

Figure 1: Example images from the ND-NIVL. (a) Visible
light image taken fall 2011. (b) Near-IR light image taken
fall 2011. (c) Visible light image taken spring 2012. (d)
Near-IR light image take spring 2012.

database consists of 17580 images of 725 subjects. Of the
725 subjects, 14 appear in multiple sessions. Each image in
the database is 640x480 pixels. The images contain varia-



Figure 2: Examples of pre-processing techniques used

tions in pose, expression, eyewear, and distance. The CA-
SIA HFB database is (at the time of writing) the most com-
monly used database for the heterogeneous NIR to VIS face
matching problem.

Another available NIR/VIS face database is the LDHF-
DB [11]. This database has 1600 images of 100 subjects.
All images were taken during a single session. The images
contain variations in distance ranging from 1m to 150m.
The images have a resolution of 5,184x3,456.

The Cross Spectral Dataset [2] consists of 4189 images
of 430 subjects and contains variation of pose. Although
the paper states that the dataset is available to the research
community, we were informed by the authors that it is not
being distributed.

Our ND-NIVL dataset is the largest available dataset
with 24605 images of 574 subjects. Of the 574 subjects
402 appear in multiple sessions. The NIR images have a
resolution of 4770x3177 and the visible light images have a
resolution of 4288x2848. This makes ND-NIVL the largest
database of high-resolution NIR and VIS images.

3. Dataset and Experimental Method

The dataset used for this paper (ND-NIVL) was col-
lected over the course of two semesters (fall 2011 and spring
2012). All data were collected under the terms of a protocol
approved by the institution’s human subjects institutional
review board. The VIS images were collected using a Nikon
D90 camera. The Nikon D90 uses a 23.6x15.8 mm CMOS
sensor and the resulting images have a 4288x2848 resolu-
tion. The images were acquired using automatic exposure
and automatic focus settings. All images were acquired un-
der normal indoor lighting at about a 5-foot standoff with
frontal pose and a neutral facial expression.

The NIR images were acquired using a Honeywell
CFAIRS system. CFAIRS uses a modified Canon EOS 50D

camera with a 22.3x14.9 CMOS sensor. The resulting im-
ages have a resolution of 4770x3177. All images were ac-
quired under normal indoor lighting with frontal pose and
neutral facial expression. NIR images were acquired at both
a 5ft and 7ft standoff.

The dataset contains a total of 574 subjects. There are
a total of 2,341 VIS images and 22,264 NIR images from
the 574 subjects. A total of 402 subjects had both VIS and
NIR images acquired during at least one session during both
the fall and spring semesters. Both VIS and NIR images
were acquired in the same session, although not simultane-
ously. One VIS image was acquired per subject per session.
Around 10 NIR images were acquired per subject per ses-
sion. Figure 1 shows example images from the dataset. For
the experiments in this paper, the NIR images were resized
to 720x480 and the VIS images were resized to 480x721.
The inter-ocular distance still varies between images. For
each commercial matcher, two matching experiments were
performed with various pre-processing techniques used be-
fore each. The first experiment matched NIR images from
the spring 2012 acquisitions against the VIS images from
fall 2011. The second experiment matched NIR images
from the fall 2011 acquisitions against the VIS images from
the spring 2012 acquisitions.

The following pre-processing techniques were per-
formed on the cropped face images prior to template extrac-
tion and matching. Then INface toolbox v2.0 for MATLAB
[14][13] was used for each pre-processing technique after
extracting the red channel. The default parameters were
used for each function. Figure 2 shows examples of each.

• Red - the red channel is extracted from the VIS image.
The motivation behind this technique is to select the
color channel closest in wavelength to infrared. We
know of no previous work that looked at the perfor-
mance of commercial or custom-built matchers using



the red plane as the visible light image.

• Histogram Equalization - Histogram equalization is
applied to the red channel of the VIS image as well
as to the NIR image. The motivation behind this is to
normalize the images toward the same contrast distri-
bution. This pre-processing step was investigated in
[11] for use with their custom-built matcher.

• CLAHE - Contrast Limited Adaptive Histogram
Equalization is applied to the red channel of the VIS
image as well as to the NIR image. The motivation
here is to flatten the intensity values independently
for different regions of the image [12]. This pre-
processing step was investigated in [1] for use with
their custom-built matcher.

• SQ - Self-Quotient is applied to the red channel of the
VIS image as well as to the NIR image. Self-quotient
normalizes each pixel by the average value in the re-
gion [15]. This pre-processing step was explored in
[2] for use with their custom-built matcher.

• Retinex - The Retinex operation is applied to the red
channel of the VIS image as well as to the NIR im-
age. The Retinex operation compresses the range of
intensity values of an image [3]. This pre-processing
step was examined in [2] for use with their custom-
built matcher.

• DoG - The Difference of Gaussian filter is applied to
the red channel of the VIS image as well as to the NIR
image. DoG filters out low frequency components of
an image. This pre-processing step was investigated in
[9] for use with their custom-built matcher.

4. Baseline Performance of Commercial
Matchers

Of the 24,605 images in the ND-NIVL dataset, commer-
cial matcher #2 was able to create a template 96.74% of
the time. Commercial matcher #1 was able to create a tem-
plate for 97.49% of the images, and Cognitec FaceVACS
performed the best with a template yield of 99.97%. Fig-
ure 3 shows the resulting ROC curve for NIR to VIS match-
ing and NIR to red plane matching for each commercial
matcher for the first experiment; Figure 4 shows the same
for the second experiment. In both cases it can be seen
that matching NIR images against the red plane VIS im-
ages offers an improvement over simply matching the NIR
images against the raw VIS images for each commercial
matcher. The figures also show that Cognitec FaceVACS
significantly outperforms the other two commercial match-
ers on this dataset.

Figure 3: 2011 NIR vs 2012 VIS and red plane image ROC
curves

Figure 4: 2012 NIR vs 2011 VIS and red plane image ROC
curves

5. Evaluation of Pre-Processing Operations

In addition to the red plane pre-processing, the other
pre-processing techniques mentioned in section 3 were also
used. These techniques have been shown to be useful with
matchers developed in-house. However, when applied prior
to use of commercial matchers there is a cost in the number
of templates that are able to be generated.

Table 2 shows the number of templates that were
generated by each commercial matcher under each pre-
processing technique. As can be seen in the table, Cog-
nitec FaceVACS is able to extract templates without issue
for most of the pre-processing techniques with the excep-
tion of Retinex and DoG. However, commercial matcher



Matcher Red Retinex DoG Histeq SQ CLAHE
Commercial matcher #1 97.49% 63.45% 1.19% 0% 0% 61.50%
Commercial matcher #1* - 63.91% 1.07% 67.30% 92.67% 62.40%
Commercial matcher #2 96.74% 11.32% 0.56% 91.52% 67.12% 66.33%
Commercial matcher #2* - 6.15% 0.08% 73.93% 69.20% 53.98%
Cognitec FaceVACS 99.97% 86.26% 11.78% 99.95% 99.86% 99.62%

Table 2: Percent yield for template extraction for each commercial for various pre-processing technique
* Indicates that the pre-processing was done before the faces were cropped from the original image instead of after

#1 and commercial matcher #2’s template yield is signifi-
cantly impacted by all techniques other than red plane. To
see if the template yield for commercial matchers #1 and #2
could be increased, we repeated the experiments with the
pre-processing techniques applied before the face images
were cropped from the original images instead of afterward.
This improved the yield in some instances, but decreased it
in others. The only pre-processing technique to yield a rea-
sonable number of templates for each commercial matcher
is red plane extraction.

Figures 5 and 6 show the ROC curves using each pre-
processing technique for the most accurate commercial
matcher. Since the number of templates extracted for each
pre-processing technique differs, these ROC curves are
not directly comparable. The ROC curve for retinex pre-
processing appears to have high accuracy, but since a tem-
plate was only created for 86.26% of the face images, it
should not be compared to those pre-processing techniques
that have over 99% template yield. Of the other techniques,
red plane, histogram equalization and self quotient were the
highest performing and all resulted in an improvement over
matching the NIR images to the raw VIS images.

Results were also obtained for Cognitec FaceVACS
where the pre-processing was applied prior to the faces be-
ing cropped from the image. Figure 7 shows said results.
Only the pre-processing techniques that provided high tem-
plate yields are shown. Again, we can see that red plane
performs best. The other techniques perform similarly to
when pre-processing is performed after the face is cropped
from the image with the exception of histogram equaliza-
tion. In this case, when histogram equalization is applied to
the red plane of the whole image instead of just the cropped
face, the faces tend to be washed out. This explains the rel-
ativity poor performance of histogram equalization in this
case.

In order to see if the results could be improved fur-
ther, fusion was performed across commercial matchers
and across pre-processing techniques. As all commercial
matchers tested performed well with red plane images, fu-
sion of those results were performed. Figure 8 shows mean
score fusion of the three commercial matchers using the red
plane images. All scores were min-max normalized before

Figure 5: 2011 NIR vs 2012 pre-processed VIS image ROC
curves for Cognitec FaceVACS. Ret and DoG should not be
directly compared to others due to low template yield.

Figure 6: 2012 NIR vs 2011 pre-processed VIS image ROC
curves for Cognitec FaceVACS. Ret and DoG should not be
directly compared to others due to low template yield.



Figure 7: 2012 NIR vs 2011 pre-processed VIS image ROC
curves for Cognitec FaceVACS where pre-processing was
performed prior to the faces being cropped

Figure 8: ROC curves comparing mean score fusion of the
three commercial matchers to Cognitec FaceVACS

fusion. As can be seen in figure 8, there is an improvement
in the resulting ROC curve when fusing the results of the
three matchers.

Fusion across pre-processing techniques was performed
using the Cognitec FaceVACS matcher and the red, his-
togram equalization, self quotient, and CLAHE pre-
processing techniques. The other pre-processing techniques
were not considered due to poor yield for template extrac-
tion. Figure 9 shows the results of max score fusion of the
four pre-processing techniques compared to the results us-
ing only red plane images. Again, the fusion provides a
slight improvement over the non-fusion results.

Figure 9: ROC curves comparing max score fusion of four
pre-processing techniques to red plane only

6. Conclusions

This paper is the first to show the effects of various
pre-processing techniques on the results from commer-
cial matchers when performing heterogeneous NIR to VIS
matching. We have shown that comparing NIR images to
red plane VIS images gives better results than comparing
NIR images to VIS images when using commercial match-
ers, and that the resulting improvement in accuracy is com-
parable to that of other common pre-processing techniques.
Previous work on NIR-VIS face matching has not evalu-
ated the effect of using the red plane from visible light im-
ages versus using the full color images. Furthermore, pre-
processing techniques can significantly impact the ability
of commercial matchers to produce templates, and the de-
gree to which this is the case depends greatly on when the
pre-processing is performed. Of the commonly used pre-
processing techniques, only red plane produces a reasonable
number of templates for each commercial matcher.

Given these results, this paper establishes a rigorous
baseline against which future custom NIR to VIS matchers
should compare themselves. Future NIR to VIS matching
techniques should be compared to the results of matching
NIR against red plane VIS images with Cognitec FaceVACS
or an equally high-performing commercial matcher in order
to demonstrate a practical improvement.

We have also provided a baseline for heterogeneous
NIR to VIS matching on multiple commercial matchers on
a newly available dataset, and have shown that Cognitec
FaceVACS outperforms commercial matcher #1 and com-
mercial matcher #2 on this dataset. This has only been done
before with two commercial matchers by Maeng et al. [11].

Lastly, multiple previous papers have described NIR-



VIS databases, but many are not available [10][2][1], have
single session data only [11], or have lower resolution im-
ages [8] than the dataset we provide. ND-NIVL as de-
scribed in section 3 is available and has in fact already been
distributed to one other research group. For details on ob-
taining the ND-NIVL dataset please refer to the following
website: http://www3.nd.edu/ cvrl/CVRL/Data Sets.html.
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[13] V. Štruc and N. Pavešić. Gabor-based kernel partial-least-
squares discrimination features for face recognition. Infor-
matica, 20(1):115–138, 2009.
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