Finite-Gain L, Stability in Distributed Event-Triggered Networked Canitr
Systems with Data Dropouts

Xiaofeng Wang and Michael D. Lemmon

Abstract— This paper studies event-triggered networked con- Asynchronous transmissions were considered in [3]. This
trol systems. Event-triggering has an agent broadcasts its work derived bounds on the maximum admissible time
sampled state to its neighbors only when its local error sigll interya| (MATI) that a message can be delayed while still
exceeds a given threshold. We provide a sufficient condition Lo - .
for the existence of “local” events such that the resulting maintaining closed loop system stability. It led to scheuyl
networked control systems isC, stable. By “local”, we mean Methods [4] that were able to assure the MATI was not
that each agent's events are only associated with its own st violated. Further work was done in [5], [6] to tighten bounds
information. Based on this condition, we propose a distribted  on the MATI. All this work confined its attention to control
scheme for each agent to design its local events, using limea 504 natwork buses where centralized computers are used to
matrix inequalities. This scheme applies to linear systemand . . . L .
the resulting event-triggered system is finite-gainZs stable. coordinate th.e information transmlsspn with some proigco
Moreover, we consider data dropouts in networked control However, in all of the aforementioned work, the com-
systems and propose a distributed method that enables each putation of the bounds on the MATI and the execution of
agent to locally identify the maximal allowable number of its  the protocols must be done in a highly centralized manner,
successive data dropouts without loss of the system stalyli which is impractical in large-scaled systems as we mentione
before. Moreover, because the MATI is computed before the
system is deployed, it must ensure adequate behavior over a

Networked Control Systems (NCS) have received a lot afiide range of possible input disturbances. As a result, the
attention these days. In such a system, numerous subsystevi?sT| may be conservative. Consequently, the bandwidth of
(also called “agents”) that are physically coupled togethehe network will be higher than necessary to ensure that the
exchange information through a real-time communicatioMATI is not violated. These limitations suggest a great need
network. Specific examples of NCS include electrical powefor distributed approaches to address this timing issue in a
grids and transportation networks. The networking of aantr way that enables the NCS to use network bandwidth in an
effort in NCS can be advantageous in terms of lower systegxtremely frugal manner.
costs due to streamlined installation and maintenance.cost Recently, decentralized event-triggering feedback sesem

The introduction of communication networks, howeverwere proposed in [7] and [8] for asymptotic stability of
raises new challenges. With a real-time network, the continear and nonlinear systems, respectively, where an agent
munication media is customarily accessed in a mutuallyroadcasts its sampled state to its neighbors only when its
exclusive manner. In other words, only one agent can trancal error signal exceeds a given threshold. Most recently
mit its information at a time. Moreover, data has to bean implementation of event-triggering in sensor-network
transmitted in a discrete-time manner instead of contisuouwas introduced in [9]. As mentioned in [10], [11], event-
time. Therefore, one important issue in the implementatiotmiggering can dynamically adjust the task periods aceaydi
of such NCS is to identify the transmission decision logicso the variation in system states. This makes it possible to
that can provide guarantees on overall system performangeduce the frequency with which subsystems communicate

Early work analyzing scheduling of real-time networkand therefore save network bandwidth.
traffic was presented in [1]. However, the impact of com- This paper studies event-triggered NCS with finite-gain
munication constraints on system performance was not bestability. We first provide a sufficient condition for the exi
addressed in these works. [2] noticed the harmful effedi®f t tence of “local” events such that the resulting event-eiggl
communication delay on the system stability and consideredCS is £, stable. By “local”’, we mean that each agent'’s
the one packet transmission problem, where all of the systegwents are only associated with its own state information.
outputs were packaged into a single packet. As a resuBased on this condition, we propose a distributed scheme
agents in the network do not have to compete for channi&r each agent to design its local events, using linear matri
access. One packet transmission strategies, however, usmequalities (LMI). This scheme applies to linear systems
supervisor to summarize all subsystem data into this singénd the resulting NCS is finite-gaifl, stable.
packet. As a result such schemes may be impractical for Another contribution of this paper is its consideration
large-scale systems. of data dropouts that always happen in real-time network,

but were not considered in [7], [8], [9]. Unlike the prior
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maximal allowable number of its successive data dropouts equation (3),x = (z¥,-- 22T, u = (u¥,--- u%)T,
(MANSD) with the guarantee of NCS, stability. We use w = (wf,---,wk)?, and

an example to illustrate the method to compute MANSD as T Ay o A By - 0
well as the distributed event design procedure. A= .. Be=| - o o |,
The paper is organized as follows: section Il formulates Ayt - Any 0 --- By
the problem; a sufficient condition for the existence of loca -
events is presented in section |lI; a distributed eventgtesi Koo Ky Cr e 0
scheme is proposed in section IV; Section V discusses o= - O= e
Ky1 -+ Kpyn 0 --- Cu

data dropouts in event-triggered NCS; Simulation resuls a L

presented in section VI; Section VII draws the conclusiongvhere A;; =0 if j ¢ D; andK;; =0 if j & Z;.
Definition 2.1: The system in equation (3) is said to be

finite-gain Lo stable fromw to x with an induced gain less
than~ if there exist non-negative constant@andé such that
Consider a distributed NCS containingsubsystems (also 00 1 o0 1
called “agents”). LetNV" = {1,2,--- ,N?gZi 633\/ denétes UO Hx(t)”%dt) s (fo Hw(t)||§dt)2 +¢ @)
the set of agents that agentcan get information from; for anyw € Lo.
D; ¢ N denotes the set of agents that directly drive agent The objective of this paper is to develop distributed event-
i's dynamics;U; € N denotes the set of agents that carifiggering schemes to identify the broadcast release tiroe s
receive ageni’s broadcasted informatior§; € A denotes that the NCS defined in equation (2) is finite-g#in stable.
the set of agents who are directly driven by agénkiere 1. L ocAL EVENT DESIGN
’L'QZiUDiUUiUSi.
The state equation of thgh agent is

Il. PROBLEM FORMULATION

In this section, we propose a centralized approach to
design local events for agents that are used to trigger the
(1) :Aiil'i(t)'i‘Biui(t)'i‘zjeDi Ay (1) + Crwi(t) _broat_jcast. Linear Matr?x Inequalities (LMI) are _used to
wilt) = Kuzi(t) + Yy Koy (1), |d_ent|fy the pargm_et_ers in those events. The re_sultmgteven

JeL 1) triggered NCS is finite-gaitf, stable, as shown in theorem
3.1. We usgS| € N to denote the number of the elements
in a given sets, || - ||» to denote2-norm of a vector, and - ||
to denote the matrix norm.
Theorem 3.1:Consider the NCS in equation (3). Assume

wherezx; : R — R” is the state trajectory of agent u; :
R — R™ is a control input andy; : R — R! is an exogenous
disturbance function inC, space. To simplify the analysis,
we assume that the states/inputs/disturbances of thesagent ; - - ) NI
have the same dimension. The results in this paper can E?@J;{?ez\j ex%ﬂggsmv_e-ld;flmte Eatrlcﬁsﬁ e R
easily extended to the case where the dimensions of agerft§¢ "Vi» i € 0= 1,2, N such that
state§/inputs/disturl?ances are different from each other P(A+BEK)+ (A+ BK)TP + %PCCTP <-Q ()
This paper considers a real-time implementation of this g

distributed NCS. In such a system, agérgan only detect Q- PBKM'KTBTP>W (6)
its own stateg;. If the local error signal exceeds some given P,Q,M;,W; >0, (7)
threshold, which can be detected by hardware detectors, . )
agenti will sample and broadcast its state information td10ld: WhereM = diag{M;}jen and W = diag{W;} jen-
its neighbors through a communication network. Agest | for any i € NV, the inequality
control, u;, at timet is computed based on its neighbors’ —pixl (Wi (t) + el (t) Mies(t) <0, (8)
latest broadcast states (also called “measured statetsif)eat .

( et holds for all ¢ > 0 with somep;, € (0,1), then the

t, denoted ag;(t) € R™. We define the local errat; : R — o = : . :
R by e;(t) = wi(t) — &:(t) ande = (F,---,eL)T. We NCS is fmwlte-galnﬁg stable with an induced gain less than
also assume that there is no delay between broadcasting tf@in; {(1—p:)Ain (W)}

sampled state and applying the updated control inputs to the Proof: Note that, when agent broadcasts its state,
subplants. The control signal used by ageistheld constant €quation (8) will be trivially satisfied since () = 0 at that
by a zero-order hold (ZOH) until one of its neighbors makefime. The well-posedness of equation (8) is established.
another broadcast. This means that agers the following ~ ConsiderV with V(z) = z” Pz at timet. For notational

state equation, convenience, we use, I, e, w, x;, &;, e; to denotex(t),
Z(t), e(t), w(t), x;(t), T:(t), e;(t), respectively.
&i(t) = Aui(t) + Biui(t) + Xje p, Aijz; (1) + Ciwi(t) V = 2T(PA+ ATP)z + 22T PBK# + 227 PCw

ul(t) = Kujz(t) + ZjEZT: KijQA?j (t) .
) <a2"(P(A+ BK)+ (A+ BK)"P + 5 PCC"P)x
v

Therefore, the state equation of the entire NCS is T P
—2x" PBKe+ v*||wl||3

27Qx — 20T PBKe + v2|w|3
27(Q — PBEM'KT"BTP)x + ¢ Me + v*||w||3

(t) = Axz(t)+ Bu(t) + Cw(t)

S —
ut) = Ki(t). 3) < -



Combining equation (6) and the preceding inequality yields IV. DISTRIBUTED DESIGN SCHEME

. In this section, we propose a distributed event design
V < —2TWaz+eTMe++2||wl|32 scheme for NCS. In this approach, each agent is associated
= = a/ Wi+ _ el Mie; +7°|w]3. with a local LMI problem. The feasibility of these local LMI

ieN €N implies the feasibility of the centralized LMI in equation)(
(9) (10), since the solutions to local LMI can be used to

Applying equation (8) into the preceding equation yields construct the solution to the centralized LMI.

Vo< — Z(l — p)xT Wiz + +2||wl|2 Let take a look at agent Assume that
ieN , , , ZiU{i}:{i17i2,~-~,iqi}gj\/,
< —mim{(l—pi)Amin(Wi)}Hxllﬁv [lwll2 Z;UD; U {i} = {iy,--- Vg git1y Jis, CN.

for any ¢ > 0, which is sufficient to show that the NCS in It is easy to see that, = |Z;| + 1 ands; = |Z; U D;| + 1.
equation (2) is f|n|te -gainC, stable with an induced gain Without loss of the generality, we assurme= i.
less than [ | For notational convenience, we define four matrigesc

\/mlnl{(l PI) min(Wi)} nxNs; mxns; mXng; ns; x1
Remark 3.2:Equation (5), (6) can be rewritten as RN, G € R™ e, andK; € R™<M, H € R by

P . S . . nXns;
~P(A+BK)- (A+BK)"P-Q  PC | _, A= (i Aiig, o Ay ) ER™,
crp 'YQIlelN - K; = (Ki,il ) Ki,iw T 7Ki77:si) € Rmxn&a
0 ©) Ky = (Kig, Ky, Kig,,) € R™
- W PBK ‘
|: KTBTp M :| > 07 (10) H, = |: oncz ] c }Rnsixl7

respectively. Therefore, equation (7), (9), (10) form #éne and two functionsF; : R"*" — R7sixnsi and G : R™*" x

matrix inequalities (LMI), which can be used to computep _, pnsixns; by
the desired matrices.
Remark 3.3:We use the violation of the inequality in Fy(P) = [ Pi(Ai + BiK;) ] € Rrsixnsi
equation (8) to trigger agerits broadcast. Notice that this 0
inquality i§ _only associgted withe; (¢) and el-.(t). The Q, 0 0
positive-definiteness ofV; is to ensure the satisfaction of _
. . . O BI 0 ns; Xns;
inequality (8) when broadcasts happen, as shown in the Gi(Qi: /) = | o o ... R -
beginning of the proof. (_)the_rvx_/ise, it may !ead tq continuous 0 0 _ B3I
broadcasts of ageri which is impractical in reality. . ] . ]
Theorem 3.1 shows that we need to fifith. M to With these matrices and functions, we can define the local

&Ml problem associated with agert
Problem 4.1 (Local LMI):Given constantg, 5 > 0, find
P, Q;,W; € R"™*"™ and~; € R such that

construct the local events. It follows immediately that th
matrices{W,},ex and {M;} ;e required in theorem 3.1
always exist, provided that equation (5) holds. This isestat

in corollary 3.4. —F(P) - FI(P) - Gi(Qi:8)  Hi ] (11)
Corollary 3.4: Consider the NCS in equation (2). If equa- HY Yilisg | =
tion (5) holds, then there always exist positive definite 1S UULIBI W, PBK
matricesWV;, M; € R™*", i € N satisfying equation (6). { Qi —| f{TBEPn»X” 51 ] >0, (12)
i A ngi Xng;

Proof: Because > 0, there must exist a positive

constant € (0, \min(Q)). It is easy to verify that Py, W; > 0,7 >0. (13)

Here is the distributed event design procedure for NCS.

W; = elpxn and M; = mjnm Distributed Event Design Procedure (DEDP)
Amin(@) — € 1 Selects, 5 > 0;
satisfy equation (6), (7). = 2 For subsystem,

Theorem 3.1 presents a method to design local events (1) Solve problem 4.1 fo#;, Wi, Q; and;;
and corollary 3.4 shows the existence of these events. As (2) Design the broadcast-triggering event:
mentioned in remark 3.2, equation (5), (6), (7) in theorem —pix] (Wi (t) + 61U + 1Dles(t)]13 = 0
3.1 can be posed as LMI. However, directly solving this LMI for somep; € (0,1).

for an admissible solution is a highly centralized approach Remark 4.2:In DEDP, two parameters, and 3, are pre-

It may not be suitable for large-scale systems. In fact,ceoti selected and all agents share the samand 5. We will

that in order to design its local event, agérjtist needs to discuss how to select these two parameters later (in coyolla
find the matricedV; and M;. This allows the possibility to 4.6 and 4.7). A more general setup is to pre-select a group of
decentralize the design procedure. In the following sectio parametergd;} ¥, and {3;} Y. For anyi € N/, agenti is

we will further discuss the distributed design scheme. associated with a pair @b;, ;). In that case, the definitions



of F; and G; as well as equation (12) have to be changethen there always exists a positive constéinte R*, such
slightly. So does the structure of local events. These abmnghat for anyd > §*, the LMI in problem 4.1 is feasible.
will not affect the main results in this paper. To outline the  Proof: Equation (15) implies that there exists a positive
main idea, we just use two parameters. definite matrix@; € R"*"™ such that
The following theorem shows that using DEDP, the result- T
ing event-triggered NCS if, stable. Fi(Py) + Fi (P) + Gi(Qi;8) <0 (16)
Theorem 4.3:Consider the NCS in equation (2). Assume Qi — |Si UU;|Blnxn >0 (17)
that for any: € A/, the local LMI in problem 4.1 is feasible
andP;, Q;, W; € R"*" and~; € R are the solutions. If for
anyi € N, the inequality

Since equation (16) holds, we know that there always
exists a positive constanf € R such that for alky; > ~7,
equation (11) holds.

—pixl (OWizi (t) + 5(|U;| + 1) ||es (1) |13 < 0, (14) Equation (17) implies that there exists a positive definite

H 5 nxn
holds for all ¢ > 0 with somep;, € (0,1), then the matrix W; € R such that

NCS is finite-gainl. stable with an induced gain less than Qi — |S; UU;|BLuxn —W; >0 (18)
max; {7}
V/ming {(1—pi) Amin (W)} which suggests that there always exists a positive constant

Proof: Notice that the inequality still holds when §* € R* such that for alls > &+, equation (12) holds. m

we expand the matrices in equation (11) intdV x nN Corollary 4.6 suggests that must be large enough to

dimension by appropr_iatgly add?n_g Z€ro. Summing bOth. Sid%ﬁlarantee the feasibility of the local LMI, provided eqoati
of the expanded matrix inequalities yields the satisfactid (15) holds. We still need to know how to selegt In the

equation (9) and therefore equation (5) with following corollary, we show that the satisfaction of eqaat

P = diag{Pi}ij\;p v = max{\/7;} (15) is independent of the selection 6f
. ! N Corollary 4.7: If there exist a positive-definite matrix
Q = diag{Q; — |5; U Ui|Blnxn}ity P; € R™" and a positive constarit € R such that equation

whereQ; — |S; UT;|8T,x, > 0 holds due to equation (12). (15) holds, then for anyj > 0, the pair 5F; and 3 also
Similarly, we canshow the satisfaction of equation (6) withsatisfies equation (15).

, N . N Proof: This can be easily proven by the definitions of
W =diag{W;},;",, and M = diag{é(|U;| + 1) Lxcn }iq- F andG;. -

Since the hypotheses in theorem 3.1 are satisfied, we con-Reémark 4.8:Corollary 4.7 means that the existencefof
clude that the NCS is finite-gaifi, stable with an induced Ssatisfying equation (15) is independent of the valugiofs

gain less than max; {v/Fi} _ m !0 the existence of events, we just need to arbitrarily pick a
min; {(1—pi) Amin (Ws)} iti i i
Remark 4.4:Since the two parametetsand 3 are pre- positive constang in the first step of DEDP.
selected, the local problem associated with ageminly V. DATA DROPOUTS

requires the information on agefis system dynamics. To
design the local events, agents do not have to know otthr
agents’ information. So the design scheme is distributed.

In the previous sections, we did not consider data dropouts.
other words, whenever a broadcast release is triggdred, t
Remark 4.5-The dimensions of the matrices in the Ieft_agent will sample and transmit its local state to its ne|ghbo.
hand side of LMI in equation (11) and (12) afes; + 1) x successfull_y. Datg dropouts, however, frequently happen i

4 ‘ NCS. In this section, we study the NCS with data dropouts.
(ns; +1) and (ng; + n) x (ng; + n), respectively. They are . : ; ;

. : . ; In particular, we consider the networks in which the agent
much smaller than the dimensions of the matrices in the. - o . _
: . L ; Wwill not be notified when transmission fails. An assumption
left-hand side of LMI in equation in (9) and (10), which '€ that data dropouts only happen when the sampled states
(nN+IN)x (nN+IN) and2nN x 2nN, respectively. Even P y happ P

d . re sent to the controllers through the network.
whens; = ¢; = N, which means that each agent is couple
: . In such a system, when the hardware detector located at
with all other agents, the local LMI still has a smaller scale

One thina worth mentioning is that althouah the dimensioﬁgenti detects the occurrence of the local event, the local
9 9 9 tate will be sampled and ready to be transmitted to its

of the local LMI is smaller, conservativeness is introduced . .
since matrices® and Q are restricted to be block diagonal neighbors through the channel. At the same time, the event
"will be automatically updated frorh to &+ 1 with the newly

As shown in theorem 4.3, the feasibility of local LMI o .
) . . sampled state. Once the transmission fails, the contsoller
determines the existence of local events. To ensure the feas.

bility, the selection o, 3 is very important. The following will not receive the sampled state and, therefore, the obntr

: - . - inputs will not be updated. Notice that in this case, thelloca
corollary provides a sufficient condition for the feasityilof . .
local LMI. event is updated, but the control inputs are not.

Corollary 4.6: Consider the NCS in equation (2). For anyal Inrot:(?h fggwe'?]gbfézczzz'ﬁ na; \e,:vnet t% rolgléjae” a dgztrrrfil;f(ihe
i € N, if there exist positive-definite matrice® € R"*" PP 9 y

such that maximal allowable number of successive data dropouts
(MANSD) of that agent with the guarantee of stability of
Fi(P)+ FiT(Pi) + G;i(|S; UU;|BInxn; B) <0 (15) the NCS. The idea is to have events happen earlier than the



violation of the inequality in equation (14) so that even iffor all ¢t € [7’] T +1) Sincet is arbitrarily selected over

some data is lost, equation (14) can still be satisfied.

[bi,b%. 1), equation (26) holds for all € [bi, bi . ;).

Before we introduce the results, we need to define two di+1

different types of broadcast release: the triggered releas

i, and the successful releadd, r’ is the time when

the jth broadcast of agenitis released but not necessarilythat (1 + 2

transmitted successfully is the time when theith suc-
cessful broadcast of agents released. Obviouslyb: }7°
is a subsequence dfr;}52,. Notice thati;(t) = :cz(bk)

By equation (21), we know thatl + 2 -1< =

So there must be a positive constant e (0,1) such
o -1<2< U— holds. Combining this
inequality W|th equation (26) yieldge;(t)[2 < £tz (t)|2

with «; € (0,1) for all t € [b,b; . ). Since the hypotheses
in theorem 4.3 are satisfied, we conclude that the NCS

for all ¢ € [b},, ;). For notational convenience, we defingjs finjte-gain £, stable with an induced gain less than

el R — R™ asé](t) = x(t) — x(r) for t € [rf,rl ).

maxi{v/7,} =

Theorem 5.1:Consider the NCS'in equation (2). Assumey/@ini {(1—r:) dmin (Wi)}°

that for anyi € NV, the local LMI in problem 4.1 is feasible.

If for any i € N, the next broadcast release timé, |, is
triggered by the violation of

—pillzi(®)]]2 + illé] (t)l|2 < 0, (19)
for somep; € (0,1), where

and the largest number of successive data dropdyts,Z,
satisfies
i < log(, 10y (1+2)-1

then the NCS is still finite-gairf, stable.
Proof: For notational convenience, we assubie=
o <1 < <rh < Ty = bl over[br, by, ).
Notice that for anyt € [b,b} ), there must bej €
{0,1,---,d;} so thatt € [}, r?,,). Consider||e;(t)]|» over

the time mterval[rj,r]H)

lei(®)ll2 = [l:(¢) - i (b) 2
<X -0 o lzi(rpr) = @i(rp)llz + i (t)

Zp: 1€} () 12 + 167 ()12

holds forvt € [, 7%, ).

(21)

— i (rh) 2

Remark 5.2:By equation (21), we know that each agent’s
MANSD can be identified locally, depending on the selection
of p;. If agenti wants its MANSD to be largep; must
be small. In general, however, small will result in short
broadcast periods’«KJr1 — r;'-). Therefore, there is a tradeoff
between the MANSD and the broadcast period.

VI.

This section presents simulation results demonstrating
the decentralized event-triggering scheme. The systearund
study is a collection of carts, which are coupled together
by springs (figure 1). Théth subsystem state is the vector
z; = [y ¥ |° wherey; is theith cart's position. We
assume that at the equilibrium, all springs are unstretched

The state equation for thih cart is equation (2), where

SIMULATIONS

0 1 0
0 0 1

In the preceding equation, we hawe = 5 is the spring
constanty; = uy =1l andy;, =2fori=2,--- /N — 1.
Also v;; = 1fori ¢ {1,N} andj € {i — 1,i+ 1} and

Applying equation (19) into the preceding equation yields

lei®)ll2 < 32020 2 llwi(rp )l + Zllza®l: (22)

i g-+1) and allj =0,1,---,d;.

For anyt € [}, ), ](t)ll2 = llzs(t) — 2i(r)]2 <
Bl (t) |2 holds Therefore, we have

forall ¢t € [ri,r

Jestrilla < (14 2) llai(®) - (23)
Similarly, we have
sl < (14 2) lnitrina)l: - (24)

forp=0,1,2,---,j — 2. Equation (23), (24) imply that

) \J—P
Jostri el < (14 2) 7 Jai®)le

forp=0,---
1,
lles()ll2 < >20=p &

<((1v)"-

(25)

(1 n g—i)jip
1) l:(t)»

|2 ()2 + £

z;(t)||2

(26)

,j— 1. Applying equation (25) into (22) yields

Vig = VUN,N-1 = 1. Otherwise,yij =0.
Uy Us

TR WL
////// /

Fig. 1. Three carts coupled by springs

The control input of subsysternis
u; = Ky + K181 + Ki i1 &g,
WhereK11 = Kyny = [ —4 —6 ], K;; = [ 1 -6 ] for
i=2,---,N-1,andK;;, 1 = K; ;41 = [ =5 0 | except
thatKw = KN,NJrl =0.
We considered the case wiffi = 3. We setd = 100 and

8 = 1. Local LMIs were solved using MATLAB toolbox.
With p; = 0.2 for i = 1,2, 3, the triggering events are

el(t)|] =0, fori =1,3
el(t)||2 =0, fori =2

—0.2|z;(t)[|2 + 2.31]]
—0.2]|z;(t)]]2 4 3.04]|

according to equation (19) and the MANSDs for agents are
all 3 according to equation (21). In the following simulation,



we assume that the number of successive data dropout
each agent is equal to that agent's MANSD.
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Fig. 2. State trajectory and successful broadcast periodsar event-
triggered NCS

We ran the event-triggered NCS for 10 seconds witho
disturbances. The initial state, was randomly generated
satisfying||zo||« < 1. The numbers of triggered broadcast

by agent 1, 2, 3 are 244, 303, 231, respectively. The numb
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Fig. 3. Successful broadcast periods versus time in an-¢niggered NCS
with disturbances

This scheme applies to linear continuous-time systems and

the

resulting event-triggered system is finite-gdin stable.

uI\{Ioreover, we consider data dropouts in NCS and propose

a distributed method that enables each agent to locally

of successful broadcasts by agent 1, 2, 3 are 61, 75, 57,

respectively. From the top plot of figure 2, we can see thah] K. G. Shin

the system is asymptotically stable. The successful bamdc

periods b}, — b}) of the agents are shown in the bottom

plot of figure 2 that vary in a wide range. It demonstrate
the ability of event-triggering in adjusting sampling [mef$
in response to variations in the system’s states.

We then ran the system for 40 seconds wikh= 10 and
added an external disturbance into agent 1, whegét)| <
0.1 for ¢ € [3,7] andw(t) = 0 otherwise. The successful

S

(3]

(4]

broadcast periods of agent 1 (cross), 7 (diamond), 10 (dot)
are plotted in Figure 3. We see from the figure that agent 1'ss)
broadcast periods become short when the disturbance comes
in duringt € [3,7]. It is because event-triggering can adjust (6]
the agent’s broadcast periods in response to variatiorsein t

system’s external inputs. Although no disturbance diyectl
comes into agent 7, its periods are also reduced seve

5

seconds after the disturbance comes into agent 1. So are
the periods of agent 10. This is because the effect of th&8l —— “Decentralized event-triggering broadcast ovetwuked sys-

disturbance into agent 1 is passed to each agent, from 1
10. Agent 2 is affected by the changes in agent 1; agent

is affected by the changes in agent 2, and so on. The spatial

distance causes a time delay. Therefore the periods ofs@age

are largely reduced during different time intervals.

VII. CONCLUSIONS

This paper studies event-triggered NCS. We provide
sufficient condition for the existence of local events suwit t
the resulting event-triggered NCS 45 stable. Based on this

é’dentify the maximal allowable number of its successiveadat
ec},[sopouts without loss of the system stability.
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