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Abstract— Microgrids are power generation and distribution Various centralized or distributed optimization algonith
systems in which users and generators are in close proximity have been proposed to solve the OPF problem, including
They usually have limited power generation capacity, and a& network flow approach [6], interior point method [4] [5]
networked together to meet the small area’s load demand . o ! i
area in a cooperative way. This paper considers using an multi-area decomposition [,7] (8] [9], etc. Thgse _algorlthm
event-triggered distributed optimization algorithm to solve the  Usually made the assumptions that communication between
optimal power flow (OPF) problem in microgrids. Under event-  subsystems was not expensive and reliable. This assumption
triggering, each subsystem broadcasts its state to its néigors  however, is not always realistic since one of the first things
when a local error signal exceeds a state dependent thresh- to go down during power disruptions is the communication
old. We develop an event-triggered distributed optimizatbn . .
algorithm for the OPF problem and proves its convergence. network. One W"?‘y around this probl_em is to make use of low
Simulations are done for the CERTS microgrid model using Power ad hoc wireless communication networks that operate
MATLAB/SimPower. Preliminary simulation results show that  independently of the main power grid.
our event-triggered algorithm solves the OPF problem in a di- Ad hoc wireless sensor networks have recently been used
tributed way with relatively infrequent communication between in the reliable operation and control of various civil irdra

gﬁ'g; bh?gﬂg Srgﬁ;%féegsﬁqn:gﬁicg?sgys;iltaeﬁsir:hgxggt?#geg';ﬁ: tructure systems [10][11]. .The nodes in these networks are
algorithms. usually powered by batteries or solar arrays, so they would
unaffected by fluctuations in the main power grid. These
|. INTRODUCTION networks, however, have severe throughput limitations tha
Microgrids [1] [2] [3] are power generation/distribution make it impractical to send a large amount of information
systems in which users and generators are in close proximigcross the network. Moreover, it may be impractical to
This results in relatively low voltage grids (few hundredsend periodically sampled data across the network as the
kVA). Generation is often done using renewable generatighodes in these networks have limited power due to their
sources such as photovoltaic cells or wind turbines. Powégliance on batteries. As a result of these considerations,
generation can also be accomplished through small micrad hoc communication networks can provide a power grid’s
turbines and gas/diesel generators. Storage devices suchc@mmunication infrastructure only if we can greatly linfiet
battery banks represent another important power source famount of information that needs to be transmitted acrass th
microgrids. These units can be used in places such as offizetwork. One way of doing this is to adopt arent-triggered
buildings, parks, homes and battle fields as distributedgnowapproach to information transmission.
sources. They are modular in the sense that, if needed, newEvent-triggered systems are systems in which sensors are
unit can be added to the network in an easy way. All théampled in aporadic non-periodic manner. Event-triggering
microgrids in the network can work in a cooperative way tdas an agent transmit information to its neighbors when some
meet the overal load demand in the network. measure of the "novelty” in that information exceeds a spec-
Active/reactive power dispatch problems have been théied threshold. In this way, the communication network is
research subject of power system community since in thenly used when there is an immediate need. Early examples
early 1960’s. The problem is usually formulated as a@f event-triggering were used in relay control systems[12]
optimal power flow (OPF) problem. The OPF problem [4Jand more recent work has looked at event-triggered PID con-
[5] is an important class of problems in the power industrytrollers [13]. Much of the early work in event-triggered eon
The problem is to determine generator power set points $tl assumed event-triggers in which the triggering thodd$
that the overall cost of power generation is minimized, e/hil were constant. Recently it was shown that state-dependent
respecting limits on the generator’s capacity and trarsioris event triggers could be used to enforce stability concepts
power flow constraints. This paper examines the optim@uch as input-to-state stability [14] of, stability [15]
active power flow problem [4], which we will simply denotein both embedded control systems and networked control
as the OPF problem in the remainder of the paper. systems [16]. There has been ample experimental evidence
[17], [18] to suggest that event-triggering can greatlyuesl
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an application’s use of the communication network. good decoupling between the control of active power flow
The OPF problem is similar to the NUM problem we con-P;; and reactive power flow);;. The active power flow is

sidered in [19]. In this paper, we develop an event-trigderemainly dependent ofl; — ¢;, and the reactive power flow is

distributed optimization algorithm for the OPF problem andnainly dependent ofu;| — |u].

prove its convergence. We use the CERTS microgrid model The DC flow model we are using further assumes that only

[20] as an example to show the effectness of our algorithnthe voltage phaseg;, 6, vary, and that variation is small.

The simulation is done in MATLAB/SimPower and shows\Voltage magnitudesu;|, |u;| are assumed to be constant

that our algorithm solves the OPF problem in a distributedu;| = |u;| = 1 here). In this case, the reactive power flow

way, and the communication between neighboring subsy§;; is negligible, and we are only considering the active

tems is very infrequent. The rest of the paper is organized gswer flow P,;. With the assumptions and simplifications

follows. Section Il formally states the OPF problem. Sattio above, the power flow from nodeto nodej is given by

[l briefly introduces the main components and mechanisms 1

of the CERTS microgrid model. Section IV is the main result P =—(6; —6;) (2)

of the paper, and presents an event-triggered scheme ® solv Lig

the OPF in a distributed way. Simulation and conclusions are The total power flowing into bug, P;, must equal the

in section V and section VI, respectively. power generated by generatominus the power absorbed

by the local load at the bug;, therefore, must equal the the

) ) i ~sum of the power flowing away from ba®n all transmission
This section reviews the DC flow model [21], which|ines. This means

is widely used to characterize a power system’s behavior 1
around the normal steady state operation. It then uses the P, = Z Py = Z —(0; — 0;) (3
DC flow model to formally state the OPF problem, which JEN (D) jen) T
we will solve later in section IV.

The power system can be modeled as a directed graﬁ%

Il. THE OPTIMAL POWER FLOW PROBLEM

hich can be expressed in a matrix form

Consider a connected directed graph = (V,£,A) as P— B0 ()
an abstraction of an electrical power network. The system
consists ofNV buses. For simplicity of discussion, we assumahere P = [Py,...,Py]T, § = [01,...,0n5]7, and B is

that each bus has a local generator and a local load connectigdined as
to it in our model. More general scenarios where a certain TR
bus does not have a local generator or has multiple local ZJ'GN(Z').%-’ =g

loads can be treated similarly without much difficulty.= Bij = —mli].a it e €E, ®)
{v1,...,un} is the set of nodes, and each node represents 0, if e;¢FE

a bus (with a local generator and load). C V x V is

the set of directed edges, which corresponds to the powgriS & singular matrix, which can be thought as a weighted
transmission lines. Suppose the network hés= |€] edges, L@placian matrix [22] of the graph. The weight herd js:;;

and they are ordered, 2, ..., M. An edge from node to O dgec;;. _ .
node; is denoted ag;; = (vi,v;). zi; = ri; + jxy; is the Based on our DC flow model in equation 2, we can

impedance of the transmission line corresponding to edd@rmulate theGeneral OPF problemas follows :

eij. Sincer;; is often negligible compared to,;, we can minimize C(P-) = SN C.(P- 6
assume:;; = 0 in our DC flow model. Suppose the incidence (Fe) = 2.z CilFe.) ©)

matrix [22] of graphG is I, and define a diagonal matrix _ w.r.t Fo (7)

D € RM*M 'whose diagonal entries are the reactance$ subject to: B = Pg — Pr, 8

M transmission lines. Then the weighted incidence matrix P < Pa < Pg (9)
MXN ; i — i - —

A € RM*YV s defined asA = DI. The set of neighbors P<AO<P (10)

of nodes is defined as\V/ (i) = {v; € V|(v;,v;) € £}, and
node: has|N(i)| neighbors. The set of transmission lines Here P = [Pa,, ..., Pay]T is the vector of generated
that leave bus is defined asC(i) = {e;; € £]j € N (i) }. active powers for all generators, aitl = [Py, , ..., Pr,|”

Let S;; = P;; +jQ; denote the complex power flow from is the vector of total local loads for all bused. and B
nodei to nodej, andu; denote the generator voltage at nodexre sparse matrices and have been defined previdRsly:

i. Use the following magnitude-phase representation, {Pg,,-- ,Pay}andPg = {Pg,,--- , Pa,} represent the
(1) lower and upper limits of the generators’ power generating
constraints.? = {P;,--- ,Py} and P = {Py,--- , Py}
and remember the line impedance may be approximated @present the lower and upper limits of the power flows on

zij = jxi;. Under normal operating conditions, the bushe transmission lines. Hetg,, Py, Pz, P andP are known
voltages are about equal;| ~ |u;]). In a similar manner, constants in the problem formulation, amtl and B are

the bus phases are about equal so that the phase differede®wn constant matrices. The objective function in equmatio
0; — 6, is typically small. In this case, there is reasonably represents the total generation cost of all the generators

wi = e,y = fuyle?



and generatoi’s cost of generatings, unit of active power DC Valtage
is usually in the form of

DC voltage

Ci(Pg;) = a; + biPg, + ¢ P, (11) :

whereq;, b; andc; are constant coefficients. The constraint —
in equation 8 is the power flow balance equation. Constraints wi’vffmm
in equation 9 and 10 represent the generation limits of

tching
signals

s

Low Pass Filter 1 sensed feeder

the generators, and power flow limits on the transmission | e curent
lines, respectively. The General OPF problem seeks to find 480V !
the optimal generated active pow&¥ such that the total P
generation cost is minimized, subject to the power flow ZOB\‘V_{/_'_:'Xiiif:;;d(a—na—va:wgei
equation and physical constraints of the generation and — a

transmission systems.

To apply the idea of event-triggered optimization, we need
to reformulate the previous General OPF problem to fit into
the NUM problem formulation and adopt a similar approach
we have used in [19]. This is done by recognizing that the
constraint in equation 9 is a power balance relation thatstantaneous reactive powe}, the voltage magnitudey,
is always maintained within the system. We can thereforgnd the real poweP. These computed values are low pass
remove P¢ as a control variable to obtain the following filtered. The reactive power, and the requested voltage
revised OPF problem E.q are input to they vs E droop controller to determine

o N the desired voltage level. This is compared against the mea-
minimize C(Pg) = >_;—, Ci((BO): + Pr,)  (12) sured voltage level and the outplitis then given to the gate

Fig. 1. inverter-based microsource

w.r.t 0 L (13) pulse generator. Another channel in the controller uses the
subjectto:  Pg— Pr <BY< Pg—Pp (14) measured real power and implements another droop control
P<A)<P (15) that balances the system’s frequency against the requested

power level, P.q. The output of theP vs frequency droop
where (B0); is theith element of B6. Note that the new controller is used to adjust the phase andle, which is
optimization problem is solved with respect to the phasgiso fed into the gate pulse generator. The output of the gate
angle9 instead Ofpg. The revised OPF problem also has thQ)L”SG generator goes direcﬂy into the inverter.

same solution as the General OPF problem. We will solve The action of this controller is, essentially, to mimic the
the revised OPF problem later in section IV using an evengtroop controls seen in traditional synchronous generators
triggered distributed algorithm. This means that if a load begins drawing a great deal of real
power, then the line frequency will “droop” as an indicatér o
) ) ) ) ] _ the extra stress on the system. The controller automaticall
This section briefly describes the CERTS microgrid modgies to restore that frequency to its desired levels. Buillt
and the microsource controller developed by the Universitye ynaple to restore the droop if the power being pulled if the
of Wisconsin, Madison (UWM). A detailed account of hower drawn by the load exceeds the generator's capacity.
the microsource controllers can be found in [20]. Sinceis drop in frequency can be sensed at the load and may
we are using the CERTS microgrid model in our MAT-pe ysed to help decide if the load should disconnect from
LAB/SimPower simulation, the basic operation of the modee microgrid. A similar scenario occurs if the load begins
and the controller is described below. drawing too much reactive power. In this case, there will be
The inverter-based microsource consists of a D.C. SOUrGedroop in the voltage that can again be used by the load
whose outputs are transformed into an A.C. voltage througB determine if it should disconnect from the grid. These
an inverter. The actions of the inverter are guided by groop controllers are well understood and they can be easily
controller that uses sensed feeder currents and voltagesji@rfaced to price-based power control methods through th
determine how best to control the operation of the invertefequested power and voltage set points shown in figure 2.
Figure 1 shows that the output of the inverter is passefhe event-triggered control inputs developed in this paper

through a low pass filter to remove switching transients tQ;jj| interface to this controller through the requested pow
produce a three phase 480V voltage. A transformer then stegg ;.

this down to 208 V (120 volts rms).

The UWM microsource controller is shown in figure 2. V. EVENT-TRIGGERED OPTIMIZATION FOROPF
The inputs are measurements of inverter current, loadg®lta This section develops an event-triggered distributed-algo
and line current. The controller also takes as referenag$np rithm to solve the revised OPF problem in section Il, and
the requested voltage levdl,.,, the requested power setprove its convergence. The event-triggered algorithm can
point Pq, and the desired frequendy., (usually 60 Hz). be easily integrated into the CERTS microgrid model by
The controller takes the measured inputs and computes tignamically adjusting the power set point of each generator

Ill. THE CERTS MCROGRID MODEL



Requested

| voege: e Let us define thehe augmented cost as

Inverter

Current Q J—
) w QusE con€ VY con€
| acsaton |5[ towress L1 Dt | L0 w®, w¥) = > Ci(BY): + Pr) + Y 0y (0:0°) +
i€y J€E

I(r?\e;ixjc)rletz?e Magnitude Low Pass t Voltage Zw; 9 U} + sz 9 w + le 9 w (18)

| Calculation Filter —>|_ control v jEE i€V icV

;) Gate Pulse
. ——> | [ L(9;wE,wY) is a continuous function of for fixed w®

Line mm"’ PCalculation  [—»{ Lo Pess —P’ Prred| and w;. Letve*[k] denote the approximate minimizer of
dequesed | Reauested L(@;_w (K], w [I_c])_. It was shgwnvln [23] that by ap-
Power, Preq frequency, freq proximately minimizing L(¢; w*,w") for sequences of
{wfk]}22,, and {wY [k]}22,, the sequence of approximate
Fig. 2. UWM microsource controller minimizers {0*[k]};>, converges to the optimal point of

the OPF problem. We only require théts$ [k]}72, and
{wY K]}, Vi € &, Vi € V are sequences of transmission
The revised OPF problem is a constrained problem, Whlqme/generator penalty parameters that are monotoneatecre
can be converted into a sequence of unconstrained problefrg to zero.

by adding to the cost function a penalty term that prescribes |nstead of minimizing L(#; w®, wY) for sequences of

a high cost to infeasible points. penalty parameters, we are only considering the problem
Take theA¢ < P constraint for example, we can introduceof minimizing L(6;w®,wY) for fixed w® and w” in this

a slack variables € R* and replace the inequalitié; —  paper. Ifw? andw) are sufficiently small, the minimizer of

ajf>0,Vje& by L(6;w®,w") will be a good approximation to the solution

of the original OPF problem. We should note that in our

T D, L . ; ) . . .
aj0 —Pj+s; =0, 5,20, Vj€& (18)  earlier work in [19], we gave an event-triggered algorithm
Here the vecto! = [A;1,---, A;y] is the jth row of that converges to the exact minimizer of the NUM problem.
matrix A Interested reader can refer to that paper to see how we
Define can decrease the penalty parameters in a distributed way to

1 accomplish that.
$;(6;wF) = min —=(aT0 — P; + s,)° (17) We can search for the minimizer &f(6; w¢,w") using a

5520 2“’35 gradient descent algorithm where
s . . t
where a .penglty. pararr;etera €|s assogatgd with each 0.(t) — _/ Vo L(O(T): wf , w”)dr
transmission lingj and w® = [7w1 e ,wM] is the vector 0

of transmission line penalty parameters.

X for each generatoi € V. The derivative ofL(6;w¢,w")
It is easy to show that

with respect tod; can be shown to be

— 0 if P,—al0>0 v L(@' g .V
(0 ) — ? - J J 7 = 0; W, w )
i (0 w") { s (al0 — Pj)?, otherwise L7
i = Z max{0, —(a; 0 — P;)} Aj;
’LU
Similarly we can define FEL(E) J
1
. 0, if P,—al0<0 + ) min{o, —=(af0— P}y
i (O w”) = sz (aT0 — P))?, otherwise JeL) 7
z '}
_ . _ . + > max{0, (th9 Pc, + Pr,)} B
;v_hlchgcorresponds to the inequality constraitit-a; 6 < 0, KEN()+i wk
jeé.
Defineb! = [By,--- , Bry] as thekth row of matrix B + Z min{0, v (bT9 Pg, + Pr,)} Bk
and letw” = [w},--- ,w| denote the vector of generator kEN (i)+i k
penalty parameters. This gives us + Z VCy(bE0 + Pr, ) By
o 0, if Pg P, —bl0>0 REN()+i
Xk (0;w”) = 55 (070 — Pg, + Pr,)?,  otherwise For each transmission line, let us define
1 —
: — (t) = 0, Tot) - P
for constrainty} 0 — Pe;, + Pr, <0, Vk € V and s (t) max{ w§ o (@ 0 = By}
. 1
v 0, if Pg, —Pr, —bf0<0 + min{0, —(a] 0(t) — P;)} (19)
(O;w”) = ﬁ(b;{e — Pg, +Pr,)?, otherwise i

Here aTH( ) is simply the power flow on transmission line
for constrainty! 0 — Pg, + Pr, >0, Vk € V. j € & attimet. w > 0 is a constant penalty coefficients that



penalizes the violation of the transmission line flow limits  for all £ = 0,--- , 00 and anyt € [T;[¢], T;[¢ + 1]). In this
is easy to see that;(¢) is nonzero if and only if the flow on regard, the “event-triggered” version of equation 21 takes
the jth transmission line exceeds the line flow limits.(t)  form
summarizes the information of thgh transmission line at
time ¢ and can be viewed as its state.

Similarly for each generatdtr € V we define

ou(t) = VCL(bTO(t) + Py,) 0i(t) = - /O D (A

1 FELE)
+ max{(), W(bge(t) +Pr, — PGk)}
k

. + > @r(r)Bri + ¢i(T)Bii | dr (23)
+ min{0, —; (b3 0(t) + Pr, — Pg,)} KEN(i)
wk -
Herew) is a constant penalty coefficient that penalizes the
violation of the generating limits for generatere V. Recall  for all £ and anyt € [T;[(], T;[¢ + 1]).

the power balance equation in 8 and we can thus rewrite Tpe sequencgT;[(]}2, represents time instants when

pr(t) as generatot transmits its “state” to its neighboring generators.

1 - Here we assume that there is no transmission delay in each
or(t) = VCi(Pg,(t)) + max{0, W(PGk (t) — Pc,)} $i(t) broadcast.

k

+ min{0 i(p (t) = Pa,)} Next we will state the main theorem of this subsection,
Twy G ~Ce which states the condition under which each generator dhoul

. _ ) . sample and broadcast its state.
It is then easy to see that.(t) is determined by the gradient

of the current generation cost of theh generator, and  Theorem4.1: Consider the Lagrangian in equation 18
whether thekth generator’s generation limit is satisfied. Inwhere the functiong’; are differentiable, strictly increasing,
other words,py,(¢) summarizes the information of thth and convex. Assume fixed generator and transmission line
generator at time and can be viewed as its state. penalty parametera® > 0, wY > 0. Vi € V, define

We can now rewrite the derivative df(6; w®,w") with
respect tod; as

z(t) = Y pi(r)Aji+ > ék(7)Bri+ @i(7)Bii

o€ V) — A .
Vo L(6;w® w¥) = Y widji+ Y ¢uBu (20) bt et
JEL(3) keN (i)+i
and the gradient descent algorithm takes the form
and

t
9i(t)=—/ Z i (T) Aji + Z ¢1(7) By | dr (21)

O |jece) kEN (i)+i

Note that in equation 21, generatércan compute its
phase angle only based on the statefrom itself and its
neighboring generators, as well as the statefrom its
outgoing transmission lines. The updatefgfcan be done
in a distributed manner.

However, in the above equation, this neighboring gen- Cr(])n5|der the SeqTen_Cq$h[£]}ﬁ0 f?;g eachi ,er' For
erator's state information is available to generaton a ©2Cch generatare V), let its phase angld; (t), satisfy equa-

continuous manner, which would require continuous confio 23 with sampled neighboring state given by equation

munications between neighboring generators. This is high?z' Assume that for all € V and all£ =0, - -+ , o0, that
undesirable. Anevent-triggered version of equation 21 as-

sumes that generatar accesses @ampled version of its

neighboring generator’s state. In particular, let's aisec lpi(t) — @i (t)] < pilzi(t)] (25)
a sequence osampling instants, {T;[¢]}7°, with the ith

generator. The timé&;[¢] denotes the instant when thith

generator samples its stage for the (th time and transmits 5, 4 [T;[¢], T;[¢ + 1]). Then the phase angl&t) asymp-

that state to peighboring generatdrse N (i). We can see totically converge to the unique minimizer &{6; we, wV).
that at any timet € R, the sampled generator state is gg

piecewise constant function of time in which

(24)

Proof: For convenience, we do not explicitly include
&i(t) = i(T3[4) (22) the time dependence in the proof.



For allt > 0 we have by dynamically adjusting the requested pow®t, for each
generator. In the microsource controller in [20], genaréto

—L(6; w®,w") phase anglé; is adjusted by comparing the measured active
B N oL db; power Pg, and the requested pow#}.., ;, wheref; follows
= 96 dt 0:(t) = (Preq — P (1)) (26)
_ } T This suggests that if instead of fixing..,,;, which is what
= D Z HiAji + Z i Bri + piBii has been done in [20], we can adjuBt.,; so that the
JELE) REN @) direction suggested by equation 26 matches the direction
| N 2 suggested by our event-triggered scheme in equation 28. Thi
> B Z 22 — Z (pr — @k )Bri can be easily done by setting
i=1 keEN (1) vz (t)
LN L Preqi(t) = Pa,(t) — - (27)
2 . 5 2
Z 3 Zzl ~3 Z N @) Z [(pr — &) Bra] Here~ > 0 is a constant that controls how fast we adjust

N
Il
-
-
Il

! kEN(D) the phase angle. This constant is necessary becauge)ifs

large, the adjustment i, may be too fast, which as a result
V() |Z #r — ¢x)Bii)” may destabilize the system. Since generatoan compute
both P, and z; locally, P..,; can be easily computed by

I
N =
] =
sxw
l\3|H
] =

N
Il
-
-
Il
-

1 g 1 al . N2 al N D2 generator; itself. This suggests that each generator only
T2 Zl iy ;(% ~ k) El NG| B needs to adjust its power set point according to equation 27.
l} N = It samples and then broadcasts its stat¢o its neighboring
_ lzz lz (Z N (k)| B2 ) i) generators when the inequality in equation 25 is violated.
2= 2= If every generator follows this action, then by theorem 4.1,

the generated powedPs of all generators will approach the
which immediately suggests that if the sequences of sampligg|ution of OPFE.

instants{T;[¢]} 72, satisfy the inequality in equatlon 25 for
all£=0,1,2,...,00, and any; € V, thenL(9 wE, wY) <0 V. SIMULATION

is guaranteed for al. o This section presents simulation results. The simulason i
By using the properties of; and¢;(6; w®), 1;(6;w),  done in MATLAB/SimPower and shows that our algorithm
Xk(9 wY), xx(0;w ) it is easy to show that for any fixed indeed solves the OPF problem in a distributed way, and
wf andwY, L(0;w®,wY) is strictly convex ind. It thus has the communication between neighboring subsystems is very

a unique minimizer. Suppos¥ (w®,wY) is this minimizer, infrequent.
and the corresponding Lagrangianfigd*; w®, w"). Define We use a three bus example based on a CERTS testbed
V(0) = L(6;w®,wY) — L(6*;w®, wY). It is trivial to see at UWM, which is shown in figure 3. The network consists
V(0) is a Lyapunov function for the system. Moreoverof three generators with power set pointi, 0.8,0.6 (pu)
V(#) = 0 meansL(¢; w®,wY) = 0. The only scenario this respectively. There are three active loads which request
can happen is at the equilibrium. As a result, the equiliiriu 0.96,0.72, 0.48 (pu) active power, respectively. Transmission
0* (w®,wY) is asymptotically stable. Proof complete. ® lines are assumed to have zero resistance and all have
Theorem 4.1 basically states an event-triggered dis&tbutimpedances of: = 0.0039;. Each generator has gener-
algorithm. This theorem asserts that each geneiasig@hase ating limits betweerOpu and1pu. Each transmission line
angle 6,(t) needs to follow the direction suggested byhas power flow limits between-0.4pu to 0.4pu. The cost
equation 23. When the inequality in equation 25 is violatedunctions of the three generators age + 0.1p + 0.1p?,
generatori will trigger the sampling and transmission of3.0 4+ 1.8p + 0.1p2, 1.0 + 0.5p + 0.1p?. All generators come
generator statey; to its neighboring generators. Generatoonline att = 0s with their initial fixed power set points. At
1 compares the error between the last transmitted state ¢ = 3s, we switch from the fixed power set point scheme to
and the current state;. At the sampling timeZ;[¢], this dif-  our event-triggered set point scheme. At 10s, the third
ference is zero and the inequality is trivially satisfiedtehf load is added to bus 2.
that time, the difference increases and when the inequality =~ Figure 4 plots the generator power as a function of time.
equation 25 is violated, we let that time be the next samplinghe left three plots correspond to generators’ measured
instant, 7;[¢ + 1] and then transmit the sampled generatopower, and the right three plots correspond to the set points
state; to the neighboring generatokse N;. The theorem computed by equation 27 for three generators. We can see
asserts that if all the generators behave in the above walat the actual measured power tracks the computed set point
then the generated power of all generators will approach thvery well. After switching to the event-triggered scheme
solution of the OPF problem. att = 3s, generatorl quickly increases its generation to
It turns out that the above algorithm can be easily intefull capacity, because it has the lowest generation cost. At
grated into the CERTS microgrid controller. It is achievedhe same time, generat@ls generation drops to minimum,
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Fig. 3. Three generator simulation model

Fig. 5. Transmission line power flow

because it is the most expensive generator. When the newrigure 6 plots the broadcast periods of the generators as
load is added at = 10s, generatorl cannot increase its a function of time. They-axis represents the time passed
generation further since it is already at full capacity, s@ince the last broadcast. This figure shows some very inter-
generator2 picks up the additional load. Figure 4 showsesting result. Both the second and the third generator have
that our event-triggered scheme does adjust the power $gbadcasted only twice, and the first generator broadcasted
point in a way that favors the low cost generator. Also the times. If we compare figure 6 with figure 4, we will find
generating limit constraint is satisfied when using our newut that only the first generator’s generating limit coristra

controller to adjust set point. is active. This explains why it triggers much more often. For
generator2 and 3, they only need to broadcast their states
Gon 1: measured P power Gen 1: setpoint P power occasionally or when some network condition changes. For

. generatorl, it has an active generating limit constraint, so
Osﬁ it is more likely to broadcast its state. As we can see from

the figure, most of the time the generators do not need to

1
0.5

power(pu)
power(pu)

0 5 10 15 0 5 10 15 communicate with their neighbors at all (almost 5 secs for
t(sec) t(sec) .. . . .
Gen 2: measured P power Gen 2: setpoint P power generator 2), this is highly desirable and has the potetatial
5 1 3 1 significantly reduce the communicate costs of a large scale
H o.sw B o5 f—\ /7 power system.
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Figure 5 plots the power flow on the transmission line
as a function of time for all three transmission lines. The
important thing to notice here is that in the middle plot, the
power flow on the transmission line is kept beléwpu, the
flow limit of the line. At ¢t = 10s, because of the addition
of a load, the flow limit on the second transmission line is
violated for less thans, but the power flow quickly adjusts
back to within the limit. Both figure 4 and figure 5 show Fig. 6. Broadcast period of generators
that our algorithm reacts very quickly to the changes in the
network. Finally in figure 7 we plot the total generation cost as a

=
o
L

o

time since last broadcast(sec),
@
|
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function of time. Without any surprise, our scheme reducegs] M. Carvalho, S. Soares, and T. Ohishi, “Optimal activevpodispatch

the initial generation cost df.8 when using fixed set point

scheme to abowt 6. This is a reduction of about%, which
is significant.

[
This paper presents an event-triggered distributed opti-
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Fig. 7. Total generation cost

VI. CONCLUSION

mization algorithm for the optimal power flow problem and

proves its convergence. The MATLAB/SimPower simulation; g

(7]

(8]

El
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(23]

[14]

[15]

[16]

17]

uses the CERTS microgrid model, and shows that the algo-

to

rithm indeed solves the OPF problem while keeping comm
nication between neighboring subsystems very infrequen

The result in this paper is preliminary, and there are
several future directions we will pursue. First, the sintiola
considered in this paper is a rather small example, and we
would like to exploit more realistic larger scale simulato
Second, in our integration with the CERTS model, we simply
‘replace’ the existing controller in the model with our new,,,
event-triggered controller. Our new controller does gotaa
the convergence to the solution of OPF, however, it does not
provide guarantees of the transient stability of the system
Future research will address this issue. Finally, we believ
the load shedding problem can be viewed as a dual problem
of the OPF problem, and we believe it can be solved using
the same technique shown in this paper.
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