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Coordinated Multipoint Joint Transmission in

Heterogeneous Networks
Gaurav Nigam, Paolo Minero, and Martin Haenggi

Abstract—Motivated by the ongoing discussion on coordinated
multipoint in wireless cellular standard bodies, this paper con-
siders the problem of base station cooperation in the downlink
of heterogeneous cellular networks. The focus of the paper
is the joint transmission scenario, where an ideal backhaul
network allows a set of randomly located base stations, possibly
belonging to different network tiers, to jointly transmit data, so
as to mitigate intercell interference and hence improve coverage
and spectral efficiency. Using tools from stochastic geometry,
an integral expression for the network coverage probability is
derived in the scenario where the typical user located at an
arbitrary location, namely the general user, receives data from
a pool of base stations that are selected based on their average
received power levels. An expression for the coverage probability
is also derived for the typical user located at the point equidistant
from three base stations, which we refer to as the worst-case
user. In the special case where cooperation is limited to two
base stations, numerical evaluations illustrate absolute gains in
coverage probability of up to about 17% for the general user and
24% for the worst-case user compared to the non-cooperative
case. It is also shown that no diversity gain is achieved using
non-coherent joint transmission while full diversity gain can be
achieved at the receiver if the transmitting base stations have
channel state information.

Index Terms—Base station cooperation, coverage probability,
CoMP, diversity gain, heterogeneous networks, Poisson point
process, stochastic geometry.

I. INTRODUCTION

A. Motivation

The wireless industry is currently facing an increasing de-

mand for data traffic over cellular networks [1], just as the per-

formance of modern point-to-point communication schemes

are fast approaching the fundamental information-theoretic

limits. Therefore, to address this increasing demand, one of

the solutions for increasing network coverage and capacity

is the deployment of heterogeneous networks—networks of

small base stations (BSs) along with the existing macro ones.

In order to address the additional intercell interference caused

by such deployments, the most recent discussions in the

LTE cellular standard bodies center around the proposals of

coordinated multipoint (CoMP) techniques [2], where BSs

communicate with each other over a backhaul link to limit

the intercell interference and exploit the benefits of distributed
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multiple antenna systems [3], hence increasing the network

throughput. [4] and [5] support these claimed advantages

of CoMP through simulations and field trials, respectively,

whereas [2] and [6] evaluate different deployment scenarios

and list the operational challenges in deploying CoMP. [7]

provides a good survey of the literature related to cooperation

in cellular networks.

B. Related Work

The problem of base station cooperation in wireless net-

works has been extensively studied in the past few decades.

In the information-theoretic literature, several studies in-

cluding [8]–[11] analyze the advantages of cooperation within

the framework of the Wyner model [12] for downlink

communication—a widely used model to analyze the capacity

of cellular systems, which is also known to trade off simplicity

and analytic tractability at the expense of accuracy [13]. We

refer the reader to [14] for an overview on the information-

theoretic techniques to study multi-cell MIMO cooperation in

wireless networks. [15] provides a fundamental information-

theoretic limit on the achievable spectral efficiency due to

cooperation, which proves that we cannot achieve arbitrarily

high rates using cooperation.

Another approach that has been recently followed by several

authors is to assume that the BSs are randomly located,

such that tools from stochastic geometry can be used to

characterize the signal-to-interference-plus-noise-ratio (SINR)

at the typical user and hence the outage/coverage probability,

see, e.g., [16] and [17]. Following this approach, [18] models

a heterogeneous network as the union of several tiers of BSs

independently distributed in space according to a Poisson point

processes (PPPs). [19] empirically validates this approach by

comparing the coverage probability derived under this model

and the one observed in a real network deployment. [20]

analyzes the average rate in the downlink of a heterogeneous

network and also lists out a number of references for existing

studies under this model.

Several cooperation techniques have been studied in the

literature. For example, [21] studies the impact of backhaul

delays in wireless networks where CoMP takes the form

of zero forcing beamforming at the cooperating BSs; [22]

also investigates the effect of a non-ideal backhaul network

and analyzes the performance of a specific two-base-station

cooperative scheme based on rate-splitting, similar to the

one proposed in [23] for the multiple access channel with

conferencing encoders; [24] analyzes a scheme where random

clusters of BSs cooperate by nulling the intercell interfer-

ence. [25] also considers the problem of non-coherent joint



2

0 2 4 6 8 10
0

1

2

3

4

5

6

7

8

9

10

x

y

Fig. 1. Two-tier heterogeneous network with Voronoi cells of tier-1 where
dots and squares denote the base stations from tier-1 and tier-2, respectively,
and stars denote general users, which are uniformly distributed over the R

2

plane. In this case, the general user connects to n = 2 base stations with
strongest average received powers, denoted by arrows (Case 1).

transmission. However, the signal and interference powers are

approximated to obtain a tractable problem, and the paper

only focuses on general users. Unlike any of these existing

works, this paper analyzes the benefits of joint transmission in

heterogeneous networks for the general and worst-case users.

C. Contributions

This paper presents a tractable stochastic geometry–based

model for studying BS cooperation in the downlink of het-

erogeneous networks. The model consists of K independent

tiers of randomly located BSs, where each tier is characterized

by a different density of BSs and available power. Base

stations within each tier are assumed to be spatially distributed

according to a PPP. While this model can be used to analyze

arbitrary cooperation schemes, the paper focuses on the joint

transmission scenario, where BSs jointly transmit data to

the same user in a synchronous manner, as if they were

forming a single distributed antenna system. Assuming that

cooperating BSs do not have channel state information1 (CSI),

and that a user connects to the set of BSs that results in the

maximum average received power, we derive closed integral-

form expressions for the coverage probability in two different

cases:

• Case 1: The receiver is a general user in a heterogeneous

network, i.e., it is located at an arbitrary location in the

R
2 plane independent of the BS distribution process (see

Fig. 1).

• Case 2: The receiver is a worst-case user in a single-tier

network, i.e., it is located at a Voronoi vertex. A Voronoi

vertex is a point that is equidistant from three BSs (see

Fig. 2).

1Throughout the paper, we denote the phase shift due to fading as the
channel state.
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Fig. 2. Voronoi cells in a single-tier network where dots denote the base
stations and stars denote worst-case users, which are located at Voronoi
vertices. In this case, the worst-case user connects to (a subset of) the three
equidistant BSs, denoted by arrows (Case 2).

In both the cases described above, the expressions derived

for the coverage probability illustrate the impact of the un-

derlying network parameters, such as the density of BSs, the

available transmit powers, and the fading coefficients, on the

overall system performance. When specialized to the case of

an interference-limited network, where the background noise

is negligible compared to the interference power, in both cases

the coverage probability becomes independent of the network

tier density and available power, and in Case 1 it is also

independent of number of network tiers.

We also study the diversity gain, defined as the rate of

convergence to 1 of the coverage probability in the high

coverage regime. We observe that in both cases, diversity gain

is independent of the number of cooperating BSs because of

the assumption that the transmitting BSs do not have CSI (see

Theorem 3 and 4). In contrast, it is shown in Section IV-B that

if the transmitting BSs have CSI, the diversity gain is equal to

the number of cooperating BSs in both cases (see Theorem 5).

The results obtained are used to quantify the benefits

of cooperation. A numerical evaluation of the case where

cooperation is limited to two BSs illustrates absolute gains

in coverage probability of up to about 17% for the general

user and 24% for the worst-case user compared to the non-

cooperative case (see Fig. 3 for θ = 0 dB).

D. Paper Organization and Notations

This paper is organized as follows. Section II introduces the

system model. Section III presents the main results, namely

integral expressions for the coverage probabilities in the two

cases described above. Section IV explores the diversity and

power gains for coherent and non-coherent joint transmission.

Section V discusses various assumptions made in the system

model, extends some results derived in Section III, and in-

cludes numerical evaluations of the expressions derived to
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illustrate the gains of cooperation over the non-cooperative

case. Section VI concludes the paper.

Throughout we denote by ‖u‖p the Lp-norm of a vector

u = (u1, u2, . . . , un) ∈ R
n, i.e., ‖u‖p = (

∑n
i=1|ui|p)1/p,

and we drop the subscript p in the special case p = 2 of

Euclidean distance. We denote the empty set by ∅. We use the

tilde notation for asymptotic equivalence, i.e., f(x) ∼ g(x) as

x → a to mean limx→a f(x)/g(x) = 1.

II. SYSTEM MODEL

A. Heterogeneous Network Model

We consider a heterogeneous wireless network composed

of K independent network tiers of BSs with different de-

ployment densities and transmit powers. It is assumed that

the BSs belonging to the ith tier have transmit power Pi

and are spatially distributed according to a two-dimensional

homogeneous PPP Φi of density λi, i = 1, . . . ,K . We focus

on the typical user. We assume without loss of generality that

the typical user is located at the origin (0, 0) ∈ R
2 and a subset

of the total ensemble of BSs cooperate by jointly transmitting

a message to the typical user. We denote by C ⊂ ⋃K
i=1 Φi the

set of the cooperating BSs. In this setup, the received channel

output at the typical user can be written as

∑

x∈C

P
1/2
ν(x)

‖x‖α/2 hxwx X +
∑

x∈Cc

P
1/2
ν(x)

‖x‖α/2 hxwx Xx + Z, (1)

where the first sum is the desired signal from the set of

cooperating BSs, the second sum is the interference from the

non-cooperating BSs, and Z is a standard additive circular

symmetric complex white zero mean Gaussian random vari-

able with variance σ2 modeling the background thermal noise;

ν(x) is the index of the network tier to which BS located at

x ∈ R
2 belongs, i.e., ν(x) = i iff x ∈ Φi; hx denotes the

random fading coefficient between the BS located at x and the

user located at the origin; wx denotes the precoder used by BS

located at x; α > 2 denotes the path loss exponent; X denotes

the channel input symbol that is sent by the cooperating BSs;

Cc :=
⋃K

i=1 Φi \ C denotes the BSs that are not in the set of

cooperating BSs; Xx denotes the channel input symbol sent by

the BS located at x ∈ Cc. Throughout the paper it is assumed

that the fading coefficients hx are i.i.d. zero mean unit variance

complex normal distributed random variables independent of

everything else (Rayleigh fading), a legitimate assumption in

a rich scattering environment. Depending on whether the BS

located at x has CSI or not, the precoder wx is set as:

wx =

{

1, no CSI;
h∗
x

|hx|
, CSI,

(2)

where h∗
x denotes the complex conjugate of hx.

Assuming that the Xx and X in (1) are independent zero-

mean random variables of unit variance, the SINR at the

typical user is given by

SINR =

∣

∣

∣

∑

x∈C P
1/2
ν(x)‖x‖−α/2 hxwx

∣

∣

∣

2

∑

x∈Cc Pν(x)‖x‖−α |hxwx|2 + σ2

=

∣

∣

∣

∑

x∈C P
1/2
ν(x)‖x‖−α/2 hxwx

∣

∣

∣

2

∑K
i=1 PiIi + σ2

(3)

where we defined

Ii :=
∑

x∈Φi\C

|hxwx|2‖x‖−α. (4)

B. General and Worst-case Users

We consider two types of users, based on their relative

position with respect to the set of BSs:

1) General user (Case 1): First, we consider the typical user

in R
2 and assume that the set of cooperating BSs C con-

sists of the n BSs in
⋃K

j=1 Φj with the strongest average

received power, where the average is taken with respect

to the fading coefficient (see Fig. 1). More precisely,

C = arg max
{x1,...,xn}⊂∪K

j=1Φj

n
∑

i=1

Pν(xi)

‖xi‖α
. (5)

Notice that the BSs in C belong in general to different

network tiers. This setup is applicable to heterogeneous

wireless networks where users keep a list of the neigh-

boring BSs with the strongest received power to initiate

handoff requests.

2) Worst-case user (Case 2): Second, we consider the typical

cell-corner user. Specifically, we focus on the typical

user located at a Voronoi vertex in a single-tier network

Φ distributed according to a homogeneous PPP with

intensity λ and transmit power P . If NPi(z) represents

the distance between the location z and the ith nearest

point in Φ, then the set of Voronoi vertices for a given

realization of Φ is defined as

V = {z ∈ R
2 : NP1(z) = NP2(z) = NP3(z)} (6)

We select the worst-case user as the typical element of the

set V (averaged over Φ) and, without loss of generality,

we assume the origin of the coordinate system to be at

the location of the selected worst-case user. In this setup,

we assume that the set of cooperating BSs C is a subset

of the 3 BSs in Φ which are at equal distance from the

origin. If we denote by xi the location of the i-th closest

BS to the origin, then

C ⊆ {x1, x2, x3}. (7)

Notice that in both cases, given a number n of cooperating

BSs, the set C is uniquely determined almost surely.

C. Performance Metrics

We restrict our attention on the following three performance

metrics:
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1) Coverage probability: Let |C| = n. For a given thresh-

old θ, we define the coverage probability Pn at the typical

user as

Pn = P(SINR > θ). (8)

We refer to 1 − Pn as outage probability and denote the

coverage probability for the general user and the worst-case

user as P
R

2

n and P
V
n , respectively, to emphasize the sets these

two users belong to.

2) Diversity gain: As in [26, Definition 3], we define the

diversity gain dn as the rate of decay to zero of the outage

probability 1− Pn in the high coverage regime, i.e.,

dn = lim
θ→0

log(1− Pn)

log θ
. (9)

We remark that our definition (9) is similar to the usual

definition of diversity gain as the rate of decay to zero of

the error probability in the high SNR regime [27, Equation

9.3].

3) Power gain: We define the power gain as the gain in

SINR in the high coverage regime that can be achieved by n
cooperating BSs relative to the no cooperation case, i.e.,

(

limθ→0
θdn

1−Pn

)1/dn

(

limθ→0
θd1

1−P1

)1/d1
. (10)

The above definition implies that if, for instance, 1 − Pn ∼
(anθ)

dn as θ → 0 for some an independent of θ, then the

power gain is a1/an. The definition in (10) is similar to the

usual definition of array gain in MIMO systems.

III. COVERAGE PROBABILITIES

In this section, we assume that the BSs do not have CSI and

thus wx = 1 for all x ∈ ⋃K
i=1 Φi. First, we derive an integral

expression for the coverage probability (8) for the general user

in Theorem 1. Second, we derive the coverage probability for

the worst-case user in Theorem 2.

A. Case 1: General User

We prove the following result for the general user.

Theorem 1: For every n ≥ 1,

P
R

2

n =

∫

0<u1<...
...<un<∞

exp

(

−un

(

1 + 2
F
(

‖ũ‖
1/2

α/2
θ−1/α

)

‖ũ‖α/2θ−2/α

))

× exp

(

−σ2 q−α/2 θ uα/2
n

‖ũ‖
α/2

α/2

)

du, (11)

where ũ =
(

un

u1
, un

u2
. . . , un

un

)

,

q = π

K
∑

i=1

λiP
2/α
i , (12)

and

F (x) =

∫ ∞

x

r
1+rα dr. (13)

Proof: See Appendix A.

Remark 1: Notice that the second exponential term in (11)

approaches 1 as σ2 → 0. Using this fact, it can be shown that

for small values of σ2 the coverage probability has asymptotic

form

P
R

2

n ∼
∫

0<u1<...
...<un<∞

exp

(

−un

(

1 + 2
F
(

‖ũ‖
1/2

α/2
θ−1/α

)

‖ũ‖α/2θ−2/α

))

du.

(14)

Quite remarkably, (14) shows that in the interference-limited

regime where the background noise power is negligible com-

pared to the interference power, the coverage probability at the

general user becomes independent of the number of network

tiers K and their respective power levels and deployment

densities. A similar observation was made in [18, Eq. (3)] for

non-cooperative interference-limited heterogeneous networks

although in a slightly different setup. The intuition behind

this result is that a variation in the number of network tiers

or density of BSs leads to changes in the total received power

as well as in the total aggregate interference power but in the

absence of noise the scaling of these two quantities is such

that their ratio remains constant.

Remark 2: Notice that PR
2

n depends on number of network

tiers K and their respective transmit powers and deployment

densities only through the variable q defined in (12).

Remark 3: The integral function F (x) defined in (13) cannot

be solved explicitly in general, but closed-form expressions

exist for specific values of α > 2. In particular, it can be

easily verified that if α = 3, then

F (x) =
1

6
log

(

1 +
3x

1− x+ x2

)

+
1√
3
tan−1

( √
3

2x− 1

)

,

while

F (x) =
1

2
tan−1(x−2)

for α = 4. F (x) can be expressed in terms of the hypergeo-

metric function as [28]

F (x) =
x2

(α− 2)(1 + xα)
2F1(1, 1; 2− 2/α; 1/(1 + xα)).

Using the above expression,

F (x) ∼ x2−α

α− 2
, x → ∞. (15)

Remark 4: Theorem 1 generalizes several existing results

in the literature. For instance, when specialized to the case

σ2 = 0 and n = 1, (11) simplifies to

P
R

2

1 =
1

1 + 2θ2/αF (θ−1/α)
, (16)

thereby recovering the result in [29, Theorem 2] and [30,

Corollary 2].
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B. Case 2: Worst-case User

We prove the following result for the worst-case user.

Theorem 2: For n = 1, 2, 3,

P
V
n =

∞
∫

0

2d3λ2π2
(

1 + θ
n

)n−3
e−σ2θ dα

nP

exp

(

λπd2
(

1 + 2
F((n/θ)1/α)
(n/θ)2/α

)) dd. (17)

Proof: See Appendix B.

Remark 5: In the interference-limited regime, the coverage

probability for the worst-case user has asymptotic form

P
V
n ∼

(

1 +
θ

n

)n−3
(

1 + 2

(

θ

n

)2/α

F

(

(

θ

n

)−1/α
))−2

,

(18)

as σ2 → 0. As already remarked for the general user, (18)

does not depend on the spatial density and available transmit

power.

Remark 6: If n = 1 and σ2 = 0, (17) simplifies to

P
V
1 = (1 + θ)

−2
(

1 + 2θ2/αF
(

θ−1/α
))−2

= (1 + θ)
−2
(

P
R

2

1

)2

, (19)

thereby recovering the result in [31, Proposition 1]. It follows

from (19) that the coverage probability for the general user is

higher than the one for the worst-case user. This is consistent

with the fact that the general user is more likely to be in the

coverage range of a BS than the cell-corner user. Equation (19)

can be explained as follows: the factor (1 + θ)−2 represents

the loss in coverage probability due to the fact that the user is

located at a point equidistant from three BSs, and that two

of these BSs act as interferers; the second factor
(

P
R

2

1

)2

represents the loss due to the fact that the average distance

between the typical Voronoi vertex and its nearest BS is 3/2
times the average distance between the typical location in the

R
2 plane and its nearest BS.

IV. DIVERSITY AND POWER GAIN

In this section we characterize the diversity gain and the

power gain for general user and worst-case user under different

CSI assumptions.

A. Non-coherent Joint Transmission

If CSI is not available at the BSs, then the following result

holds for the general user.

Theorem 3: For every n ≥ 1, the diversity gain (9) for the

general user is

dn = 1, (20)

and the power gain (10) is



1 +

(

n!
Γ(1+α

2 )

Γ(n+α
2 ) − 1

)

1 + σ2 q−
α
2 (α2 − 1)Γ(1 + α

2 )





−1

Γ(1 + α
2 )

φn(α)Γ(n + α
2 )

.

(21)

with

φn(α) =

∫

0<t1<...
...<tn−1<1

dt

1 +
∑n−1

k=1 t
−α/2
k

.

Proof: First, we derive an asymptotic form for the

integrand in (11) in the high coverage regime. As θ → 0

exp



−un



1 + 2
F
(

‖ũ‖1/2α/2θ
−1/α

)

‖ũ‖α/2θ−2/α



− σ2θu
α/2
n

qα/2‖ũ‖α/2α/2





(a)∼ exp



−
2unθ
α−2 + σ2θu

α/2
n q−α/2

‖ũ‖α/2α/2



 e−un

(b)∼



1− θ
2un

α−2 + σ2u
α/2
n q−α/2

‖ũ‖α/2α/2



 e−un

where (a) follows from (15) and the fact that ‖ũ‖1/2α/2θ
−1/α →

∞ as θ → 0, while (b) uses the fact that e−x ∼ 1−x as x →
0. Next, notice that the integrand in (11) is bounded by the

integrable function e−un . Then, by the dominated convergence

theorem (DCT)

P
R

2

n ∼
∫

0<u1<...
...<un<∞



1− θ
2un

α−2 + σ2u
α/2
n q−α/2

‖ũ‖α/2α/2



 e−undu

= 1− θ

∫

0<u1<...
...<un<∞





2un

α−2 + σ2u
α/2
n q−α/2

‖ũ‖α/2α/2



 e−undu.

(22)

Notice that when n = 1 (22) simplifies to

1− P
R

2

1 ∼ θ

(

2

α− 2
+ σ2q−α/2Γ(1 + α/2)

)

. (23)

since ‖ũ‖α/2 = 1. If n > 1, instead, the change of variable

ti = ui/un for 1 ≤ i ≤ n− 1 yields

1− P
R

2

n ∼ θ

∫

0<t1<...
...<tn−1<1

∞
∫

0

2un

α−2 + σ2u
α/2
n q−α/2

1 +
∑n−1

k=1 t
−α/2
k

· u
n−1
n

eun
dundt

= θ

(

n!
2

α− 2
+ σ2q−α/2Γ(n+ α/2)

)

φn(α).

(24)

Finally, the claim follows by replacing the outage probabilities

in (9) and (10) by the corresponding asymptotic forms (23)

and (24).

Similarly, we prove the following result for the worst-case

user.

Theorem 4: For n = 1, 2, 3, the diversity gain (9) for the

worst-case user is

dn = 1,

and the power gain (10) is

n

(

1 + (1− n)

(

2α

α− 2
+ σ2 Γ(α2 + 2)

P (λπ)
α
2

)−1
)−1

. (25)
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Proof: Proceeding as in the proof of Theorem 3, we first

derive an asymptotic form for the integrand in (17) in the high

coverage regime and then apply the DCT to get an asymptotic

form for the outage probability.

By the change of variable t = λπd2, (17) can be re-written

as

∞
∫

0

exp
(

−2tF ((n/θ)1/α)
(n/θ)2/α

− σ2θ(λπ)−α/2tα/2

nP

)

(1 + θ/n)3−n
te−tdt. (26)

As θ → 0,

exp
(

−2tF ((n/θ)1/α)
(n/θ)2/α

− σ2θ(λπ)−α/2tα/2

nP

)

(1 + θ/n)3−n
te−t

(a)∼
exp

(

− 2tθ/n
α−2 − σ2θ(λπ)−α/2tα/2

nP

)

(1 + θ/n)3−n
te−t

(b)∼
(

1− θ(3− n)

n

)(

1− 2tθ/n

α− 2
− σ2θtα/2

nP (λπ)α/2

)

te−t

(c)∼
(

1− θ

n

(

3− n+
2t

α− 2
+

σ2tα/2

P (λπ)α/2

))

te−t

where (a) follows from (15), (b) uses the asymptotic forms

(1 + x)−m ∼ 1 − mx and e−x ∼ 1 − x as x → 0, while

(c) is obtained by ignoring the terms with θ2. Notice that the

integrand in (26) is bounded by the integrable function te−t.

Therefore, by the DCT

P
V
n ∼

∞
∫

0

(

1− θ

n

(

3− n+
2t

α− 2
+

σ2tα/2

P (λπ)α/2

))

te−tdt

=1− θ

n

∞
∫

0

(

3− n+
2t

α− 2
+

σ2tα/2

P (λπ)α/2

)

te−tdt,

which implies that

1− P
V
n ∼ θ

n

(

3− n+
4

α− 2
+

σ2Γ(α/2 + 2)

P (λπ)α/2

)

. (27)

Finally, the claim follows by replacing the outage probabilities

in (9) and (10) by the asymptotic form (27).

Remark 7: It follows from Theorems 3 and 4 that the

diversity gain is independent of the number of cooperating

BSs when BSs do not have CSI. This result is a consequence

of the fact that without CSI the signals of the cooperating

BSs sum non-coherently at the typical user and therefore the

combined signal is equivalent to a single fading coefficient

with higher mean. Hence, we only get power gain due to the

cooperation in this case.

Notice that while the power gain (21) at the general user

can only be evaluated numerically, the power gain (25) at the

worst-case user is in closed form. If α = 4 and σ2 = 0, for

instance, (21) evaluates to 1.00, 2.33 and 3.76 for n = 1, 2, 3,

respectively, while (25) simplifies to 1, 8/3 and 6. This

corresponds to a gain of 3.67 dB (4.26dB) for Case 1 (Case 2,

respectively) when n increases from 1 to 2 and a gain of 2.08

dB (3.52 dB) when n increases from 2 to 3.

B. Coherent Joint Transmission

If CSI is available at the transmitters, the following result

holds.

Theorem 5: For every n ≥ 1, the diversity gain (9) is equal

to

dn = n

at both the general user and the worst-case user.

Proof: We focus on Case 1; the result for Case 2 can

be proved by following similar steps. If wx = h∗
x/|hx|, the

numerator in (3) is the squared sum of independent Rayleigh

distributed random variables with different parameters, and it

can be written as:
∣

∣

∣

∣

∣

∑

x∈C

P
1/2
ν(x)‖x‖−α/2 |hx|

∣

∣

∣

∣

∣

2

=

(

n
∑

i=1

Xi

)2

,

where Xi has pdf x
M2

i
e−x2/2M2

i , x ≥ 0 with Mi =

P
1/2
ν(xi)

‖xi‖−α/2, xi ∈ C. By defining J :=
∑K

i=1 PiIi + σ2 ,

the outage probability can be written as

1− Pn = P





(

n
∑

i=1

Xi

)2

< θJ





= EMi,J











∫

x1≥0,...,xn≥0
∑n

i=1
xi<

√
θJ

n
∏

i=1

xi

M2
i

e−x2
i/2M

2
i dx











(a)
= θn EMi,J









∫

t1≥0,...,tn≥0
∑n

i=1
ti<1

Jn
n
∏

i=1

ti
M2

i

e
−θJ

t2i
2M2

i dt









.

Here, (a) follows from the change of variable xi =
√
θJti.

Notice that as θ → 0,

Jn
n
∏

i=1

ti
M2

i

e
−θJ

t2i
2M2

i ∼ Jn
n
∏

i=1

ti
M2

i

.

Then, by the DCT [32],

1− Pn ∼ θn EMi,J

(

Jn
n
∏

i=1

M−2
i

)

∫

t1≥0,...,tn≥0
∑n

i=1
ti<1

n
∏

i=1

tidt

(a)∼ θn EMi,J

(

Jn
∏n

i=1 M
−2
i

)

(2n)!
, (28)

where (a) is due to [33, Equation 4.634] and the fact that

EMi,J

(

Jn
∏n

i=1 M
−2
i

)

is finite [32]. For Case 2, we can

follow similar steps as above with equal Mi’s for i ≤ 3 since

the cooperating BSs are at equal distances from the user and

are transmitting with same power. Therefore, we get a diversity

gain of n in both cases.

It follows from Theorem 5 that the diversity gain is equal

to the number of cooperating BSs in case of coherent joint

transmission— in contrast to the result for non-coherent joint

transmission. For the worst-case user, the Mi’s are equal and

therefore, the sum in the numerator of SINR behaves similar
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Fig. 3. Coverage probabilities evaluated using (11) and (17) for n = 1, 2, 3

for the general user (Case 1) and the worst-case user (Case 2).

to a Nakagami-n fading random variable. A similar result for

the diversity gain has been derived in [34, Corollary 2] in the

special case of Nakagami fading.

V. DISCUSSION AND EXTENSIONS

In this section, we discuss the accuracy of some of the

assumptions made in Section II, extend some of the results

to more general scenarios, and present numerical evaluations

of the integral expressions for the coverage probability derived

in Section III. In all our numerical evaluations, we focus

on the case of two network tiers consisting of a macro–tier

overlaid with a pico–tier. Specifically, we assume that α = 4,

σ2 = 10−11, and that the macro–tier has spatial intensity

λ1 = (5002π)−1 and available power P1 = 25, while the

pico–tier has spatial intensity λ2 = 5λ1 and available power

P2 = P1/25 = 1.

A. Coverage Probability and Effect of Thermal Noise

Fig. 3 plots the coverage probabilities (11) and (17) as a

function of the threshold θ for different values of n. We notice

from this figure that at θ = 0 dB, the difference in the values

of the coverage probability for n = 2 and n = 1 is 0.17 for

the general user (Case 1) and 0.24 for the worst-case user

(Case 2). These numbers demonstrate that the worst-case user

benefits more from BS cooperation than the general user.

Fig. 4 compares the outage probabilities evaluated us-

ing (11) and (17) with the high-coverage-regime expressions

given in (24) and (27), respectively. We observe that the

asymptotic forms follow the outage probability curves very

closely up to a threshold value of −15 dB.

Fig. 5 illustrates the impact of the background thermal

noise on the coverage probabilities (11) and (17), which are

evaluated for σ2 = 0 and σ2 = 10−11. Notice that the curves

with noise and without noise are close to each other, both for

the general user (Case 1) and the worst-case user (Case 2), as

predicted by (14) and (18).

−20 −15 −10 −5 0 5 10 15 20
−3

−2.5

−2

−1.5

−1

−0.5

0

Threshold θ (in dB)

Lo
g 

O
ut

ag
e 

P
ro

ba
bi

lit
y

 

 

Case 1, n=2
Case 1, n=1
Case 2, n=2
Case 2, n=1
Asymptotes

Fig. 4. Comparison between the outage probabilities evaluated using (11)
and (17) and the asymptotic forms in (24) and (27) for n = 1, 2.

B. Cooperation among Interferers

In (1) we assumed that the symbols transmitted by the

interfering BSs in Cc are mutually independent. In this subsec-

tion, we discuss the impact of this assumption on the derived

coverage probability results. To do so, we consider a gener-

alized model that accounts for cooperation among interferers.

Specifically, we assume that symbol Xx is transmitted by a

subset D ⊆ Cc of interfering BSs, such that the SINR at the

typical user is given by

SINRD =

∣

∣

∣

∑

x∈C P
1/2
ν(x)‖x‖−α/2 hxwx

∣

∣

∣

2

ID +
∑

x∈Cc\D Pν(x)‖x‖−α |hxwx|2 + σ2
, (29)

where ID =
∣

∣

∣

∑

x∈D P
1/2
ν(x)‖x‖−α/2 hxwx

∣

∣

∣

2

denotes the in-

terference power due to the cooperating interferers. Notice

that (3) is recovered from (29) by setting D = ∅. Assuming

no CSI at the BSs, we prove the following result.

Proposition 1: Both in Case 1 and in Case 2, for every

D ⊆ Cc

P(SINRD > θ) ≥ P(SINR∅ > θ) = Pn, (30)

with equality iff D = ∅.

Proof: See Appendix C.

Remark 8: Proposition 1 proves that cooperation among

interferers can only increase the coverage probability, hence

the independence assumption made in (1) yields a lower bound

on the coverage probability.

Loosely speaking, the result in Proposition 1 is a con-

sequence of the fact that without CSI the signals of the

cooperating interferers sum non-coherently at the typical user

and therefore do not increase the mean interference power. The

proof technique can be illustrated by focusing on a network

realization with only two interferers. Without cooperation
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Fig. 5. Comparison between the coverage probabilities in (11) and (17) with
σ
2
= 10

−11 and the asymptotic forms in (14) and (18) for n = 2.

between them, the coverage probability at the typical user can

be written as

P

(

X1

X2 +X3 + σ2
> θ

)

,

where X1, X2, and X3 are independent exponential random

variables because of the Rayleigh fading assumption. With

cooperation between the interferers, instead, the coverage

probability is given by

P

(

X1

X4 + σ2
> θ

)

,

where X4 is independent of X1 and is exponentially dis-

tributed with mean E(X2) + E(X3), because of the no CSI

assumption. Notice that the mean interference power is the

same in both cases. Moreover,

P

(

X1

X2 +X3 + σ2
> θ

)

= E

(

e
−θ

X2+X3+σ2

E(X1)

)

=
e
−θ σ2

E(X1)

(

1 + θ E(X2)
E(X1)

)(

1 + θ E(X3)
E(X1)

)

<
e
−θ σ2

E(X1)

1 + θ E(X2)+E(X3)
E(X1)

= E

(

e
−θ

X4+σ2

E(X1)

)

= P

(

X1

X4 + σ2
> θ

)

,

which establishes the claimed result that cooperation between

the interferers increases the coverage probability.

C. Rate Gain

Now, we focus on the gain in the maximum achievable

communication rate due to cooperation for a given coverage

probability. For a fixed coverage probability p, substituting θ
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Case 1, n=2
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Fig. 6. Relative rate gain compared to no cooperation against fixed coverage
probabilities for Case 1 and Case 2 with n = 2 using (14), (16), (18), (19)
and (31).

by 2R − 1 in (14), (16), (18), and (19), setting the resulting

expression equal to p, and solving for R, the expressions

derived in Section III yield the maximum communication

rates R(wc,1)(p), R(nc,1)(p), R(wc,2)(p), and R(nc,2)(p) that

can be achieved with probability p in Case 1 with and

without cooperation and Case 2 with and without cooperation,

respectively. Fig. 6 illustrates the relative rate gain for Case j,

j = 1, 2, over the no-cooperation case, which is computed as

R(wc,j)(p)−R(nc,j)(p)

R(nc,j)(p)
, j = 1, 2. (31)

Notice that the rate gains provided by cooperation increase

with p and when p ≈ 1 the relative gain is more than 110%

in Case 1 and more than 160% in Case 2. If there was no

cooperation, both the cooperating BSs would serve their own

user and collectively they would achieve the rate 2R(nc,j)(p).
Therefore, if they cooperate and serve one user together in

one time-slot and other user in the next time-slot, they still

achieve a higher rate than without cooperation, even for the

general user.

D. Heterogeneous Path Loss Exponents

Thus far, we have assumed a common path loss expo-

nent α across all network tiers. In practical developments,

however, different networks operate in different propagation

environments, e.g., macro BSs are typically located in an

outdoor environment while femto BSs reside in an indoor

setup. Therefore, it is realistic to assume that the path loss

exponents are different across networks. In this subsection

we consider this generalized setup, for which we prove the

following result.

Proposition 2: If ith tier has a path loss exponent αi, the

coverage probability Pn in (8) for the general user in an
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Fig. 7. Coverage probability in (32) for different path loss exponents α1, α2

for each tier for n = 2.

interference-limited network is
∫

0<u1<...<un<∞

exp

(

−2π

K
∑

i=1

λi(Piun)
δi
Fi(‖ũ‖δi/21 θ−δi/2)

‖ũ‖δi1 θ−δi

)

× fU(u)du (32)

where Fi(x) :=
∫∞

x
r

1+rαi
dr, δi := 2/αi and

fU(u) = e−π
∑K

i=1 λiP
δi
i u

δi
n

n
∏

i=1





K
∑

j=1

πλjδjP
δj
j u

δj−1
i





(33)

Remark 9: Proposition 2 shows that the coverage probability

depends on the tier intensities and powers even though σ2 = 0,

in contrast to the homogeneous path loss case (see Remark 1).

Remark 10: Notice that (14) is recovered from Proposition 2

by setting αi = α for all i.

The proof of Proposition 2 follows closely the proof of

Theorem 1 and therefore is omitted.

Notice that upper and lower bounds for (32) can be obtained

by setting αi = maxi αi for all i and αi = mini αi for all i,
respectively. Fig. 7 shows the coverage probability assuming

α1 = 4 and α2 = 3, along with the corresponding upper bound

(α1 = 4 and α2 = 4) and lower bound (α1 = 3 and α2 = 3).

In this case the lower bound is tighter than the upper bound.

E. Effect of Closed-Access BSs

So far we have assumed that all BSs in the network are

available for cooperation. However, this assumption is not

realistic in the presence of user-deployed femtocells that can

be configured either in open-access mode, in which case they

allow traffic from any nearby user, or in closed-access mode,

in which case access is limited to a set of approved users.

The system model in Section II can be modified as proposed

in [18] to allow for the presence of BSs operating in closed-

access mode. Specifically, assume that each BS in ith tier is
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Fig. 8. Coverage probability in (34) for different tier-2 open-access proba-
bilities p2 with p1 = 1 and n = 2.

in open-access mode with probability pi, independently of all

other BSs, and that cooperation can only take place among the

BSs that are in open-access mode. Under these assumptions,

the ith network tier can be partitioned as Φi = Φ
(o)
i + Φ

(c)
i ,

where Φ
(o)
i and Φ

(c)
i denote the disjoint sets of open-access

and closed-access BSs, respectively. By the thinning property

of the PPP, Φ
(o)
i and Φ

(c)
i are distributed as independent

homogeneous PPPs with intensities λipi and λi(1 − pi),
respectively. Then, in Case 1 the set C of cooperating BSs with

closed-access BSs can be defined as in (5) with Φi replaced

by Φ
(o)
i . In this setup, we prove the following result.

Proposition 3: If BSs in tier i are open-access with prob-

ability pi, the coverage probability Pn in (8) for the general

user in an interference-limited network is
∫

0<u1<...<un<∞

exp
(

−un

(

1 +G(θ−1/α‖ũ‖1/2α/2)
))

du,

(34)

where

G(x) :=
2F (x)

x2
+

1

x2sinc(2/α)

∑K
i=1 λi(1− pi)P

2/α
i

∑K
i=1 λipiP

2/α
i

Proof: See Appendix D.

Remark 11: Notice that (14) is recovered from Proposition 3

by setting pi = 1 for all i.
Fig. 8 shows the coverage probability at the general user

assuming p1 = 1 at the macro-tier and different values of p2
at the pico-tier. The figure shows that at 0 dB decreasing p2
from 1 to 0 results in a loss of roughly 48% in coverage

probability. This degradation is due to the additional inter-

ference caused by BSs that are in closed-access mode. The

effect of nearby closed-access BSs can be mitigated using

advanced-receiver techniques, such as successive interference

cancellation [35], or network-assisted techniques, such as the

use of almost blank subframes [36].
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VI. CONCLUSION

In this paper, we considered the problem of joint trans-

mission in heterogeneous wireless networks. Using tools from

stochastic geometry, we derived an integral expression for the

coverage probability in two cases: 1) the general user in a

heterogeneous network, located at the typical location in R
2

plane, and 2) the worst-case user in a single-tier network,

located at the typical Voronoi vertex. The analysis for both

the users is quite tractable and it shows that in the asymptotic

regimes of low noise and high coverage, our derived integral

expressions simplify and reveal that only a subset of network

parameters are important in determining the coverage prob-

ability. Specifically, in case of interference-limited networks,

the coverage probability becomes independent of the network

tier densities and the available power for both the users. In

the high coverage regime, the diversity gain for both the

cases under non-coherent joint transmission is independent

of the number of cooperating BSs, and full diversity gain is

achieved with coherent joint transmission. Numerical results

show that BS cooperation is more beneficial for the worst-

case user compared to the general user. The analysis presented

in this paper assumes that all BSs and the receiving user

are equipped with a single antenna and symbols from all

cooperating BSs are received synchronously at the receiver.

Future work includes the generalization to the MIMO case as

well as to the case where cooperating BSs have partial CSI.

APPENDIX A

PROOFS OF THEOREM 1

For every i = 1, . . . ,K , let Ξi = {‖x‖α/Pi, x ∈ Φi}
denote the normalized path loss between each BS in Φi

and the typical user located at the origin. By the mapping

theorem [37, Theorem 2.34], Ξi is a PPP with intensity

λi(x) = λi
2π
α P

2/α
i x2/α−1, x ∈ R

+. From the independence

of the PPPs Φ1, · · · ,ΦK , it follows that Ξ1, · · · ,ΞK are

also independent and thus the process Ξ =
⋃K

i=1 Ξi is a

non-homogeneous PPP with density λ(x) =
∑K

i=1 λi(x).
Without loss of generality, suppose that the elements of Ξ
are indexed in increasing order, such that ‖x1‖α/Pν(x1) ≤
‖x2‖α/Pν(x2) ≤ ‖x3‖α/Pν(x3) ≤ · · · , and define

γk = ‖xk‖α/Pν(xk) (35)

as the normalized path loss between the typical user and the

k-th BS in the ordered list. Since the typical user connects to

the n BSs with the strongest average received power, it follows

that γ = {γ1, . . . , γn} denotes the normalized path loss of the

cooperating BSs in C. Then, by defining gk := |hxk
|2 and

I =
∑

k>n gkγ
−1
k , the coverage probability can be written as:

Pn = P

(

SINR > θ
)

= P





∣

∣

∣

∑

k≤n

γ
−1/2
k hxk

∣

∣

∣

2

> θ

(

∑

k>n

gkγ
−1
k + σ2

)





(a)
= Eγ,I

(

exp

(

− θ(I + σ2)
∑n

k=1 γ
−1
k

))

(b)
= Eγ

(

L
(

θ
∑n

k=1 γ
−1
k

)

exp

(

− θσ2

∑n
k=1 γ

−1
k

))

=

∫

0<γ1<...
...<γn<∞

L
(

θ
∑n

k=1 γ
−1
k

)

exp

(

− θσ2

∑n
k=1 γ

−1
k

)

fΓ(γ) dγ,

(36)

where (a) follows from the fact that |∑k≤n γ
−1/2
k hxk

|2 is

exponentially distributed with mean
∑n

k=1 γ
−1
k because of the

Rayleigh fading assumption, and the fact that (hx1 , . . . , hxn)
are mutually independent, while (b) makes use of the Laplace

transform of I , L(s) = E
(

e−sI
)

. The joint distribution of γ

can be obtained by following the similar steps as in the

derivation of the joint distribution of the nearest points in a

homogeneous PPP [38]. It can be easily verified that for any

0 < γ1 < . . . < γn < ∞, the joint distribution of γ is given

by

fΓ(γ) =
(

πδ

K
∑

i=1

λiP
δ
i

)n

e−π
∑K

i=1 λiP
δ
i γ

δ
n

n
∏

i=1

γi
δ−1, (37)

where δ = 2/α.

For a given γn, notice that the Laplace transform of I can

be re-written as

L(s) =E
(

e−sI
)

(a)
= E

(

e−s
∑

k>n gkγ
−1
k

)

=EΞ

(

∏

k>n

Egk

(

e−sgkγ
−1
k

)

)

(b)
= EΞ

(

∏

k>n

1

1 + sγ−1
k

)

(c)
= exp

(

−
∫ ∞

γn

[

1− 1

1 + sx−1

]

λ(x) dx

)

(d)
= exp

(

−2π

K
∑

i=1

λi(sPi)
δF ((γns

−1)δ/2)

)

, (38)

where (a) uses the definition of I; (b) uses the expression

for moment generating function of an exponential random

variable; (c) is due to the probability generating functional for

a PPP [37, Theorem 4.9]; (d) follows from the transformation

x = stα and the definition of F (x).

Substituting (37) and (38) into (36), the coverage probability

can be expressed as

∫

0<γ1<...<γn<∞

exp

[

−2π

(

θ
∑n

k=1 γ
−1
k

)δ K
∑

i=1

λiP
δ
i ×

F





(

θ−1
n
∑

k=1

γn
γk

)δ/2


− π
K
∑

i=1

λiP
δ
i γ

δ
n − θσ2

∑n
k=1 γ

−1
k



×

n
∏

i=1





K
∑

j=1

πλjδP
δ
j γ

δ−1
i



 dγ
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(a)
=

∫

0<u1<...<un<∞

exp



−2

(

θu
1/δ
n

∑n
k=1 (un/uk)1/δ

)δ

×

F





(

θ−1
n
∑

k=1

(

un

uk

)1/δ
)δ/2



− un − θσ2q−1/δ

∑n
k=1 u

−1/δ
k



 du,

(39)

where (a) follows by change of variable ui =
∑K

j=1 λjP
δ
j πγ

δ
i ,

i = 1, . . . , n and using the definition of q. Now using the

definitions of ũ and the L1/δ-norm, we get the result in

Theorem 1.

APPENDIX B

PROOF OF THEOREM 2

In the case of a single-tier network Φ with transmit power

P1 = P and no CSI at the cooperating BSs, (3) simplifies to

SINR =
P |∑x∈C ‖x‖−α/2 hx|2

PI1 + σ2
, (40)

where C ⊂ {x1, x2, x3}. Recall that ‖x1‖ = ‖x2‖ = ‖x3‖
since the Voronoi vertex is equidistant from three BSs. Let

D = ‖xi‖ for i = 1, 2, 3. It is proved in [39] that D’s pdf is

given by

fD(d) = 2(λπ)2d3e−λπd2

, d ≥ 0. (41)

By defining gi = |hxi |2, the coverage probability Pn can

be written as:

Pn = P(SINR > θ)

= P





∣

∣

∣

∑

i≤n

hxi D
−α/2

∣

∣

∣

2

> θ

(

∑

i>n

gi ‖xi‖−α + σ2/P

)



 .

From the Rayleigh fading assumption, it follows that gi and

|∑i≤n hxi D
−α/2|2 are exponentially distributed with means

1 and nD−α, respectively. Therefore, by invoking the Laplace

transform of I1

Pn = ED,I

(

exp

(

−θ(I1 + σ2/P )

nD−α

))

= ED

(

L
(

θDα

n

)

exp

(

−θσ2Dα

nP

))

=

∫ ∞

0

L
(

θdα

n

)

exp

(

−θσ2dα

nP

)

fD(d) dd. (42)

Next, for a given D = d, the Laplace transform of I1 can

be computed as

L(s) =E
(

e−sI1
)

=E

(

e−s
∑

i>n gi‖xi‖
−α
)

=EΦ

(

∏

i>n

Egi

(

e−sgi‖xi‖
−α
)

)

(a)
=

(

1

1 + sd−α

)3−n

EΦ

(

∏

i>3

1

1 + s‖xi‖−α

)

(b)
=

(

1

1 + sd−α

)3−n

e
−2π

∫∞
d

[

1− 1

1+sx−α

]

λx dx

(c)
=

(

1

1 + sd−α

)3−n

e−2πλs2/αF (ds−1/α), (43)

where (a) uses the expression for the moment generating

function of an exponential random variable; (b) is due to

the probability generating functional for a PPP [37, Theorem

4.9]; (c) follows from the transformation x = ts1/α and the

definition of F (x). Finally, substituting (43) and (41) into (42)

gives us the desired result.

APPENDIX C

PROOF OF PROPOSITION 1

We only prove the claim for Case 1 since a similar argument

applies to Case 2. Following the notations in Appendix A,

SINRD in (29) can be re-written as

SINRD =

∣

∣

∣

∑

k≤n γ
−1/2
k hk

∣

∣

∣

2

∣

∣

∣

∑

k∈ID
γ
−1/2
k hk

∣

∣

∣

2

+
∑

k∈Ic
D
γ−1
k gk

, (44)

where γk is defined in (35), ID denotes the index set of BSs

in D and Ic
D denotes the index set of the remaining interferers.

Following similar steps as in (36), P(SINRD > θ) can be

expressed as

∫

0<γ1<...
...<γn<∞

LD

(

θ
∑n

k=1 γ
−1
k

)

exp

(

− θσ2

∑n
k=1 γ

−1
k

)

fΓ(γ) dγ,

(45)

where

LD(s) = E

(

e
−s

(

∣

∣

∣

∑

k∈ID
γ
−1/2
k hk

∣

∣

∣

2
+
∑

k∈Ic
D

γ−1
k gk

))

(a)
= EΞ



Eh

(

e
−s

∣

∣

∣

∑

k∈ID
γ
−1/2
k hk

∣

∣

∣

2
)

∏

k∈Ic
D

Egk

(

e−sgkγ
−1
k

)





(b)
= EΞ





1

1 + s
∑

k∈ID
γ−1
k

∏

k∈Ic
D

1

1 + sγ−1
k



 . (46)

Here, (a) follows from the independence of the fading coef-

ficients and (b) follows from the fact that

∣

∣

∣

∑

k∈ID
γ
−1/2
k hk

∣

∣

∣

2

is exponentially distributed with mean
∑

k∈ID
γ−1
k . Using the

fact that 1
1+s

∑

k∈ID
γ−1
k

>
∏

k∈ID
1

1+sγ−1
k

for s ∈ R
+, we

can write

LD

(

θ
∑n

j=1 γ
−1
j

)

≥ EΞ





∏

k∈ID∪Ic
D

1

1 + θ
∑n

j=1 γ−1
j

γ−1
k





= L∅

(

θ
∑n

j=1 γ
−1
j

)

, (47)

where the equality holds iff D = ∅. By combining (45)

and (47), the result follows.
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APPENDIX D

PROOF OF PROPOSITION 3

We proceed by following the same steps as in Ap-

pendix A. First, we map Φ
(o)
i and Φ

(c)
i to the normalized

path loss processes Ξ
(o)
i = {‖x‖α/Pi, x ∈ Φ

(o)
i } and

Ξ
(c)
i = {‖x‖α/Pi, x ∈ Φ

(c)
i }. By the mapping theorem,

these are non-homogeneous PPPs with intensities λ
(o)
i (x) =

λipi
2π
α P

2/α
i x2/α−1 and λ

(c)
i (x) = λi(1− pi)

2π
α P

2/α
i x2/α−1.

Next, we define the non-homogeneous PPP processes Ξ(o) =
⋃K

i=1 Ξ
(o)
i and Ξ(c) =

⋃K
i=1 Ξ

(c)
i and reorder their ele-

ments in increasing order of magnitude. We denote γ
(o)
k :=

‖xk‖α/Pν(xk), xk ∈ ⋃K
i=1 Φ

(o)
i and γ

(c)
k := ‖xk‖α/Pν(xk),

xk ∈ ⋃K
i=1 Φ

(c)
i the kth elements in these ordered lists.

By defining g
(o)
k := |hxk

|2, xk ∈ ⋃K
i=1 Φ

(o)
i ; g

(c)
k = |hxk

|2,

xk ∈ ⋃K
i=1 Φ

(c)
i ; I =

∑

k>n g
(o)
k γ

(o)−1
k +

∑∞
k=1 g

(c)
k γ

(c)−1
k

and γ
(o) = {γ(o)

1 , . . . , γ
(o)
n }, the coverage probability in (8)

with σ2 = 0 can be re-written as:

Pn =

∫

0<γ
(o)
1 <...

...<γ(o)
n <∞

L
(

θ
∑n

k=1 γ
(o)−1
k

)

fΓ(o)(γ(o)) dγ(o) (48)

where fΓ(o)(γ) is given by (37) with λi replaced with λipi
and L(s) = E

(

e−sI
)

which can be further expressed as

L(s) =E
(

e−sI
)

(a)
= EΞ(o),Ξ(c)

(

e−s
∑

k>n g
(o)
k γ

(o)−1
k −s

∑∞
k=1 g

(c)
k γ

(c)−1
k

)

(b)
= EΞ(o)

(

∏

k>n

E
g
(o)
k

(

e−sg
(o)
k

γ
(o)−1
k

)

)

× EΞ(c)

(

∞
∏

k=1

E
g
(c)
k

(

e−sg
(c)
k γ

(c)−1
k

)

)

=EΞ(o)

(

∏

k>n

1

1 + sγ
(o)−1
k

)

× EΞ(c)

(

∞
∏

k=1

1

1 + sγ
(c)−1
k

)

(c)
= exp

(

−
∫ ∞

γn

[

1− 1

1 + sx−1

]

λ(o)(x) dx

)

× exp

(

−
∫ ∞

0

[

1− 1

1 + sx−1

]

λ(c)(x) dx

)

(d)
= exp

(

−2π

K
∑

i=1

λipi(sPi)
2/αF ((γns

−1)1/α)

)

× exp

(

−π

K
∑

i=1

λi(1− pi)(sPi)
2/α/sinc(2/α)

)

,

(49)

where (a) uses the definition of I; (b) uses the independence

of Ξ(o) and Ξ(c); (c) is due to the probability generating

functional for a PPP; (d) follows from the change of variable

x = stα and the definition of F (x).
Finally, the claim follows by substituting (37) (with λi

replaced by → λipi) and (49) into (48), and by perform-

ing the change of variable ui =
∑K

j=1 λjpjP
2/α
j πγ

(o)2/α
i ,

i = 1, . . . , n.
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