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I will briefly touch

on all topics;

(re-added to complete

system architecture

picture)
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• Requests processed

• Response time per IO

• Bytes/s
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Input to system

Output to display

Both input & output
Of interest to this discussion
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What metrics are

important for what

applications?
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Actually, reads are

proportional to normal

DRAM, but writes take

longer
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Disk Fault Tolerance with RAID

• Redundant Array of Inexpensive Disks

– Several smaller disks play a role of one big disk

• Can improve performance

– Data spread among multiple disks

– Accesses to different disks go in parallel

• Can improve reliability

– Data can be kept with some redundancy
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RAID 0
• Striping used to improve performance

– Data stored on disks in array so that consecutive
“stripes” of data are stored on different disks

– Makes disks share the load, improving
• Throughput: all disks can work in parallel
• Latency: less queuing delay – a queue for each disk

• No Redundancy
– Reliability actually lower than with single disk

(if any disk in array fails, we have a problem)
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RAID 1
• Disk mirroring

– Disks paired up, keep identical data
– A write must update copies on both disks
– A read can read any of the two copies

• Improved performance and reliability
– Can do more reads per unit time
– If one disk fails, its mirror still has the data

• If we have more than 2 disks (e.g. 8 disks)
– “Striped mirrors” (RAID 1+0)

• Pair disks for mirroring, striping across the 4 pairs
– “Mirrored stripes” (RAID 0+1)

• Do striping using 4 disks, then mirror that using the other 4
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RAID 5
• Distributed block-interleaved parity

– Like RAID 4, but parity blocks distributed to all disks
– Read accesses only the data disk where the data is
– A write must update the data block and its parity block

• But now all disks share the parity update load
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Arbitration

• DMA implies multiple “owners” of the bus

– must decide who owns the bus from cycle to cycle

• Arbitration

– Daisy chain

– Centralized parallel arbitration

– Distributed arbitration by self selection

– Distributed arbitration by collision detection

– (see board for detailed examples and pictures…)
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Daisy Chain

Device n

Lowest priority

Device 2Device 1

Highest priority

Bus

arbiter

Grant

Grant Grant

Release

Request

Simple but not fair and slow.
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Centralized Parallel Arbitration

• Requires central arbiter

• Each device has separate line

• Central arbiter may become bottleneck

• Used in PCI bus
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Distributed Arbitration by Self
Selection

• Each device sees all requestors

• Priority scheme allows each to know if they get bus

• Requires lots of request lines
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Distributed Arbitration by Collision
Detection

• Devices independently request bus

• Devices have ability to detect simultaneous requests
or Collisions.

• Upon collision a variety of schemes are used to select
among requestors

• Used by Ethernet
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Why?
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(Think about in

context of

Tomasulo!s)
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DMA

MemoryProcessor

Disk

Controller
Processor tells controller
to make DMA transfer.
Assume disk to memory.
(Includes  N number of bytes)

N


