Why | will not be here for a few days

+ At the very beginning of this semester (i.e. the first 2-3
weeks or so), | will not be found in office as frequently as |
will be for the rest of the semester — as my wife and | are
expecting a baby girl on August 29th.

+ However, | do intend to keep office hours as discussed in the
Lecture 01 syllabus a week or so after she arrives.

Introduction to CSE 30321

+ | can always communicate via email too at any time — but it
may take me a few days to respond around August 29t ©.

+ In my absence, Peter Kogge, Sharon Hu, or Aaron Dingler
will teach class

— All have taught this class before so you will be in good hands

A motivating example You can learn about good routes to run if
, . .
All of the following are magazines that are regularly delivered you're visiting C:‘:L?,‘ang—:)
to the Niemier household. e

2 LANCE V' THE MARATHON S SIMPLE

di

eating right:

y techniques

University of Notre Dame University of Notre Dame



You can learn about the best ice cream... You can read about Pat Robertson and Al
Sharpton advocating ways to reduce the
effects of global climate change!

—

ll)

7 , SODAS  WILSON'S SUNDAES
eeeeeeeee———
[T 111 TURARAAAREAN NN

Wiiord

Actually, | learned this

5 summer that this place in
Ephraim, WI has the best ice
cream...
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And if you’re in the market for a wide-body jet,  And if you’re looking to buy a computer, Intel
Boeing has just the thing... suggests a dual core Centrino processor...

As you might guess, this
brings us closer to CSE 30321

I'm like a double shot of
espressq for your computer.

g This is essentially a picture of one
of Intel’s multi-core computer
architectures...

—

We’ll learn about how different
parts of a processor are
organized and work together

HAFNIUM-INFUSED INTEL® CENTRINO" PROCESSOR TECHNOLOGY. intel)
intelcomigarcentring  CeNTing
GREAT COMPUTING STARTS WITH INTEL INSIDE.

University of Notre Dame

University of Notre Dame
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+ At the end of the semester, you should be able to...

...describe the fundamental components required in a
single core of a modern microprocessor

+ (Also, explain how they interact with each other, with main

memory, and with external storage media...)
20GB

$200.00

Let’s discuss some course goals
(i.e. what you’re going to learn)

Apple M ry Module 2CB

57N 2 (PC2-5300)

2x1C )« ;.'1.".
HOW do Estimated Ship: Within 24
on-chip memory,

) .
' ' processor logic, . .
: main memory,/ m

interact? “:'\k“\”l ‘ Mard Disk
Free SP;lppmg

% % Jr ek

University of Notre Dame
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Goal #2 Motivation: which plane is best? Goal #2
Which is best? + At the end of the semester, you should be able to...
— ...compare and contrast different computer architectures
Plane | People (R"‘\’i?g:) ?ﬁ\:ﬁ‘)’ ’2;\%-“:::; to determine which one performs better...
Exa‘“ \e - <a S . -

737-800 | 162 | 3,060| 530 63.5 AMD

747-8T 467 | 8000 | 633 257.5

_———

777-300 | 368 | 5995 | 622 222 _' -

787-8 | 230 | 8000 | 630 | 153 i e O

Openating Moce 12 Bt

Openating Woce 64 Bt

Revie

Cove Soeec (W

Vahages

SNINISISES

9

If you want to do X, which processor is best?

University of Notre Dame University of Notre Dame
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Goal #3 Motivation... Goal #3

+ Which plane would you rather fly to South Bend? + At the end of the semester, you should be able to...
o — ...apply knowledge about a processor’s datapath,
But this is the different memory hierarchies, performance metrics, etc.
one that you to design a microprocessor that (a) meets a target set of
(uncomfortably) performance goals and (b) is realistically implementable

do fly...

Climate Agency Awards $350 Million For Supercomputers

The National Oceanic and Atmospheric Administration will pay CSC and Cray to plan, build, and

Exam \e operate high-per for climate research.

= . By J. Nic.holas Hoover
\ / o gy 1 <6 MHz MP3 Decode -
= o 2 - 1ICI

Tensilica optimized the MP3 decoder for its HiFi DSPs. This MP3 decoder now runs at the lowest power and is the most ©
efficient in the industry, requiring just 5.7 MHz when running at 128 Kbps, 44.1 KHz and dissipating 0.45 mW in TSMC's
65nm LP process (including memories). This makes Tensilica's Xtensa HiFi 2 Audio Engine ideal for adding MP3

playback to cellular phones, where current carrier requirements are for 100 hours of playback time on a battery charge,

and increasing to 200 hours in the near future.

hitp://www te Om/proBEEESH ISNEIAYE AL B RS AT HIGSE HOUS. (click for larger image and for full
photo gallery)

In terms of a research and
development computer, NOAA found it requires one the power of which
will be ultimately measured in petaflops, which would make the future
Photo Credits: machine one of the world's most powerful supercomputers.

http:/www.airliners.net/aircraft-data/s main?id=196 http:/www.informationweek.com/news/government/enterprise-apps/showArticle jhtmi?articlelD=225000152
http:/i i com/ss/07/06/0615_boeing787/image/787interior.jpg
University of Notre Dame University of Notre Dame
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+ At the end of the semester, you should be able to...
— ...understand how code written in a high-level language

Goal #4 Goal #5 Motivation (part 1)
(e.g. C) is eventually executed on-chip...

public static void insertionSort(int[] list, int length) {
temp = list[firstOutOfOrder];

(5
mpd
Exam®= In Java:
In C: int firstOutOfOrder, location, temp;
[), ist arzay size) for(firstOutOfOrder = 1; firstOutOfOrder < length; firstOutOfOrder++) {

if(list[firstOutOfOrder] < list[firstOutOfOrder - 1]) {

focation = frstQutOfOrder; For this image, and this perspective, which
do{ H
1] > index}) Olist[location]=Iist[location-1]; plxels ShOUId be rendered?
location--;

Solution provided by z-buffering algorithm

while (location > 0 && list[location-1] > temp);

' | Itlocaon = tomp * Depth of each object in 3D scene used to paint 2D image
. * Algorithm steps through list of polygons
- # of polygons tends to be >> (for more detailed scene)
Both programs could be run on the same processor... - # of pixels/polygon tends to be small

How does this happen?

University of Notre Dame

Image source: www.cs.unc.edu/~pmerrell/comp575/Z-Buffering.ppt
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Given: A Iat of px

hitiaize:

A simple three-dimensional scene g

Z-buffer representation

Image source: http://en.wikipedia.org/wiki/Z-buffering

University of Notre Dame
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+ At the end of the semester, you should be able to...

Goal #5

CSE 30321 - Lecture 01 - Introduction to CSE 30321

Goal #5 Motivation (part 2)

(e.g. linked list)

Output: A COLOR armary, which dspiry the intensity of the visbie por

Often a dynamic data structure

YOO Surfaces

— ...use knowledge about a microprocessors underlying

hardware (or “architecture”) to write more efficient

software...

Write this code...

University of Notre Dame

...so it always
fits in fast,
on-chip
memory

19

Data structure may
not fit in fast memory
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Goal #5 Motivation (part 3)

CPU Registers
100s Bytes
<10s ns

Cache

K Bytes
10-100 ns
1-0.1 cents/bit

Main Memory

M Bytes

200ns- 500ns
$.0001-.00001 cents /bit

Disk

Registers

Cache

Memory

G Bytes, 10 ms
(10,000,000 ns)

Disk

105-10¢ cents/bit

Tape

infinite
sec-min

Tape

10°

University of Notre Dame
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— Some more interested in HW
— Some more interested in SW

But...changes in technology are having a profound

Let’s digress...

+ Transition discussion before last goal

impact on conventional/established computer

architectures

— We’re presently at the very beginning of this storm...

We’ll need significant engagement from programmers to
continue the processor performance scaling trends of the
last 40 years...

— ... this will impact your career...

20
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A little history... programs

+ Stored program model has been around for a long
time...

First Draft of a Report
: the EDVAC Program
on the EDVAC
counter ——> Program memory
(index)

Way we process information
hasn’t changed much since 1930s N Data Memory
and 1940s S

University : , Processing Logic

University of Notre Dame

University of Notre Dame
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Stored Program (continued) A little history... Zuse’s paradigm
A hypothetical translation: « Konrad Zuse (1938) Z3 machine
for i=0; i<5; i++ { — Use binary numbers to encode information
= (a*b) + c;

— Represent binary digits as on/off state of a current

} / switch

MULT temp,a,b #temp < a*b R =
MULT r1,r2,r3  #r1 € r2*3 2SN r SSUZaa
ADD a,temp,c # a € temp+c (4
ADD r2,r1,r4 #1r2 € ri+rd

v/

Can define codes for MULT and ADD
Assume MULT = 110011 & ADD = 001110

'l on=%1”

o

- Result:
Stored PC 110011 000001 000011 Electromechanical Vacuum tubes Solid-state transistors CMOS IC exponential transistor
prog ol relay density increase...
1 1
becomes [ [P¢*! L 00000 000100 :

Exponential down-scaling

University of Notre Dame

University of Notre Dame
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Transistors used to manipulate/store 1s & 0s Moore’s Law

Switch-level representation Cross-sectional view - “Cramming more components onto integrated circuits.”
- G.E. Moore, Electronics 1965

— Observation: DRAM transistor density doubles annually
+ Became known as “Moore’s Law”
+ Actually, a bit off:
— Density doubles every 18 months (now more like 24)
— (in 1965 they only had 4 data points!)
— Corollaries:
(. Cost per transistor halves annually (18 months)
+ Power per transistor decreases with scaling

- Speed increases with scaling
— Of course, it depends on how small you try to make things
» (l.e. no exponential lasts forever)

NMOS

én O)I [ <=

(can act as a capacitor storing charge)

Using above diagrams as context, note that if we (i) apply a
suitable voltage to the gate & (ii) then apply a suitable voltage L Remember these! |
between source and drain, current will flow.

University of Notre Dame University of Notre Dame
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Moore’s Law Feature sizes...

DRAM %4 Pitch

H ficon % Pi
= DRAM Metal Pitch/2 PLABE Py Bl e P

* Flash Poly Pich/2

Per Die MPUIASIC M1 % Pitch

100, © = MPU/ASIC M1 Pitchi2 Poly

10° Pitch
! 58

10% 1975 Projection .

Memory 1 2
7.4 <J X

10 A Microprocessor [ - = ]

108

1054

104+

103

1074 ; 8-16 Lines

10'. Typical DRAMMPUIASIC Typical fiash
Stagger-cortacied Metal Bit Line Un-contacted Poly

w0 ———
1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 2010

Figure 2 2003 Definition of Pitches

University of Notre Dame
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Moore’s Law A bit on device performance...
— Moore’s Curve is a self-fulfilling prophecy - One way to think about switching time:
+ 2X every 2 years means ~3% per month — Charge is carried by electrons

— Le. (1 X 1.03) * 1.03)*1.03... 24 times = ~2 i
+ Can use 3% per month to judge performance features — Time for charge to cross channel = length/speed

- If feature adds 9 months to schedule...it should add at least * =L%(mVas) \ Thus, to make a device
30% to performance faster, we want to either

— (1.03°=1.30 = 30%) . increase Vs or decrease
+ What about power (i.e. heat)? feature sizes (i.e. L)

— Dynamic power is: Payn = CLVad?fo-1
- CL = (e:xWL)/d

University of Notre Dame University of Notre Dame
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Summary of relationships A funny thing happened on the way to 45 nm
+ (4) If Vincreases, speed (performance) increases -Speed increases with scaling...
+ (-) If Vincreases, power (heat) increases

(+) If L decreases, speed (performance) increases

130,900 y— /. 100000

* (?) If L decreases, power (heat) does what? ’ ’ 7,
Py ‘r

— P could improve because of lower C 10,060 F.7 10000
— P could increase because >> # of devices switch 3 . B ”, §-3 GHz 3
= 1000 A~ 3 1000
— P could increase because >> # of devices switch faster! g #“ "i gR0y 8
2 t0 "53 .6 100 >

Wwo p .:..._ £ :,Ql! . 0

Need to carefully consider tradeoffs between aih 2
speed and heat M s wm e e m N 00 3000 = oy

Feature Size

2005 projection was for 5.2 GHz - and we didn’t make it in
production. Further, we’re still stuck at 3+ GHz in production.

University of Notre Dame University of Notre Dame
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A funny thing happened on the way to 45 nm A funny thing happened on the way to 45 nm

*Power decreases with scaling... "Speed increases with scaling...
*Power decreases with scaling...
Technelagy -
LSO WM D RNE & 2 Nokeien) Why the clock flattening? POWER!!!!
> g —— :V":K": P
g g 100 :
3 ¥
s =Y [
- :
5 10 :I
00 l
ooy
Qoo s s - ‘19.‘(. 1956 1956 2008

%0 ar o e 00

A funny thing happened on the way to 45 nm Oh ... transistors used for memory too

Problem: Program, data =
Saw earlier, that bigger + power problem isn’t

* What about scaling...

9 3 : transistors used going away...
auict | EEmpzn iy, . foromchip
one " L\e Tr— . memory too...
e‘ﬂamv f :
Cross-sectional view % . ' k \ ‘, 4 .

2o Critical portion of gate T \

£l approaching ) ]

& dimensions that are * Why? Put faster memory closer to processing logic...

/ just 1 atom thick!!! - SRAM (logic): density +25%, speed +20%
:—* = o . __ _ [Thisdoesn’t help reliability) - DRAM (memory): density +60%, speed +4% Also,
| x : . : . . . “memor
0 ¢ yo0 150 200 250 300 350 400 - Disk (magnet|c): densﬂy +25%, speed +4% wall” y

Technology Node

Materials innovations were — and still are — needed

University of Notre Dame
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DRAM vs. SRAM

Extendibility of Established

Device Structures

DRAM
transistors
are “deep
trenches”

-< transfor gate
: 1 || (wordline)
| |

polysilicon plate

SRAM
transistors _
made with < -

logic

process _

| 6 transistor memory |

http://web.sfc.keio.ac a RAM-cell.png
http: ! 1e.com/archive/02/06/0206MI22b.jpg
http: ieee.org/por uitem.fO 01d06bb9305! jsp?&p _level1_article&TheCat=2171&path=sscs/08Winter&file=Sunami.xml

University of Notre Dame, Department of Computer Science & Engineering
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This idea has been extended...

7, 8, and 9 core chips...

Cell Broadband Engine Processor

Quad core chips...

Practical problems
must be addressed!

e, |

Advances in paraII'eI prbgramming are necessary!
(We’ll get into later in the semester)

P — )

University of Notre Dame, Department of Computer Science & Engineering
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(Short term?) Solution

* Processor complexity is good enough

* Transistor sizes can still scale

* Slow processors down to manage power
* Get performance from...

Parallelism

(i.e. 1 processor, 1 ns clock cycle
vs.
2 processors, 2 ns clock cycle)

University of Notre Dame, Department of Computer Science & Engineering
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Multi-core only as good as algorithms
that use it
- Defined by Amdahl’s Law:

Speedup = 1

FraCtlonparauelizable
N

Table 3. Peak workload profile of the W-CDMA physical layer and its variation ac-
cording to the operation state

[1 = FraCtionparallelizable] +

+ An example:

Active Control Hold Tdle
(MOPS)| % || (MOPS)] % | (MOPS)| %
Software Defined Radio — A High Performance Searcher 26538.0 | 42.1 || 26358.0 | 58.4 | 3317.3 | 37.7
Embedded Challenge Tuterleaver 22| 00 22] 00 1T
Deinterleaver 02] 00 02] 00
Conv. encoder 00] 00 00] 00
Hyunseok Lee, Yuan Lin, Yoav Harel, Mark Woh, Scott Malike, Viterbt Docoder 000032000 0.0
Trevor Mudge', and Krisztian Flautner? e o5 o o0
Turbo decoder|| 17500.0 | 27.8 0.0 0.0
Scrambler 2053 04 9153 05 S
Descrambler | 2621.4 | 4.2 | 26214 5.8 889.2|10.1
Spreader 2075 | 05]  2975] 07 T 00
Despreader 3642.5 | 5.8 3642.5 | 8.0 607.1 | 6.9
LPF-Rx 3993.6 | 6.3 3993.6| 8.8 3993.6 | 45.3
LPF-Tx 7897.2 | 12.6 | 7897.2 | 17.4 1
Power control 00] 00 00] 00 B
Total G2937.0] .|| 452129 -] ss07e

University of Notre Dame, Department of Computer Science & Engineering
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Multi-core only as good as algorithms
that use it

Speedup vs. (# of Cores, % Parallel)

130

125

120

115

2468 12 16 32 64

Number of Cores

University of Notre Dame, Department of Computer Science & Engineering
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Course goal summary

1. Describe the fundamental components required in a single core of a
modern microprocessor as well as how they interact with each other,
with main memory, and with external storage media.

2. Suggest, compare, and contrast potential architectural enhancements by
applying appropriate performance metrics.

3. Apply fundamental knowledge about a processor’s datapath, different
memory hierarchies, performance metrics, etc. to design a
microprocessor such that it (a) meets a target set of performance goals
and (b) is realistically implementable.

4. Explain how code written in (different) high-level languages (like C, Java,
C++, Fortran, etc.) can be executed on different microprocessors (i.e.
Intel, AMD, etc.) to produce the result intended by the programmer.

5. Use knowledge about a microprocessor’s underlying hardware (or
“architecture”) to write more efficient software.

6. Explain and articulate why modern microprocessors now have more than
one core and how software must adapt to accommodate the now
prevalent multi-core approach to computing.

University of Notre Dame
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Goal #6

+ At the end of the semester, you should be able to...

— ...explain and articulate why modern microprocessors
now have more than 1 core and how SW must adapt to
accommodate the now prevalent multi-core approach to
computing

+ Why?

— For 8, 16 core chips to be practical, we have to be able to

use them

+ Students in this class should go on to play a role in making
such chips useful...

University of Notre Dame
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Processor components

Multicore processors
and programming

S Processor comparison

for i=0; i<5; i++ {
a = (a*b) + c;
}

MULT r1,r2,r3  #r1 € r2*r3
ADD r2,r1,r4 J' #12 € rl4rd

110011 | 000001 | 000010 | 000011

001110 | 000010 | 000001 | 000100

——
Writing more
efficient code

The right HW for the HLL code translation
right application

University of Notre Dame
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Now, let’s look at the syllabus

University of Notre Dame



