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Lecture 24 "
Parallel Processing on Multi-Core Chips!
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Suggested Readings!
•! Readings!

–! H&P:  Chapter 7!

•! (Over next 2 weeks)!
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Processor components!

vs.!

Processor comparison!

HLL code translation!The right HW for the 

right application!

Writing more !

efficient code!

Multicore processors 

and programming!

CSE 30321!

Goal:  Explain and articulate why modern 

microprocessors now have more than 

one core and how software must adapt to 
accommodate the now prevalent multi-

core approach to computing. "
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Technology Drive to Multi-core!
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Transistors used to manipulate/store 1s & 0s!

0 
(0V) 

1 
(5V) 

NMOS!

Switch-level representation! Cross-sectional view!

(can act as a capacitor storing charge)!

Using above diagrams as context, note that if we (i) apply a 

suitable voltage to the gate & (ii) then apply a suitable voltage 

between source and drain, current will flow.!
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Remember these!!

Moore#s Law!
•! “Cramming more components onto integrated circuits.”!

! ! ! ! ! !- G.E. Moore, Electronics 1965!

–! Observation:  DRAM transistor density doubles annually!

•! Became known as “Moore#s Law”!

•! Actually, a bit off:!

–! Density doubles every 18 months (now more like 24)!

–! (in 1965 they only had 4 data points!)!

–! Corollaries:!

•! Cost per transistor halves annually (18 months)!

•! Power per transistor decreases with scaling!

•! Speed increases with scaling!

–! Of course, it depends on how small you try to make things!

»! (I.e. no exponential lasts forever)!
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Previous Industry Projections!
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A funny thing happened on the way to 45 nm!

•!Speed increases with scaling...!

2005 projection was for 5.2 GHz - and we didn#t make it in 

production.  Further, we#re still stuck at 3+ GHz in production.!
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A funny thing happened on the way to 45 nm!

•!Power decreases with scaling...!
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A bit on device performance...!
•! One way to think about switching time:!

–! Charge is carried by electrons!

–! Time for charge to cross channel = length/speed!

•! = L2/(mVds)!

•! What about power (i.e. heat)?!

–! Dynamic power is:! Pdyn = CLVdd
2f0-1!

•! CL = (eoxWL)/d!

–! eox = dielectric, WL = parallel plate area, d = distance between 

gate and substrate!

Thus, to make a device 

faster, we want to either 

increase Vds or decrease 
feature sizes (i.e. L)!
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Summary of relationships!
•! (+) !If V increases, speed (performance) increases!

•! (-) !If V increases, power (heat) increases!

•! (+)!If L decreases, speed (performance) increases!

•! (?)!If L decreases, power (heat) does what?!

–! P could improve because of lower C!

–! P could increase because >> # of devices switch!

–! P could increase because >> # of devices switch faster!!

11!

Need to carefully consider tradeoffs between 

speed and heat!
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A funny thing happened on the way to 45 nm!

•!Speed increases with scaling...!

•!Power decreases with scaling...!

Why the clock flattening?  POWER!!!!!



University of Notre Dame!

CSE 30321 – Lecture 24 – Parallel Processing on Multi-Core Chips! 13!

•! Processor complexity is good enough!

•! Transistor sizes can still scale!

•! Slow processors down to manage power!

•! Get performance from...!

Parallelism!

(i.e. 1 processor, 1 ns clock cycle!

vs.!

2 processors, 2 ns clock cycle)!

(Short term?) Solution!
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Are there design problems and issues 
unique to parallel processing on multi-core 

chips?!
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Issues!
•! Not that much different than those listed earlier:!

–! Cache Coherency!

–! Contention!

–! Latency!

–! Reliability!

–! Languages!

–! Algorithms!

•! In order of priority…!

–! Algorithms / Languages!

–! Contention / Latency!

–! Cache coherency!

15!
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Are there parallel processing models more 
suitable to chip-level systems?!
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Multithreading!

•! Idea:!

–! Performing multiple threads of execution in parallel!

•! Replicate registers, PC, etc.!

–! Fast switching between threads!

•! Flavors:!

–! Fine-grain multithreading!

•! Switch threads after each cycle!

•! Interleave instruction execution!

•! If one thread stalls, others are executed!

–! Coarse-grain multithreading!

•! Only switch on long stall (e.g., L2-cache miss)!

•! Simplifies hardware, but doesn#t hide short stalls (e.g., data hazards)!

–! SMT (Simultaneous Multi-Threading)!

•! Especially relevant for superscalar!
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Board examples!
•! Refer to this picture:!

Part D, E!

University of Notre Dame!

CSE 30321 – Lecture 24 – Parallel Processing on Multi-Core Chips!

Impact of modern processing principles "

(Lots of “state”)!
•! User: !

–! state used for application execution!

•! Supervisor: !

–! state used to manage user state!

•! Machine: !

–! state that configures the system!

•! Transient: !

–! state used during instruction execution!

•! Access-Enhancing: !

–! state used to simplify translation of other state names!

•! Latency-Enhancing: !

–! state used to reduce latency to other state values!
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Or can do both…!
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Real life examples…!


