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Lecture 05  
Fundamental Limits to Computation 

!

NRI Annual Review   1 December, 2008    Arlington, VA 

The Quest for Performance 

VLSI Evolution Post-CMOS Evolution 

How has the computer industry continually improved 
performance? Return to first principles. 

                 Patterson-Hennessy Equation 

Time = Instr/pgm x Cycles/Instr x Seconds/Cycle 
        (1)                  (2)                 (3) 

 
  (1) Compiler Development  
  (2) Architecture  
  (3) Integration 

            Circuit Design 
            Device Technology                 

More transistors = 
more unique 
architecture 
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Trends in Architecture Performance  

    Analysis of high perf 
architectures and the  
technologies they were  
built in, examining device 
vs arch contributions to  
throughput 

    - Predominant influence 
  on SPEC2000 is from 
  device technology  
- Modest contributions 
  from architecture  

Much work in architecture 
geared toward hiding latency; 

Tranistors not used “directly” 
for computation. 
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Impact of modern processing principles  
(Lots of “state”)!

•  User: !
–  state used for application execution!

•  Supervisor: !
–  state used to manage user state!

•  Machine: !
–  state that configures the system!

•  Transient: !
–  state used during instruction execution!

•  Access-Enhancing: !
–  state used to simplify translation of other state names!

•  Latency-Enhancing: !
–  state used to reduce latency to other state values!
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Impact of modern processing principles  
(User State)!

•  Purpose: !
–  State used for application execution!

•  Example: !
–  Architectural Registers, PC, Flags!

•  Size: !
–  Depends on ISA!

•  Structure: !
–  Depends on ISA!

•  Persistence: !
–  Long!

•  Volatility: !
–  Changes on per instruction basis!

•  Visibility: !
–  Completely!

University of Notre Dame!

CSE 30321 - Lecture 05 – Physical Limits!

Impact of modern processing principles  
(Supervisor State)!

•  Purpose:!
–  State used to manage user state!

•  Example: !!
–  Page Maps, Task Controls!

•  Size:!
–  Relatively small & independent of ISA!

•  Structure:!
–  Primarily pointer registers!

•  Persistence:!
–  Lifetime of a process!

•  Volatility:!
–  Small!

•  Visibility:!
–  Primarily OS!
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Impact of modern processing principles  
(Machine State)!

•  Purpose: !
–  Configure System, Support Debug & Test!

•  Example: !
–  Boot-time setup, Breakpoint set, Performance counters!

•  Size: !
–  Relatively independent of ISA!

•  Structure: !
–  Somewhat complex!

•  Persistence: !
–  As long as powered up!

•  Volatility:!
–  relatively low!

•  Visibility:!
–  Primarily boot & OS!
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Impact of modern processing principles  
(Transient State)!

•  Purpose:!
–  Improve performance !

•  Example:!
–  Pipe latches, BHT, ROB, ...!

•  Size: !!
–  Dependent on pipe depth, issue width & order !

•  Structure:!
–  Very complex!

•  Persistence:!
–  Cycle to thread timeframe!

•  Volatility:!
–  very high!

•  Visibility:!
–  invisible to software!
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Impact of modern processing principles  
(Access-Enhancing State)!

•  Purpose:!
–  State used to simplify translation of other state names !

•  Example:!
–  Segment mapping regs, TLB!

•  Size:!
–  Medium large!

•  Structure:!
–  Fairly regular!

•  Persistence:!
–  Cycle to process timeframe!

•  Volatility:!
–  moderate!

•  Visibility:!
–  Somewhat visible to OS!
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Impact of modern processing principles  
(Latency Enhancing State)!

•  Purpose:!
–  State used to reduce latency to other state values !

•  Example:!
–  Caches, Vector Registers!

•  Size:!
–  Very large!

•  Structure:!
–  Very regular!

•  Persistence:!
–  process!

•  Volatility:!
–  moderate!

•  Visibility:!
–  through effects on performance!
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For dramatic effect, let’s pause 
and think about how much state is 

associated with each kind of 
state…!
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Impact of modern processing principles  
(Total State vs. Time)!



University of Notre Dame!

CSE 30321 - Lecture 05 – Physical Limits!

Memory 
Wall } 
200+ X  
INCREASE 
IN 30 
YEARS! 

Impact of modern processing principles  
(Why so much latency enhancing state?)!


