
Networks in Control Systems 

The state of the art in  the  area of neural 
networks  in  control  systems  is  reflected  in  this 
special  issue.  The  need to meet  demanding 
control  requirements  in  increasingly  complex 
dynamical  control  systems  under  significant 
uncertainties  makes  neural  networks  very  at- 
tractive,  because of their  ability  to  learn.  to 
approximate  functions?  to  classify  patterns 
and  because of their  potential  for  massively 
parallel  hardware  implementation.  Neural  net- 
works  do  appear  to  be  able to implement  many 
functions  essential to control  systems  with 
higher  degree of autonomy. 

This is the second  special  issue of thelEEE 
Control Systems Muquzine devoted to Neural 

'Networks  in  Control  Systems;  the  first  special 
issue  was  two  years  ago:  in  April 1990 [ I ] .  In 
fact.  this  is  the  fourth  issue  of  the Magazine 
with a collection of articles  specifically  aimed 
at neural  networks  in  control [1]-[3]. 

A Brief Overview 

Two  years  ago  the  area of neural  networks 
in control  systems  was at its  early  stages  of 
development.  There  were  many  hopes  for  the 
field,  and  fewer  accomplishments.  Over  the 
past two years  the  field has  been  developing, 
but  not  by  surprising  leaps  and  bounds.  Rather 
it  has  been  evolving  through  steady  progress. 
Certain  views  and  approaches  have now 
emerged  to  become  accepted  and  popular.  The 
field  is also moving  away  from  blind  applica- 
tions of large  neural  networks to applications 
on more  specific  problems.  The  standards  are 
high  and  publication of results in the  area 
requires  proper  justification  of  the  particular 
approach  taken  and proof of theclaims  that  are 
made. I will try  here to give  an  overview of the 
main  approaches. 

The  type of neural  network  most  common- 
ly  used  is  the  feedforward  multilayer neural 
network,  where  no  information  is  fed  back 
during  operation.  There  is,  however.  feedback 
information  available  during  training.  Super- 
vised  learning  methods,  where  the  neural  net- 
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work is trained to learn  inputioutput  patterns 
presented to it. are  typically  used.  Most  often. 
versions of the  backpropagation  algorithm  are 
used to adjust  the  neural  network  weights 
during  training;  this is generally a slow and 
very  time  consuming  process  as  the  algorithm 
usually  takes  a  long  time to converge.  The 
individual  neuron  activation  functions  most 
often  are  sigmoidal  functions.  but  they  also 
may be signum or Gaussian  functions. 

One  propert) of  multilayer  neural  net- 
works is central  to  most  applications to con- 
trol.  Such  networks  can  generate  inputioutput 
maps  which  can  approximate.  under  mild 
assumptions,  any  function  with  any  desired 
accuracy.  One  may  have to use a large  number 
of  neurons.  but  any  desired  approximation, if 
it can  be  accomplished at all, i t  can be ac- 
complished  with  a  multilayer  network  with 
only  one  hidden  layer of neurons or two  layers 
of weights. 

To  model  the  inputioutput  behavior of a 
dynamical  system.  the  neural  netbork is 
trained  using  input/output  data  and  the 
weights of the  neural  network  are  adjusted 
most  often  using  the  backpropagation  algo- 
rithm.  Because  the  typical  application  invol- 
ves  nonlinear  systems.  the  neural  network is 
trained  for  classes of inputs  and  initial  condi- 
tions.  The  underlying  assumption  is  that  the 
nonlinear Ftatic map  generated by the neural 
networkcan  adequately  representthesystem's 
behavior in the  ranges of interest  for  the  par- 
ticular  application.  There is of course  the ques- 
tion of how  accurately  a  neural  network, 
which  realizes  a  static  map,  can  represent  the 
inputioutput  behavior  of a dynamical  system. 
For  this  to be possible  one must provide to the 
neural  network  information  about  the  history 
of the  system - typically  delayed  inputs  and 
outputs.  How  much  history is needed  depends 
on  the  desired  accuracy.  There is a  tradeoff 
between  accuracy  and  computational  com- 
plexity  of  training.  since  the  number  of  inputs 
used  affects  the  number of weights in the 
neural  network and subsequently  the  training 
time,  One  sometimes  starts  with as many 
delayed  input  signals as the  order of the  sys- 
tem.  and  then  modifies  the  neural  network 
accordingly;  it  also  appears  that  using  a  two 
hidden  layer  neural  network - instead of a 
one  hidden  layer  network - has  certain 
advantages.  The  number of neurons  in  the 
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hidden  layer(s)  is  typically  chosen  based  on 
empirical  criteria  and  one  may  iterate  over a 
number of networks to  determine  the  neural 
network  that  has  a  reasonable  number of 
neurons  andaccomplishes  thedesireddegree 
of  approximation. 

When a multilayer  neural  network  is 
trained as  a  controller - either  an  open or 
closed  loop  controller - most  of  the  issues  are 
similar to the  above.  The  difference  is  that  the 
desired  output  of  the  neural  network - the 
controller  generated  appropriate  control  input 
to  the  plant - is not  readily  available.  but  has 
to  be  induced  from  the  known  desired  plant 
output. For this, one either  uses  approxima- 
tions  based on the  mathematical  model of the 
plant if available, or a  neural  model  of  the 
dynamics of the  plant or even of the  dynamics 
of  the  inverse of the  plant. In the  latter  case  the 
assumption is that  the  inverse  dynamics  can 
be  represented  by  a  neural  network. 

Neural  networks  may  be  combined to both 
identify  and  control the plant,  thus  imple- 
menting an adaptive  controller. It is also pos- 
s ible  t o  adapt ive ly   change   the   neura l  
controller  based on an  additional  training 
signal.  which is an  indication  of  how  well 
the  system is performing - using,  that  is.  a 
critic to help  adjust  the  neural  controller 
parameters. 

Neural  networks  can  also  be  used  to  detect 
and  identify  system  failures,  and to help  store 
information  for  decision  making - thus  provid- 
ing  the  ability  to  decide  when to switch  to a 
different  controller  among a finite  number  of 
controllers,  or to classify  patterns  etc. 

In general.  there are potential  applications 
of  neural  networks at all levels  of  hierarchical 
intelligent  controllers  that  provide  higher 
degrees  of  autonomy  to  systems [4]. Neural 
networks  are  useful at the  lowest  execution 
level - where  the  conventional  control  algo- 
rithms  are  implemented  via  hardware  and 
software - through  the  coordination  level. to 
the  highest   organizational  level,   where 
decisions  are  being  made  based on possibly 
uncertain  and/or  incomplete  information.  One 
may point  out  that at the  execution  level - the 
conventional  control  level - neural  network 
properties  such  as  the  ability  for  function  ap- 
proximation  and  the  potential  for  parallel im- 
plementation  appear  to he most  important. In 
contrast,  at  higher  levels.  abilities  such as pat- 
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tern  classification  and  the  ability to store  in- 
formation in a, say,  associative  memory  ap- 
pear  to be of  most  interest. 

Theoretical  developments are of  course  of 
great  importance.  Today  we  have  greater un- 
derstanding of the  fundamental  neural  net- 
work  characteristics  compared to tw'o years 
ago.  However, in acontrol  system  which  con- 
tains  neural  networks it is  hard  to  prove  typical 
control  system  properties  such  as  stability.  The 
main  reason is the  mathematical  difficulties 
associated with nonlinear  systems  controlled 
by  highly  nonlinear  neural  network  control- 
lers. In view  of  the  mathematical  difficulties 
encountered  in  the  past in the  adaptive  control 
of  linear  systems  controlled by linear  control- 
lers, it is hardly  surprising  that  the  analytical 
study  of  nonlinear  adaptive  control  using 
neural  networks is a  difficult  problem  indeed. 
Some  progress  has  been  made in this  area  and 
certain  important  theoretical  results  have 
begun to emerge,  but  clearly  the  overall  area 
is still at  its  early  stages of development.  The 
encouraging  news is that there  are  successful 
applications  of  neural  networks in control  sys- 
tems  that  work.  and  this  certainly  provides 
clues  and  guidelines  for  the  corresponding 
theoretical  development. 

Special Issue 

This  special  issue  contains  seven  articles 
all of which  were  presented,  in  some  form,  at 
conferences in 1991:  at  the  American  Control 
Conference,  the  IEEE  Robotics  and  Automa- 
tion  Conference. or at the  IEEE  7th  Interna- 
tional  Symposium  on  Intelligent  Control. In 
selecting  these  papers  the  aim  was to present 
as vaned  and  current  picture  of  the  research  in 
the  field as possible.  This  is an emerging  tech- 
nology  with  a  great  variety of ideas  being 
applied  to  new  and  old  applications.  and it is 
important  to  represent  this  variety. It is also a 
fast  paced  technology,  and so it is essential to 
provide  timely  coverage  when  capturing  the 
state of the  art.  The  coverage  is  by  necessity 
restricted due  to  editorial  deadlines  and  length 
constraints  and  this  Special  Issue  providesbut 
a window  through  which to view  the  current 
state of the  art.  Certainly  the  approaches 
presented  here on neural netnorks in  control 
systems  are  not  the  only  ones.  Collected 
together,  however.  they  provide a good  picture 
of  the  trends  in  the  area. 

The first  article  by K. S .  Narendra  and S. 
Mukhopadhyay  titled  "Intelligent  Control 
Using  Neural  Networks."  deals  with  control- 
ling a system  when  structural  failures  occur.  A 
two-level  hierarchical  neural  network  control- 
ler  is  used.  The  higher  level  detects  and  clas- 

sifiesafailureasatnemberofaparticularclass 
offailures: it then  activates a prestored  fixed 
controller  known  to  stabilize  the  system 
under  this  particular  class  of  failures.  At  the 
lower  level, an adaptive  neural  network  con- 
troller is then  used to improve  the  response 
of  the  system  on  line;  this is  accomplished 
by  identifying  the  new  values of the  system 
parameters  and  updating  the  parameters  of 
the  controller. 

In  "Reinforcement  Learning is Direct 
Adaptive  Optimal  Control."  by R. S. Sutton. 
A.  G.  Barto  and R. J. Williams.  Q-learning  is 
used as a  method  to  implement  direct  adaptive 
optimal  control to nonlinear  systems.  General- 
ly. direct  methods  are  less  computationally 
intensive  than  indirect  and it is important  to  be 
able  to  use  direct  methods in problems  which 
are ver] demanding  computationally,  such as 
optimal  control  of  nonlinear  systems. In this 
paper  Q-learning. a reinforcement  learning 
method  is  discussed  as  an  on-line  dynamic 
programming  method  to  perform.  in  a  rela- 
tively  computationally  inexpensive  way  direct 
optimal  adaptive  control. 

CMAC  (Cerebellar  Model  Articulation 
Controller)  neural  networks  are  capable  of 
learning  nonlinear  functions  very  quickly  due 
to the  local  nature  of  weight  updating.  Higher 
order CMAC neural  networks $1 hich  can  lean) 
to approximate  both  functions  and  function 
derivatives  are  introduced in the  next  paper 
"Theory  and  Development  of  Higher-Order 
CMAC  Neural  Networks" by S. H. Lane, D. 
A.  Handelman.  and J.  J. Gelfand. For this, 
B-Spline  receptke  field  functions  are  used i n  
conjunction  with  more  general  weight  ad- 
dressing  schemes.  Learning  methods  for  these 
networks  are also discussed. 

Visual  feedback  information is used to 
control a robotic  manipulator  in  "Self-or- 
ganizing  Visual  Servo  System  Based on 
Neural  Network\"  by  H.  Hashimoto,  T. 
Kubota. M .  Kudou  and E Harashima.The  task 
is to move  the  manipulator  end-effector in a 
position  where  gripping  of an object  can  easily 
be  performed.  Two  neural  networks - global 
and local - are  used  to  learn  the  nonlinear 
mapping  between  image  data  andjoint  angles; 
the  first  network  learns  the  appropriate  control 
signals  for  longer  and  the  second  network  for 
shorter  object  distances. 

The  next  paper  "Hierarchical  Neuro- 
controller  Architecture  for  Robotic  Manipu- 
lation," by L.  C.  Rabelo  and X. J. R. Avula. 
discusses  how  neural  networks  may  be  util- 
ized at various stages of controlling  the  motion 
of  a 2-link robot ann. A  hierarchical  neural 
network  controller  is  used  where  the  higher 
level  deals  with  motion  analysis  issues - there 

are  three  distinct  neural  networks  addressing 
delineation  of  the  robot  arm  workspace,  coor- 
dinate  transformation  and  the  motion  decision 
making  process - while  the  lower  level 
provides  the  appropriate  control law using an 
emulator of the  arm  dynamics. 

The  paper  "Disturbance  Pattern  Classifica- 
tion  and  Neuro-Adaptive  Control" by D. J.  
Cooper. L. Megan  and R. F. Hinde, Jr. discus- 
ses an adaptation  strategy  to  cope  with  load 
disturbances in process  control.  The  strategy 
is based on an analysis  of  patterns  found in 
past  error  and  control  input  variables. It uses 
a  neural  network  to  learn  a  mapping  from  the 
error  signal of a poorly  tuned  controller  to  the 
nature of the  source of the  problem - step 
component in an otherwise  oscillatory  distur- 
bance  that  may  cause  the  process  charac- 
t e r i s t i c s   t o   c h a n g e  - a n d   h e n c e   t o  a 
modification of the  controller. 

In the  last  paper  titled  "Implementations  of 
Learning  Control  Systems  using  Neural  Net- 
horks," by M.  A.  Sartori  and P. 1. Antsaklis, a 
particular  neural  network  and a direct  method 
to  assign  its  weights  are  introduced  to  sys- 
tenlatically  incorporate  prior  knowledge 
about  the syrtem's behavior  when  using 
neural  networks  to  design  subsystems in a 
control  system.  Note  that in  general  sig- 
nificant  prior  information  about a variety  of 
system  characteristics is typically  available to 
the  designer  and  its  systematic  use is very 
important a5 i t  may  lead  to  significant  com- 
putational  sabingr,  when  compared  to  direct 
application  of  learning  methods.  Here  the 
prior  information is assumed to be in certain 
form - inputhutput  data  points  together  with 
additional  specifications  for  the  behavior  be- 
tween  the  given  points - and  an  algorithm to 
design an appropriate  neural  network  which 
incorporates  this  information is given.  Learn- 
ing  methods  can  subsequently  be  used if ap- 
propriate  to  refine  the  design.  The  approach  is 
then  used in dynamical  system  (plant  and  con- 
troller)  modeling, i n  failure  detection  and 
identification. in information  extraction 
problems  and in control  scheduling. 
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1992 Conference on Control  Applications 
The  1992  Conference  on  Control  Applica- 

tions  (CCA)  will  be  held  on  September  13-16, 
1992. at the  Stouffer  Plaza  Hotel  in  Dayton, 
OH. The  sponsoring  society i5 the IEEE Con- 
trol  Systems  Society  and  cooperating or- 
ganizations  are  the  local  IEEE  Dayton  Section 
and  the NAECON.  The  Stouffer  Center  Plaza 
Hotel is the  premier  hotel  of  Dayton,  OH. 
Located  only 12 minutes  from  Wright  Patter- 
son Air Force  Base.  the  hotel  is  a  skywalk 
away  from  the  Dayton  Convention  Center. 

Technical  Program 

The technical  program will consist  of  a 
wide  range of topics in theory  and  applica- 
tions.  The  theoretical  topics  include all areas 
of decision,  control,  optimization,  and  adapta- 

tion. For example:  specific  topics  are  adaptite 
control theoy,  intelligent  control,  robustness. 
H-infinity  methods,  singular  value  decom- 
position.  variable  structure  control,  stochastic 
and  distributed  systems. 

The  applied  areas  include  (but  are  not 
limited  to):  aerospace  applications  involving 
avionics.  control,  fault  tolerance.  stability, 
multivariable  control,  expert  systems,  com- 
mand.  control;  and  communications,  man- 
machine  and  biomedical  systems,  flexible 
systems.  process  control,  modeling  and  iden- 
tification.  Other  application  areas  are  also 
strongly  encouraged. 

Special  tutorials  are  designed  to  encour- 
age  both  theoretical  and  applied  researchers 
to  work  together  to  merge  theory  and  prac- 
tice.  For  the  theoretical  people.  special 

tutorials  willbegi\.enemphasizing  theoretical 
work. For the  applied  people,  theoretical  ex- 
perts will illustrate  aspects of their  theoretical 
research  that  have  a  wide  range of applicabil- 
ity. In all these  tutorials.  as  with  the  general 
conference.  the  goal  will  be  to  merge  theory 
with  practice. 

A  reception  is  planned for Sunday  night; 
t ou r s   a t   t he   wor ld   f amous   A i r   Fo rce  
Museum  are  also  scheduled.  The  deadline 
for paper  submissions  has  already  passed. 
For  further  information  contact  the  General 
Chairman:  Dr.  D. W. Repperger,  Building 
33, AAMRLIBBS, Wright  Patterson  Air 
Force   Base ,   Dayton .   OH 45433-6573, 
phone: 5 13-255-5742.  FAX: 5 13-255-9687. 
E-Mail:  drepperge@AAMRL.AF.MIL. 
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