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Abstract. An optimization algorithm for the problem of control reconfiguration in response to operating condition
changes or abrupt system component failures is presented here. The algorithm utilizes a version of the Broyden-
Fletcher-Goldfarb-Shanno (BFGS) optimization method of conjugate directions. The algorithm provides an output
feedback controller that not only stabilizes the new/impaired system, when possible, but also preserves much of
the dynamics of the original/unfailed system. The design is such that the closed-loop system is robust with respect
to inevitable uncertainties/modelling errors on the state-space matrices of the impaired system. The algorithm is
applied to an aircraft longitudinal control system, for which two severe cases of failure are considered, first the
loss of an actuator and then the loss of a sensor in addition to the actuator loss.
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1. Motivation-Previous Work

Reconfigurable control systems are control systems that are characterized by the ability
to perform in the presence of drastic changes in the system dynamics due, for example,
to abrupt system component (actuator/sensor) failures or rapid changes in the operating
conditions. Their task is twofold; first they need to guarantee safe performance (stability),
when possible, and then recover maximum control performance under impairments. In
aircraft flight control systems, for instance in an emergency situation, the first objective
is to maintain the aircraft in a stable, flyable state and then try to recover as much of the
performance specifications of the unfailed system as possible. Established techniques exist
for the cases of anticipated failures/operating condition changes, for which control laws are
precomputed, stored and used according to need. However, the interest here is mainly for
the cases of unanticipated scenarios, where an automated on-line failure accommodation
technique is needed. Here, we are primarily interested in the reconfiguration part. That is,
for the cases of component failures, a failure detection and identification scheme is assumed
to provide the dynamics (state-space description) of the impaired system; for the cases of
operating condition changes, an on-line modelling technique is assumed to identify the
state-space model that corresponds to the new operating conditions. Before we present
our control system reconfiguration approach to maintain stability and performance, other
techniques that have appeared in the literature will be briefly discussed; furthermore, the
needs that our methodology will attempt to accommodate will be identified.
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Several approaches for aircraft flight control problems have appeared in the literature.
In [13], a design is proposed for an autonomous lateral directional flight control system
that utilizes a multiprocessor reconfigurable control and an adaptive learning network for
the monitoring of control surface compliance, control law synthesis and system attribute
learning. In [20], a gain schedule design procedure is presented. This procedure uses a linear
quadratic optimization based simultaneous stabilization algorithm in which the schedule
gain is constrained to stabilize a collection of plant models that represent the aircraft in
various control failure modes. In [21], non-reconfigured and reconfigured control laws to
accommodate three control element failures for a commercial airplane are studied. Note
also that an interesting overview of the reconfiguration problem for aircraft flight control
systems can be found in [9].

An alternative approach to reconfigurable control is presented in [25], where failures
enter the system as uncertainties in system parameters and anH∞ controller is designed
that provides robust stability in the presence of some prescribed failures. In a similar fashion,
reconfiguration is incorporated in a general FDI framework in [24]. A different viewpoint
is presented in [4], [7], where the emphasis is on the identification of the parameters of
the impaired system which then determines the design of the new control laws. In all the
papers above, reconfiguration is either just a part of a more general adaptive or FDI/stability
robustness scheme or treated as an uncertainty that enters the system or restricted to some
specific classes of failures for which a control law may be stored and used upon need.
Besides, the requirement of maintaining the dynamics of the original closed-loop system
is not explicitly included in the reconfiguration design procedure. In this paper, we are
interested in an explicit control reconfiguration scheme that will provide a controller for
the impaired model so that not only the stability is guaranteed but the performance of
the impaired system closely approximates the control performance and specifications of the
original system as well. In other words, we need to deal with the case of severe unanticipated
failures and design on-line a controller that will maintain as much of the original closed-loop
dynamics as possible. This is the way reconfiguration is treated in the papers that follow.

In [18], an approach to the automatic redesign of flight control systems for aircrafts that
have suffered one or more control element failures is presented. This approach is based on
linear quadratic (LQ) design techniques and attempts to maximize a measure of feedback
system performance while satisfying the bandwidth limitation of the control system. This
results in reconstructing the nominal forces and moments of the unfailed aircraft as nearly
as possible. The proposed scheme maintains closed-loop stability and some robustness
due to uncertain system parameters but does not necessarily guarantee the recovery of the
closed-loop performance. Another drawback is that all states are assumed available for
measurement, that is full state-feedback is considered.

In [6], [22], [23], thePseudo-inverse method (PIM)is used to compute the control law
for the impaired system. This method relies on the fact that the new feedback gain based
on the pseudo-inverse theory is optimal in the sense that it is the solution of smallest norm
for the linear least-squares problem of minimizing the Frobenius norm of the difference
matrix between the original and the impaired closed-loop system transition matrices. The
main problem, however, is that the stability of the impaired closed-loop system can not
be guaranteed. This problem was overcome in [10], where the reconfigurable control
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problem was formulated as a constrained minimization problem and amodified pseudo-
inverse method (MPIM)was proposed that guarantees the stability of the closed-loop system.
The optimal solution for single-input systems is given in closed form; for multi-input
systems the optimality is sacrificed for the sake of stability and a near-optimal solution is
given. However, the approach has two drawbacks. First it assumes full state-feedback,
which can be quite unrealistic at times; and, it relies on some stability bounds that may give
very conservative results; this results in certain limitations of the proposed scheme.

More recently, an approach was presented in [14], where the full-state measurability (state-
feedback) is relaxed and the output feedback case is considered. The presented method is
based on the eigenstructure assignment approach of [1]. There are, however, two major
drawbacks in the proposed technique. First, the stability of onlyMax(m, r ) eigenvalues
of the closed-loop system is maintained, where{m, r } are the numbers of inputs, outputs
respectively. Although a sufficient condition for the stability of the remaining eigenvalues
is provided, there is no guarantee that they will remain stable. Note that similar limitations
are encountered in another reconfiguration design for some classes of failure scenarios that
is based on eigenstructure assignments in [11]. The second drawback of [14] concerns the
fact that the proposed methodology relies on the assumption that the input matrixBf of the
impaired model is of full column rank. This is a restrictive assumption, considering the com-
mon case of actuator loss which corresponds to zeroing a whole column of the input matrix.

Here, we consider the output feedback case and propose an optimization algorithm which
always guarantees the stability of all the closed-loop eigenvalues, even in the case of severe
failure scenarios, such as the simultaneous loss of an actuator and a sensor. Note that this
happens under the assumption that a stabilizing solution does exist for the impaired state-
space model. The new stabilizing feedback controller for the impaired system captures as
much of the dynamics of the original system as possible, since it is designed to minimize
the Frobenius norm of the difference matrix between the original and the impaired closed-
loop transition matrices. Another useful feature of the proposed design is that it is robust
with respect to modelling errors concerning the state-space matrices of the new/impaired
system. In other words, the realistic possibility of imperfect modelling of the impaired
system is incorporated in our design and the controller derived by the proposed algorithm
is capable of maintaining the closed-loop stability even in the presence of uncertainty in the
state-space matrices of the impaired system. In section 2, the problem is formulated, the
algorithmic approach is presented, and discussion is carried out concerning features of the
technique and its extension to more complex control problems. In section 3, the algorithm
is applied to an aircraft longitudinal control system, for which two severe cases of failure
are considered, first the loss of an actuator and then the loss of a sensor in addition to the
actuator loss. Finally, in section 4, concluding remarks are briefly discussed. Note that an
earlier version of the present work was presented in [16].

2. Problem Formulation

We consider the linear multivariable continuous system with the state-space description

ẋ(t) = A x(t)+ B u(t), y(t) = C x(t) (1)
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wherex ∈ <n is the state vector,u ∈ <r is the input vector andy ∈ <q is the output vector.
We assume static output feedback of the form

u(t) = K y(t) = KC x(t) (2)

The above gain matrix has been selected so that it satisfies specific control specifications or
guarantees a certain control performance (transient response characteristics, etc). Suppose
now that due to system component failures (e.g., actuator or sensor failure/loss) or operating
condition changes, the previous state-space representation can no longer model the dynamics
of the new/impaired plant, which is now described by

ẋ(t) = Af x(t)+ Bf u(t), y(t) = Cf x(t) (3)

Our objective is to design fast a new stabilizing output feedback control law

u(t) = K f y(t) = K f Cf x(t) (4)

so that the new closed-loop systemAf + Bf K f Cf captures as much of the dynamics of
the nominal closed-loop systemA+ BKC as possible. In other words, we need to find a
new control gain matrix that minimizes the Frobenius norm of the difference between the
nominal and the new closed-loop system transition matrices. Therefore, the minimizing
quantity of our interest is given by

J11 = ‖A+ BKC− Af − Bf K f Cf ‖2F
= Tr

[
(A+ BKC− Af − Bf K f Cf )

T (A+ BKC− Af − Bf K f Cf )
]

(5)

where‖A‖F andTr(A) denote the Frobenius norm and the trace of a matrixA respectively.
This is clearly an unconstrained minimization problem. We know that given an asymptoti-
cally stable matrixA and an arbitrary symmetric positive definite matrixQ, there exists a
unique symmetric positive definite matrixP, such that

AT P + P A+ Q = 0 (6)

The new gain matrixK f needs to be stabilizing, that is it has to makeAf + Bf K f Cf

stable. Therefore, according to above, it suffices to satisfy the following Lyapunov equation

ÂT
f P + PÂf + Q = 0 (7)

where

Âf = Af + Bf K f Cf (8)

By including (7) in (5), we have a constrained minimization problem. Therefore, the
minimizing quantity is given by

J1 = J11+ Tr
[
L1(Â

T
f P + PÂf + Q)

]
(9)



AN OPTIMIZATION APPROACH TO CONTROL RECONFIGURATION 259

whereL1 ∈ <n×n is the Lagrange multiplier matrix. In the analysis above, there is the
underlying assumption that we know exactly the state-space matrices of the impaired model.
This is not usually the case in applications (e.g., flight control examples). When the
operating conditions change abruptly or a severe failure, such as an actuator loss, occurs,
then we can only approximate the state-space matrices of the impaired system. In cases
like that, it is imperative that we design a controller that allows somestability marginto
the closed-loop system, that is a controller that will stabilize the closed-loop system, even
in the presence of uncertainty in some or all the state-space matrices{Af , Bf ,Cf } of the
closed-loop systemAf +Bf K f Cf . We need the following theorem, which has been proven
in [8].

THEOREM2.1 Considerẋ(t) = Ax(t) where A is a stability matrix; let P, Q be as in (6).
Suppose that A→ A+1A, thenẏ(t) = (A+1A) y(t) remains asymptotically stable if

(1A)Q−1(1A)T <
1

4
P−1 Q P−1 (10)

or equivalently

(1A)T P Q−1 P(1A) <
1

4
Q (11)

We can easily see that a sufficient condition for (11) to hold is

σ 2
max(1A)σ 2

max(P)σmax(Q
−1) <

1

4
σmin(Q)

H⇒ σmax(1A) <
1

2

σmin(Q)

σmax(P)
(12)

Returning to our problem, we see that (12) can be used to maintain stability in cases
of inevitable uncertainties in the closed-loop systemAf + Bf K f Cf , that is we apply (12)
for A = Âf . SinceQ is selected beforehand, it is apparent that in order to maximize the
implied stability bound of (12) for inevitable uncertainties in the closed-loop system given
above, we need to minimizeσmax(P). Sinceσ 2

max(A) ≤ ‖A‖2F = Tr(AT A) for any matrix
A, we choose to minimize

J2 = Tr(PT P) = Tr(P2) (13)

Therefore, the overall minimizing quantity is finally given by

J = J1+ J2

= Tr
[
(Ãf − Bf K f Cf )

T(Ãf − Bf K f Cf )+ L1(Â
T
f P + PÂf + Q)+ P2

]
(14)

where

Ãf = A+ BKC− Af (15)

Next we compute the partial derivatives of the final costJ with respect to all the matrix
variables entailed; these partial derivatives are needed for the algorithm that is presented
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next for the minimization ofJ. In order to compute them, we need the following properties
from [2]

∂

∂X
Tr(X2) = 2XT (16)

∂

∂Y
Tr(A1Y B1) = AT

1 BT
1 (17)

∂

∂Y
Tr(A2YT B2) = B2A2 (18)

∂

∂Y
Tr(A3Y B3YT ) = A3Y B3+ AT

3 Y BT
3 (19)

for anyX ∈ <n×n, Y ∈ <n×m, A1 ∈ <l×n, B1 ∈ <m×l , A2 ∈ <l×m, B2 ∈ <n×l , A3 ∈ <n×n,
B3 ∈ <m×m. With these properties, we have

∂ J

∂L1
= 1L1 = ÂT

f P + PÂf + Q (20)

∂ J

∂P
= 1P = Âf LT

1 + LT
1 ÂT

f + 2P (21)

∂ J

∂K f
= 1K f = 2BT

f Bf K f Cf C
T
f − 2BT

f Ãf C
T
f + BT

f P(L1+ LT
1 )C

T
f (22)

To minimize (14) we use a version of the Broyden family method of conjugate directions,
which is based on the Broyden-Fletcher-Goldfarb-Shanno (BFGS) update rule; details in
[3]. Note that a version of this algorithm has been used in [17] for the design of controllers for
robust stability and optimal performance of uncertain discrete-time systems. The proposed
algorithm is presented next.

Initialization Step

Let ε > 0 be the termination scalar. Choose an initial stabilizing gain

K 1
f =

 (τ 1
1 )

T

...

(τ 1
r )

T

 (23)

where{(τ 1
l )

T , l = 1, . . . , r } are the{1×q} rows ofK 1
f , which stabilizes(Af , Bf ,Cf ), that

is Âf stable. Also, choose an initial symmetric positive definite matrixD1. Let

y1 = x1 =

 (τ 1
1 )
...

(τ 1
r )

 (24)

be a column vector consisting of the transposes of the rows ofK 1
f . Also letk = j = 1, and

go to theMain Step.
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Main Step

M1. Substitute the gain matrixK j
f in the gradients of (20)–(21), set them to zero, that is

1L1 = 0,1P = 0, and solve forP, L1 respectively, in that specific order.

M2. Substitute these parameters in (22) and compute

1K j
f
=

 (σ
j

1 )
T

...

(σ
j

r )
T

 (25)

where{(σ j
l )

T , l = 1, . . . , r } are the{1× q} rows of1K j
f
.

M3. Define

∇ J(yj ) =

 σ
j

1
...

σ
j

r

 (26)

If ‖∇ J(yj )‖ < ε, STOP. The optimal gain isK j
f . Otherwise, go to M4.

M4. If j > 1, update the positive definite matrixDj as follows

Dj = Dj−1+
pj−1 pT

j−1

pT
j−1qj−1

[
1+ qT

j−1Dj−1qj−1

pT
j−1qj−1

]
− [Dj−1qj−1 pT

j−1+ pj−1qT
j−1Dj−1]

pT
j−1qj−1

(27)

where

pj−1 = λj−1dj−1 = yj − yj−1 (28)

qj−1 = ∇ J(yj )−∇ J(yj−1) (29)

M5. Define

dj = −Dj∇ J(yj ) (30)

and letλj be an optimal solution to the problem of minimizingJ(yj +λdj ) subject toλ ≥ 0.
Let

yj+1 = yj + λj dj =

 (τ
j+1

1 )
...

(τ
j+1

r )

 (31)
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which implies that

K j+1
j =

 (τ
j+1

1 )T

...

(τ
j+1

r )T

 (32)

where obviously{(τ j+1
l ), l = 1, . . . , r } are{q × 1} column vectors.

M6. If j < rq, replacej by j + 1 and repeat theMain Step.

Otherwise, if j = rq, then lety1 = xk+1 = yrq+1, replacek by k+ 1, let j = 1 and repeat
theMain Step.

There are several issues that need to be discussed here.

Remark 2.1. The line search in (M5) is restricted to stabilizing gains. Therefore, the
selected new gain matrix needs first to stabilize the closed loop matrix (8) of the impaired
system and then minimize (14). Note that the line search in(M5) of the Main Stepwas
performed in our examples by the Fibonacci method; details in [3].

Remark 2.2. Since our algorithm is an indirect version of the BFGS algorithm, as an
alternative to the stopping criterion of(M3), we could use another quite practical criterion.
Specifically, we may consider monitoringJ and stop when we reach a plateau or when
we see thatJ is sufficiently small and the associated bound derived is acceptably large.
Additionally, note that for optimization problems similar to the one we study here, alternative
methods based on gradient-type and nongradient-type algorithms have been proposed in
[12] and [19] respectively.

Remark 2.3.For the algorithm mentioned above, we need an initial stabilizing output gain.
If such a gain is not available, then we can use the heuristic approach of [5].

Remark 2.4.The minimizing quantity of (14) consists of two components, the reconfigura-
tion term(J1) and the robustness term(J2). By assigning weights to these terms, we could
emphasize the one that is of more interest to us. Specifically, for cases where we are quite
uncertain about the state-space matrices of the impaired system, we could assign a large
weight toJ2, in order to maximize the stability region within which the perturbations of the
closed-loop matrix are allowed to vary without jeopardizing the stability of the closed-loop
system. Without loss of generality, we can always consider a weightω1 = 1 for J1, so that
the minimizing quantity is given by

Jw = J1+ ω2J2 (33)

Note that the introduction ofω2 affects only the gradient of (21), where the term 2P
needs to be substituted by 2ω2P.
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Remark 2.5. Several stability bounds similar to the one given in Theorem 2.1 above can
be found in the robust stability literature. Which one is the best (less conservative) is not
the issue of interest here. We have chosen the bound of (12) because it is easy to use and
suits our analysis.

Remark 2.6. In our analysis design above, we have considered the robustness of the
closed-loop system̂Af assuming possible uncertainties in all the state-space matrices of the
impaired system. If we are certain for some of these matrices, then the bound of (12) can
be easily modified. For instance, we consider a common case in reconfigurable systems,
where the state and output matrices remain the sameA = Af , C = Cf and we only have
changes in the input matrixB. Then, the allowable perturbations inBf are easily given
from (12) by

σmax(1Bf ) <
1

2

σmin(Q)

σmax(P) σmax(K f Cf )
(34)

It is apparent that by minimizingσmax(K f Cf ), we can further enlarge the above stability
region. This can easily be done by including its upper boundTr [(K f Cf )

T (K f Cf )] in the
minimizing quantityJ. Note that such an inclusion could enhance the robustness aspect of
the proposed design but would affect its reconfiguration aspect, which is of primary concern
here. However, for cases where there is a serious uncertainty about the input matrixBf , the
inclusion of the above term is recommended to avoid instability due to imperfect modeling
of the impaired system.

Remark 2.7. In the analysis above, we have studied the static output feedback case. When
dynamic output feedback is considered, then the formulation given in the appendix of [17]
can readily be used. Note that in this formulation, the order of the controller is fixed.
In the same respect, when considering the output feedback gain for the impaired system,
the assumption is made that the new controller will be of the same order as the dynamic
controller of the nominal system.

3. An Illustrative Example

Consider an aircraft longitudinal control system from [14], whose linearized dynamic model
is given by

α̇(t)
β̇(t)
ψ̇(t)
θ̇(t)

 =

−0.0582 0.0651 0 −0.171
−0.303 −0.685 1.109 0
−0.0715 −0.658 −0.947 0

0 0 1 0



α(t)
β(t)
ψ(t)
θ(t)



+


0 1

−0.0541 0
−1.11 0

0 0

( η(t)τ (t)

)
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y(t) =
 1 0 0 0

0 0 0 1
0 0 1 0



α(t)
β(t)
ψ(t)
θ(t)

 (35)

whereα(t) andβ(t) are the forward and vertical speeds,ψ(t) is the pitch rate andθ(t)
is the pitch angle. The control inputsη(t) and τ(t) are the elevator angle and throttle
position respectively. When we consider the static output feedback law (2), the controller
that assigns the closed-loop eigenvalues at{−2,−0.5973,−1.5± 2 j } is given by

K =
( −0.00031 4.77004 1.70457
−2.01505 −1.13002 0.02904

)
(36)

Next, we suppose that the system dynamics change due to operating condition variations
and at the same time severe failures happen at the actuators or sensors. First, we study the
case of actuator loss and then the case of both actuator and sensor losses.

3.1. Actuator Loss

The state-space matrices of the impaired model are given below. Note the loss of the second
actuator

Af =


−0.0582 0.10 0.0 −0.171
−0.103 −0.685 1.109 0
−0.0715 −0.658 1.98 0

0 0 1.5 0

 , Bf =


0 0.0
−0.09 0.0
−1.11 0.0

0 0.0


Cf =

 0.9 0 0 0
0 0 0 0.7
0 0 1 0

 (37)

Note that the state-space matrices given above correspond to new operating conditions,
as given in [14]; in addition, we imposed the loss of one of the actuators. We use the
algorithm to compute the stabilizing static output feedback controllerK f that minimizes the
Frobenius norm of the differenceA+ BKC− Af − Bf K f Cf denoted byJ1 and maximizes
the robustness of the impaired closed-loop system, which corresponds to the minimization
of J2. We assign different weights to the robustness term, so that the minimizing quantity
is given by (33).

In Table 1, we give the closed-loop eigenvalues and the first row of the stabilizing output
feedback gain for the original and several impaired models. Note that for the impaired
models the second row of the controller becomes irrelevant due to the actuator loss. In
Table 2, we give the results for the reconfiguration and the robustness terms, when assigning
different weights toJw in (33). We also give the robustness bound, that is the maximum
singular value of the variations of the closed-loop system that can be allowed so that the
asymptotic stability is maintained. We also restrict these variations in perturbations in the
input matrixB and compute the same bound forσmax(1Bf ). Finally, since by inspecting
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Table 1.Actuator loss: eigenvalues and feedback gain for the nominal and the impaired models.

model eigenvalues gain K
(first row)

nominal {−2.0,−0.5973,−1.50± 2.00j } [−0.00031 4.77004 1.70458]

imp (ω2 = 0.01) {−0.0770,−0.5591,−1.4610± 2.5498j } [0.00680 6.79671 4.31982]

imp (ω2 = 0.1) {−0.0797,−0.5576,−1.4603± 2.5491j } [−0.06511 6.79624 4.31961]

imp (ω2 = 1) {−0.0947,−0.5491,−1.4575± 2.5352j } [−0.45799 6.75011 4.32028]

imp (ω2 = 10) {−0.1371,−0.5194,−1.4840± 2.4060j } [−1.37154 6.31477 4.37946]

imp (ω2 = 50) {−0.1779,−0.4819,−1.6283± 2.1596j } [−1.92021 5.75013 4.64244]

Table 2.Actuator loss: results for different weight factors considered for the impaired model.

impaired J1 J2 bound bound (1Bf = κ1B1)

model (reconfiguration term) (robustness term) (general) for1Bf |κ1| <
ω2 = 0.01 5.7469 2.3324 0.0668 0.0104 1.04

ω2 = 0.1 5.7534 2.2092 0.0687 0.0107 1.07

ω2 = 1 5.9737 1.7149 0.0785 0.0122 1.22

ω2 = 10 7.8258 1.1772 0.0956 0.0151 1.51

ω2 = 50 10.3066 1.0538 0.1012 0.0159 1.59

the input matricesB, Bf we see that the uncertainty is mainly with regard to the element
(2,1), we express the structured perturbation inBf as

1Bf = κ1B1 = κ1


0 0

0.01 0
0 0
0 0

 (38)

and give the robustness bound forκ1. Note that we could also restrict the variations in the
output matrixCf and obtain the perturbation bound in the same way. From Table 2, it is
quite obvious that for largerω2, we enhance the robustness of the closed-loop system, which
translates into smallerJ2 and larger perturbation bounds (for1Bf or general); at the same
time, however, the reconfiguration termJ1 increases, which results in the deterioration of
the closeness of the impaired closed-loop systemAf + Bf K f Cf to the nominal closed-loop
systemA+ BKC.

In Fig. 1–2, we compare the state-responses of the original and the impaired closed-loop
systems. For the latter, we have chosen the controller obtained by our algorithm forω2 = 1.
The initial conditions vector was chosen as(0.1 0.5 0.3 1)T . The two plots are very close
to each other, which implies that despite the severity of the actuator loss, we were able to
recover quite successfully the dynamics of the nominal model.
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Figure 1. Nominal system: state trajectories for the closed-loop system.

Figure 2. Actuator loss: state trajectories for the impaired closed-loop system.
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Table 3.Actuator/sensor losses: eigenvalues and feedback gain for the original and the impaired
models.

model eigenvalues gain K
(first row)

nominal {−2.0,−0.5973,−1.50± 2.00j } [−0.00031 4.77004 1.70458]

imp (ω2 = 0.01) {−0.0773,−0.5589,−1.4610± 2.5497j } [−0.00031 6.79669 4.31982]

imp (ω2 = 1) {−0.0773,−0.5590,−1.4594± 2.5527j } [−0.00031 6.80620 4.31707]

imp (ω2 = 10) {−0.0772,−0.5598,−1.4488± 2.5762j } [−0.00031 6.88535 4.29861]

Table 4. Actuator/sensor losses: different weight factors for the im-
paired model.

impaired J1 J2 bound
model (reconfiguration term) (robustness term) (general)

ω2 = 0.01 5.7471 2.3202 0.0670

ω2 = 1 5.7472 2.3200 0.0670

ω2 = 10 5.7525 2.3190 0.0670

3.2. Actuator/Sensor Losses

Now, we consider the even more severe case of losing both the second actuator and the
first sensor. Therefore,Af and Bf remain the same as before, whereas the output matrix
changes to

C̃f =
 0 0 0 0

0 0 0 0.7
0 0 1 0

 (39)

Note that these losses make the second row and the(1,1) element of the first row of the
controller gain irrelevant. Therefore, we try to recover the behavior of the nominal plant
based upon the optimal selection of only 2 elements of the output feedback gain, namely
elements(1,2) and(1,3). In Tables 3–4, we give the same results as before for the present
case. Note that only the cases ofω2 ≤ 10 are included, since forω2 > 10 no significant
changes were observed in the results. This is not surprising, since even from the results
provided in Tables 3–4, we see that the parameters of interest did not change significantly
even when we increasedω2 from 0.01 to 10.

Comparing with the results of the previous subsection, with only actuator loss, we see
that the sensor loss, in addition to the actuator loss, affects the robustness of the closed-loop
system. Specifically, because of the(1,1) term of the output controller being irrelevant,
we can not affect the location of the closed-loop poles. Therefore, unlike the actuator case,
we can not remove the pole at−0.0773, see Table 3, no matter how much we increase
ω2 in the minimizing quantity. Compare with the case of actuator loss, where we were
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Figure 3. Actuator/sensor losses: State trajectories for the impaired closed-loop system.

able to enhance the robustness of the closed-loop system, by assigning a large weight to
the robustness termJ2, which resulted in removing the problematic pole from−0.0770 to
−0.1779.

Comparing the reconfiguration termsJ1 of Tables 2 and 4, we see that the loss of the first
sensor did not affect at all the reconfiguration aspect of our design. This can also be seen in
Fig. 3, where we give the state-responses of the impaired closed-loop system (forω2 = 1)
after the loss of both the actuator and the sensor for the same initial vector as before. This
plot is quite similar to the one of Fig. 2, which shows that despite the loss of the sensor,
in addition to the actuator loss, our scheme was capable of recovering the dynamics of the
original system.

Finally, note that in Table 5 we compare the Frobenius norm of the difference between the
original and the impaired closed-loop transition matrices‖A+ BKC− Af − Bf K f Cf ‖F

for the controllers derived in the examples of [10] and [14] and the ones derived by the
proposed algorithm here for the cases ofω2 = 0.1 andω2 = 1. It is obvious that the present
algorithm, in addition to maintaining closed-loop stability even for the output-feedback
case, is more successful in preserving the characteristics of the original system compared
to the techniques presented in the papers above.

Note that for all the simulations mentioned above, our algorithm proved to be quite fast.
The algorithm, written in MATLAB code, was terminated, that is the stopping criterion of
step(M3) for ε = 0.01 was satisfied in just several iterations of the algorithm; this took
less than 10 seconds on a Sun SPARCStation 20.
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Table 5.Comparing‖A+BKC−Af −Bf K f Cf ‖F for literature examples.

example of present present example of present present
Gaoet al algor. algor. Jiang algor. algor.
(1991) ω2 = 1 ω2 = 0.1 (1994) ω2 = 1 ω2 = 0.1

3.8525 2.7038 2.4225 2.4627 0.6392 0.6392

4. Conclusions

The problem of control reconfiguration in response to operating condition changes or
abrupt system component failures has been studied here. An optimization algorithm has
been presented that provides an output feedback controller that not only stabilizes the
new/impaired system but also preserves much of the dynamics of the original/unfailed
system. The design is such that the closed-loop system is robust with respect to inevitable
uncertainties/modelling errors concerning the state-space matrices of the impaired system.

Although the interest here is in continuous-time systems, a similar approach can be applied
to the discrete-time case, for which robust stability theorems for unstructured/structured
perturbations from the literature, such as the ones presented in [15], can readily be used in
the place of Theorem 2.1 used for continuous systems here.

References

1. Andry, A. N., Shapiro, E. Y. and Chung, J. C., “Eigenstructure assignment for linear systems,”IEEE Trans.
Aerosp. Electron. Syst., vol. 19, pp. 711–729, 1983.

2. Athans, M., “The matrix minimum principle,”Informat. and Contr., vol. 11, pp. 592–606, 1967.

3. Bazaraa, M. S., Sherali, H. D. and Shetty, C. M.,Nonlinear Programming: Theory and Applications, John
Wiley & Sons, Inc: New York, 1993.

4. Bodson, M., “Identification with modeling uncertainty and reconfigurable control,” inProc. 32nd Conf.
Decision Contr., San Antonio, TX, pp. 2242–2247, 1993.

5. Broussard, J. R. and Halyo, N., “Active flutter control using discrete optimal constrained dynamic compen-
sators,” inProc. 1983 Amer. Contr. Conf., San Francisco, CA, pp. 1026–1034, 1983.

6. Caglayan, A. K., Allen, S. M. and Wehmuller, K., “Evaluation of a second generation reconfiguration
strategy for aircraft flight control systems subjected to actuator failure/surface damage,” inProc. IEEE
1988 Nat. Aerosp. Electron. Conf., pp. 520–529, 1988.

7. Chandler, P., Mears, M. and Pachter, M., “On-line optimizing networks for reconfigurable control,” inProc.
32nd Conf. Decision Contr., San Antonio, TX, pp. 2272–2277, 1993.

8. Eslami, M. and Russell, D. L., “On stability with large parameter variations: stemming from the direct
method of Lyapunov,”IEEE Trans. Automat. Contr., vol. 25, pp. 1231–1234, 1980.

9. Eslinger, R. A. and Chandler, P. R., “Self-repairing control system program overview,” inProc. IEEE 1988
Nat. Aerosp. Electron. Conf., pp. 504–511, 1988.

10. Gao, Z. and Antsaklis, P. J., “Stability of the pseudo-inverse method for reconfigurable control systems,”
Int. J. Contr., vol. 53, pp. 717–729, 1991.

11. Gavito, V. F. and Collins, D. J., “Application of eigenstructure assignment to self reconfiguring aircraft
MIMO controllers,” inProc. AIAA Guidance, Navig., Contr. Conf., pp. 1–12, 1987.

12. Horisberger, H. P. and Belanger, P. R., “Solution of the optimal constant output feedback problem by
conjugate gradients,”IEEE Trans. Automat. Contr., vol. 19, pp. 434–435, 1974.



270 KONSTANTOPOULOS AND ANTSAKLIS

13. Howell, P., “Full authority lateral-directional flight control system design using a reconfigurable control
and adaptive learning network: a design proposal,” inProc. 1st IEEE Conf. Contr. Appl., Dayton, OH,
pp. 860–865, 1992.

14. Jiang, J., “Design of reconfigurable control systems using eigenstructure assignments,”Int. J. Contr., vol. 59,
pp. 395–410, 1994.

15. Konstantopoulos, I. K. and Antsaklis, P. J., “New bounds for robust stability of continuous and discrete-time
systems under parametric uncertainty,”Kybernetika, vol. 31, pp. 623-636, 1995.

16. Konstantopoulos, I. K. and Antsaklis, P. J., “A new strategy for reconfigurable control systems,” inProc.
33rd Annual Allerton Conference on Communication, Control, and Computing, Monticello, IL, pp. 69–78,
1995.

17. Konstantopoulos, I. K. and Antsaklis, P. J., “Optimal design of robust controllers for uncertain discrete-time
systems,”Int. J. Contr., vol. 65, pp. 71–91, 1996.

18. Looze, D. P., Weiss, J. L., Eterno, J. S. and Barrett, N. M., “An automatic redesign approach for restructurable
control systems,”IEEE Control Syst. Mag., vol. 5, pp. 16–22, 1985.

19. Mendel, J. M. and Feather, J., “On the design of optimal time-invariant compensators for linear stochastic
time-invariant systems,”IEEE Trans. Automat. Contr., vol. 20, pp. 653–657, 1975.

20. Moerder, D. D., Halyo, N., Broussard, J. R. and Caglayan, A. K., “Application of precomputed control laws
in a reconfigurable aircraft flight control system,”J. Guidance, Contr., Dynamics, vol. 12, pp. 325–333,
1989.

21. Ostroff, A. J. and Hueschen, R. M., “Investigation of control law reconfigurations to accommodate a control
element failure on a commercial airplane,” inProc. 1984 Amer. Contr. Conf., San Diego, CA, pp. 1746–1754,
1984.

22. Ostroff, A. J., “Techniques for accommodating control effector failures on a mildly statically unstable
airplane,” inProc. 1985 Amer. Contr. Conf., Boston, MA, pp. 906–913, 1985.

23. Rattan, K. S., “Evaluation of control mixer concept for reconfiguration of flight control system,” inProc.
IEEE 1985 Nat. Aerosp. Electron. Conf., pp. 560–569, 1985.

24. Wang, Y. Y. and Wu, N. E., “An approach to reconfiguration of robust control systems for robust failure
detection,” inProc. 32nd Conf. Decision Contr., San Antonio, TX, pp. 1704–1709, 1993.

25. Wu, N. E., “Reconfigurable control design: achieving stability robustness and failure tracking,” inProc.
32nd Conf. Decision Contr., San Antonio, TX, pp. 2278–2283, 1993.


