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Synthesis of Deadlock Prevention Supervisors
Using Petri Nets
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Abstract—Given an arbitrary Petri net (PN) structure, which  The method is flexible enough to incorporate desired constraint
may have uncontrollable and unobservable transitions, the dead- specifications on the markings of the plant. This method is
lock prevention procedure presented here determines a set of linear appropriate for use on nets that may not be structurally live, i.e.,

inequalities on the PN markings. When the PN is supervised so that titi ¢ f hich li tb f d
its markings satisfy these inequalities, the supervised net is proved Nonrepetitive SySIEMS 10FWhICHHIIVENESS cannot be eniorce

to be deadlock-free for all initial markings that satisfy the supervi- under any circumstances. When the procedure is applied to
sion constraints. Deadlock-freedom implies that there will always repetitive PNs, liveness may be the result. We show that, in this
be at least one transition that is enabled in the closed-loop (super- case, under assumptions always satisfied by controllable and
vised) systenq|: -';jhf metTOd istr;]ottguarantt%ed to Snsl_ure Iivz(ejness, a¥bservable PNs, the resulting liveness-ensuring supervisor is
girc(::i%s?aﬁggsl.eHo?N?\//Ser? r%sr co?ntfo?lgrt])(lje aicT gbsex:blljg F?,\rl: nﬁt/ least restrictiv_g, ie., no Iiveness—ensuring_supervisor will ever
is shown that, when the method ensures liveness as well, the live-2llow a transition to fire that our supervisor would prevent
ness-ensuring supervisor is least restrictive. Moreover, it is shown from firing. (A controllable and observable PN is a PN without
that the method is not restrictive even for PNs in which notall tran-  yncontrollable and unobservable transitions, that is, a PN in
sitions can be made live. The procedure allows automated synthesis,, hich a supervisor can directly inhibit/observe any transition
of the supervisors. firing.) The procedure we present can be computationally
Index Terms—Dbeadlock prevention, Petri nets, supervisory con- expensive, however, all computations are performed off-line.
trol. A supervisor resulting from our deadlogkeventionmethod
requires very little in terms of computational resources at run
|. INTRODUCTION time. The method is an iterative approach that removes new
otential deadlock situations at every iteration. When (and if)
e procedure terminates, the control designer is presented with
her a supervised net that is guaranteed to be deadlock-free
Yin the case of controllable and observable systems, with an
dication that the plant cannot be made deadlock-free under
1y circumstances.

E PRESENT a procedure for the automatic generati

of deadlock prevention supervisors for arbitrary Petri nel
(PN) structures. These supervisors are specified independeg
of the initial marking, prevent deadlock, and are not restriﬁ:ﬁ
tive. Deadlock prevention means that the closed-loop plant/

pervisor system is deadlock-free, that is, all (total) deadloc The method we use defines the supervisor via linear marking
states and all states from which (total) deadlock is unavoidak? equalities. The supervisor is built using supervision based on
reached are avoided. The results presented in this paper are E\Vge invariants [1]-[3]. Thus, the supervised PN in our ap-
and,_to the authors’ knowledge, are superior to related resultg%ach can be represented as, the original PN plus a number of
the literature. . itional places, as is in other approaches, such as [4]-[6]. It
The deadlock prevention method presented here uses %i@ been noticed that structural properties allow the synthesis

mod_el_s forthe_p_lant and r?su'ts inaPN m0(_je| ofthe SUPEIVISGE, jeadiock prevention supervisors to be carried out indepen-
providing a unified formalism for representing the closed-loo

" 8ent|y of the initial marking (e.g., [7]); similarly, in our ap-
zystglm.l;r ?e rr:jethod presentsft?e coanons r)ecess?ry to eSn %gch, the supervisor is defined for all initial markings satis-
cadlock freedom as a set 0 inear Integer inequa |t_|es. g the marking inequalities generated by our procedure. Itis
formulation is important because it can be used directly

L . S ell known that deadlock in PNs is relatedsiphonge.qg., [8]).
optimization problems, e.g., determining the minimum numb%rS in other previous methodologies, e.g., [4], [6], [7], [9}-[11]
of resources a system requires using a linear integer progr ’ el Sy '

& use control places to prevent the total marking in the siphons
from becoming zero. In [4], it has been noticed that such siphon
control is not enough to guarantee deadlock prevention, since
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[12], but we cannot use it as we desire our method to be as per-
missive as possible. Instead we transform the PN at the different
stages of the procedure back into ordinary PNs, by adapting a
technique from [6]. In order to have a method effective for non-
repetitive PNs, we define certain repetitive subnets of a PN as
active subnets. Based on this idea, we then define a subclass of
siphons, called active siphons, and prove new results which are
fundamental for our method. These developments can be found
in Section Il. We give more details on active subnets and active
siphons in [13]. The procedure that leads to deadlock-free PNs
is described in Section Il and is illustrated via an example in
Section IV. The main theoretical results are given in Section ge- L
Some important proofs and the computation of active subnets
are included in the Appendix. There is a nonnegative integer vectorsuch thatDx > 0,
Finally, note that when the PNs are bounded and the initia{¢) # 0 Vt; € T\ Tp andz(i) = 0 Vt; € Tp.
marking is fixed, it is possible to transform the problem from the Definition 2.1: Let A" = (P, T, F, W) be a PN,D the in-
PN framework to finite automata and so to solve the problem §jdence matrix, and’, C T' the set defined in Theorem 2.1.
using finite automata methodologies, such as supervisory cé¥:- = (P4, 74, F*,W+) is anactive subnetof V" if2 p4 =
trol techniques. However, the approach presented here maked 1@ £ = FN{(T x PA)U(P4 xT4)}, W+ is the restric-
assumptions about the PN structure: the PN may be unboundi@f! of W to F4 andT+ is the set of transitions with nonzero
nonrepetitive, generalized (i.e., with arc weights greater thgRt"Y In Some nonnegative Veqm”Nh'Ch_sat'Sf'eSD”?Az 0.
one) and it may have uncontrollable and unobservable transP€ mAaX|maI active subnet gf' is the active subnet’ such
tions. Furthermore, the usage of PNs in deadlock preventimﬁ'itT =T\ Tp.

may be preferable because deadlock often occurs in system hf mg;:ima! active Eubnet Ofd"?‘ PN ‘?aﬂ be comput(fedlusing
with concurrency, which are better described by PNs. the algorithm given in the AF’pe” IX. Asip onisa setp places
S # P such tha®S C Se. A siphonsS is empty if it contains no

tokens and controlled [9], [12] if

lllustative example.

Il. PRELIMINARY RESULTS

We consider PN structures of the fooki = (P, T, F, W), Z ulp) >1 Q)
where P is the set of placeq the set of transitionst” the set peES
of transition arcs, and@V the weight function. A PN with an _ o _
initial marking o is denoted byA/, 1) We consider the other 'S true for a!l markmg_m reachable f_rom the initial marking.
usual PN notations [14]. Next we define a particular type of siphon.

We say that a PN can be made deadlock-freeflive if there isDefinition 2.2: Given an active subnet’ of a PN, a
a supervisor and an initial marking, such that the supervisedSIPhon oA is said to be amctive siphonwith respect to\’

PN is deadlock-free/live. In a PN, a transitibcan be made live ifitis, orincludes, a siphon ok/’**. An active siphon is minimal
if there is a supervisor and an initial markipg such thatt is if it does not include another active siphon with respect to the

. . same active subnet.
live in the supervised PN. . . ,
APN A is Fc))rdinary ifvf e F: W(f) = 1. We will refer to As an example, the maximal active subrét* of the PN

. P el g
slightly more general PNs in which only the arcs from places @ Fig. 1(b) is given by = {t1,t5,#s}. The minimal

i i A
transitions have to have weights equal to one< P,Vt € T, ?g'vz s;)phzn}s WA are {pi,ps} {C1,p2,ps,pat and
: . : 1,2, Y SIE
if (p,t) € FthenW(p,t) = 1. We call such (partially ordinary) Lemmzi 21iLet N4 = (PA T4, FA WA4) be an active
PNs PT-ordinary. Our deadlock prevention procedure applies (o} T A w7

) . ; subnet ofA/. TheneT* C P4,
arbitrary PN structures, not necessarily PT-ordinary; however it

includt_as a t_ransformatiop of genera_l_ PNs to _PT—ordingry PNSst o be a sequence such that each transiti@ppears exactly
APN IS sgu_d to_ _be (partially) repetitive [_14] if a marking, x(4) times ino. There is an initial marking,, enablings. Then
and an infinite firing sequence from 1o exist, such thatevery p." implies that the infinite sequence, = oo . .. is
(some) transition occurs infinitely oftenin A PN of incidence anapled byio. Sinceo., contains only transitions i, the
matrixt D i§ (pz?\rtially) repgtitive iff a vector: # 0 of positive marking of the placep ¢ T+ e is never increased while. is
(nonnegative) integers exists, such that > 0 [14]. We prove  fired. Furthermore, because the transitiong’dfappear infin-
the following theorem in [13]. itely often ino.., ¢ C T'e, g.e.d. -
Theorem 2.1:Consider a PNV = (P, T, F,W) whichis |t js known that a deadlocked ordinary PN has an empty
not repetitive and le) be the incidence matrix. At least ONesjphon [8]. We extend this result as follows.
transition exists such that for any given initial marking it cannot Proposition 2.1: Let A4 be an arbitrary, nonempty, active
fire infinitely often. Let7, be the set of all such transitions.gypnet of a PT-ordinary PN/. If 11 is a deadlock marking of

Proof: Let z be the vector defining’* in Definition 2.1.

1n this paper the rows of the incidence matrix correspond to places and théGiven a setS, oS (Se) denotes the preset (postset)Sfevaluated in the
columns to transitions. total net, rather than in a subnet.
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N, then there is at least one empty minimal active siphon with When the markings of the net are restricted due to additional

respect toV4. specifications, a set of inequalitiég.. > by describing how the
Proof: Since i is a deadlock marking andV’ = markings are restricted can be passed as input to the procedure.

(P, T,F,W)is PT-ordinaryvt € T dp € et: u(p) = 0. By They are callednitial constraints. The usage of initial con-

Lemma 2.1, a marking restricted to the active subnet enables straintsL ;i > b; may result in less complex supervisors, may

transitiont iff ;. enables in the total net. Therefore, because thenhance convergence and guarantees that the procedure will not

total net(\V, 1) is in deadlock, the active subnet is deadlockegenerate constraints requiridg . ? by.

and so there is an empty minimal sipheof the active subnet.  Uncontrollable and unobservable transitions, as well as initial

Considers in the total net. Ifs is a siphon of the total net, then constraints which are too restrictive, may cause the procedure

is also a minimal active siphon; therefore the net has a minintalfail to control some siphons. When this happens, rather than

active siphon which is empty. iis not a siphon of the total net, leaving some active siphons uncontrolled, the procedure shrinks

os\ T #£ (). Let S be the set recursively constructed as followshe active subnet such that those uncontrolled siphons are no

So =5,59 = 85_1U{p € o(e5,_1\ S;_1e) : u(p) = 0}, longer active. To this end, the procedure places into an internal

wherey is the (deadlock) marking of the net. In other wotls variableX the transitions in the postset of such siphons and then

is a completion of with places with null marking such th& recomputes the active subnet to exclude the transitiofis in

is a siphon. By constructiofi is an active siphon and is empty

for the marking, g.e.d. . _ _ _ ® B, Transforming Petri Nets to PT-Ordinary Petri Nets

The significance of Proposition 2.1 is that it provides a way to

do deadlock prevention, since deadlock is impossible when allThe transformation we use is a modification of a similar op-

active siphons with respect to a nonempty active subnet canfigation in [6]. This modification allows us to reduce the number

become empty. Our usage of active subnets is as follows. I®fsiphons and to ensure that the siphons controlled in an iter-

PN, we may not be able to prevent reaching a marking sugtion of our deadlock prevention procedure remain controlled

that the transitions in a séf are dead. The séf may contain after the transformation is applied. L&t = (P, 7', 7, W) be a

more than just the transitions of the §&f of Theorem 2.1 when PN. Transitiong; € 7" such thatlp € et;: W(p,t;) > 1 are

the PN has uncontrollable and/or unobservable transitions,s@lit. Givent;, letm = max{W(p,t;): p € ot;}. Whent; is

when the PN markings are restricted to satisfy some given sef#fit, . —1 new transitions anth — 1 new places are generated:

constraints (which beginning with Section IlI-A are calie# %1, %52, - - - tj,m—1 @ndp;1, pj2, ... pjm—1. The connections

tial constrainty. Then, we can still prevent deadlockAionly  are as follows, where the preset/postset operator is denoted by

if there is a nonempty active SubnMA which does not con- ® for evaluations |W and by.l in the PN obtained by Spllttlng

tain any of the transitions iff . Furthermore, out of all siphons, ¢;, Which is denoted by’ = (P, 7", ', W').

only the active siphons are to be controlled, by Proposition 2.1.1) e'p;; = ¢;, andt; ;e = p,;; fori = 1...m — 1,

WhenX = 9 andA is repetitive, the maximal active subnet pj.® =t;;—1fori=2...m—1andp; ¢ =t,.

N4 equalsV and so all siphons are active with respechd. 2) ot ={pecet;: W(p,t;) >ituY fori =1...m-—1,

We use active subnets in order to be able to effectively deal with  whereY = @) fori = m—1andY = {p; ,;1} otherwise.

the cases whelX' # () or AV is nonrepetitive. For instance, in  3) o't; = ot; U {p; 1} andt;e’ = t;e.

Fig. 1(c), we know that we do not need to control the siphons 4) Vp € o't; ;: W/(p,t;;) = 1 andW'(¢;;,p;;) = 1, for

{p4} and{ps}, since they are not active siphons. i=1...m—1.
5) Vp € o't;: W/(p,t;) = 1 andVp € t;o': W (t;,p) =
W(tj,p).
lll. THE DEADLOCK PREVENTION APPROACH Note that the connections of in A" are the same as iV,
A. Introduction to the Method except for an additional transition arc and for the weights of the

input arcs. Firingt; in A corresponds to firing the sequence

Given a PNV, the deadlock prevention procedure generates, ...t ¢; in A”. The transformation is illustrated in
a sequence of PT-ordinary PN§;, N3, ... N, increasingly Fig. 2.
improved with respect to deadlock preventigh. is Ay trans-
formed into a PT-ordinary net. The other PNs are obtained as
follows: at each iteration the new minimal active siphons of ~
N; arecontrolledand then, if needed, the net is transformed to Linear constraints on the marking vector have the fépm>
be PT-ordinary; the resulting PT-ordinary net\N$, ;. The ac- b, whereL is matrix andb is vector. Enforcing such constraints
tive siphons of eaclV; are taken with respect to an active subnés done according to the supervision based on place invariants
N7t computed for every iteration To control a siphon, a linear in [1] and [2]. However, this requires admissible constraints.
marking inequality is enforced. Ldt; ;. > ; be the total set of A constraint is admissible [1] if the supervisor enforcing the
constraints enforced iV;. BecauseV}, is the last PN in the se- constraint does not inhibit an enabled uncontrollable transition
guence, it has no uncontrolled active siphons. Therefgrés and does not observe an unobservable transition. Thekr b
deadlock free for all initial markings which satisty, . > b,. are admissible if the following conditions of [1] are satisfied:
Finally, the constraintd., ;. > b can easily be translated toLD,. > 0 andLD,,, = 0, where the columns ab,. andD,,
constraints in terms of the markings/}), which define the su- are the columns of the incidence matiix that correspond to
pervisor for deadlock prevention i. uncontrollable {,.) and unobservabld},,) transitions.

Enforcing Linear Marking Constraints
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A enforced inequality” ;. > & or an invariant®y, = b, where

I € N1 b € N, andn is the number of places. If a transition
! t; is split, using the notations of Section I1I-B, the inequality or
invariant is modified as follows:

my,—1
Sbulp) — > Lu®)+ > B Y iupim,—i)
r r pmyp>1 7j=1

5)
wherem, = W(p,t;) if p € ot; and elsen, = 0. W (p,t;) is
evaluated before splitting.)

Fig. 2. The transformation to PT-ordinary PNs. Example: In the example of Fig. 1,C; results with
W(C1,t3) = 2. By splitting 3, a new placepg and a new
Controlling siphons involves enforcing (1). Enforcing (1) viaransitiont; are generated. The place invariant (3) becomes
the method of [1], [2] is equivalent to the approach used for
siphon control in [4], [6], and [9]; note that the latter references p(C1) = 2p(p1) + p(ps) — plps) — 1 (6)

consider controllable and observable transitions only. In the Ca$Evever note that (4) is still valid, since (4) is implied by

of uncontrollable and unobservable transitions, in order to hage( )+ ulps) — plpe) > 1 0O
avalid supervisor, the final constrairtg. > b generated by the “*' r]:tsm inlibe]r)r?;wedigriﬁPhK/i the marking of the control places

procedure need to be admissible. Recall that the procedure adds . .
constraints to the intermediary PN\§ and when it terminates, fic Can be expressed in terms of the marking of the other places
the final set of constraints is written in terms of the target¥igt i DY

So we say that (1) isdmissibleif (1), when written in terms fte = Lifiz — b;. 7

of Ay, is admissible inV,. As we want all constraints to be

admissible, when (1) is not admissible it is transformed to drhe matricesl; andb; are recursively obtained as follows: if

admissible constraint a control placeC has been added in iteratiarwith regard to
a siphons, replace in (3) the markings of all control places
Z%N(p) 21 (@) ¢ € S added in the previous iterations with their expres-

pcs sions available froni; ; andb; ;. Thus the new form of (3) is

such thaty, € N and at least twocoefficientsa, are nonzero. #(C) = 7 1ix — b and the new form of (2) is
Enforcing (2) requires an additional place, which is called the

T
control place. The control plac€” of a siphonS introduces the e 2 b 8)
place invariant described by Example: In Fig. 1(c), N> has two uncontrolled siphons:
_ _ S1 = {Ci,p2,p3,pa} and Sy = {C1,p2,ps,ps}. For both
me) = Z;%“(p) 1 (3) S = Sy andS = S, (1) is inadmissible. However, (1) fdf;
re and.S; can be transformed to the forms (2) as follows:
Example: The PN of Fig. 1(a) has a single minimal active
siphon with respect to the maximal active subiset= {p;, ps}. 1(C1) + 2u(p2) + p(p3) + pps) 21 )
Assume thatt, is unobservable. Then (1) is not admissible. w(C) + 2p(p2) + 1(p3) + p(ps) >1. (10)
However, (1) can be transformed to the following admissible ) )
constraint of the form (2): By enforcing (9) and (10), we obtain the control placésand
Cs3. By substituting (6) into (9) and (10), we obtain
2p(p1) + p(ps) 2 1 4)
_ 2u(p1) + 2u(p2) + 2p(ps) + plpa) — p(ps) 22 (11)
In Fig. 1(b), the control plac€; enforces (4). O

2 2 2 5) — >2. (12
In order to prove Theorem 5.1, we need to impose an addi- pa) + 2p(p2) + 20lpa) + plps) = ulpe) (12)
tional requirement on (2). Léf’z be the set of all transitions So I.; andbs are
created by the transformations to PT-ordinary nets during the

iterations of the deadlock prevention procedure; for instance, in 20100 -1 1

Fig. 2, the transitions created by splittihgret; ; and¢; ». We Lz=1]2 2 210 -1 by=12]. (13)
impose the requirement that (2) is such thiate Tr: C ¢ te. 222014 2

We provide in [15] an algorithm to transform (1) to (2) such that O

all requirements are satisfied. Some siphons may not need enforcing (1) with a control

Forallt € Ce such thatW(C.¢) > 1, tis split. The in- place. When a sipho has this property, the control place
equality (2) is still true after the split, but the place invarianty \which results by enforcing (1) satisfigse C S. (This
is changed to include the .markings of the new places re_sultimntiﬁes the case whesi also is arap.) Then we only need to
through the split, and (3) is changed accordingly. Consider @Rsure that the initial markings satisfy (1). So, after bringing

T . .
3Except whenS is a single place, allowing a single nonzero coefficient con(l_) toa Torml H 2 b bY replacing the control place markings
straint makes the deadlock prevention procedure diverge. with their expressions in (7), we add the constraint > & to
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a set of constraintd ;. > b, rather thanl;u > b;, since iii) The constrainty is enforced using the in-
IT;, > bis only a constraint on the initial marking. variant based supervision [1], [2].

Example: In Fig. 1(c), after adding’> andCs, there are four iv) Let Ty > ¢ be the constraing written
new active siphongpa, pe, C2}, {ps, ps, C2 }, {p4, ps, Cs} and in the form (8) and letPy be the set of all
{ps,p6,C3}. They are controlled if initially marked. For in- places generated by transition splits until the
stance, the constraintgp.) + 11(pe) + 1(C2) > Landu(ps) + current iteration. Check whether the system
1(ps) + 1(Cs) > 1 are written as P > ¢ Lp > b, Lop > bo, p(p) =

0 Vp € Pg is feasible. If the system is
2u(p1) + 20(p2) + 2p(p3) + 2u(ps) >3 (14) infeasible,X — X U Se. Else,iTy > ¢
20(p1) + 2u(p2) + 2u(p3) + 2u(ps) >3 (15) is added to Lo, bo) if the previous step was

3.b.i, or to €, d) if the previous step was

and are included o 4z > o 4. Note that no control places 3.b.ii

are added and so no new active siphons appear after ensuring  €) If the PN is no longer PT-ordinary, the transitions

that these four siphons are controlled. O which do not comply with this requirement aplit
(Section IlI-B) and the matrix.. is updated ac-

D. The Deadlock Prevention Procedure cording to (5).

d) The active subnet is updated as the largest active
subnet which does not contain the transitionXin

e) LetT be the set of transitions of the active subnet.
If the active subnet is emptyt* = @), the proce-
dure cannot generate a deadlock prevention super-
visor and so it terminates. Else if an infeasibility
occurred at a step 3.b.iv of the current iteration,

Input: The target PNVy = (Fo, Ty, Fp, Wo) and optionally
a set of initial constraintsi{(;, b;), by default empty.

Output: Two sets of constraintd(, 0) and (Lo, bo). (Dead-
lock is prevented for all initial markings, such thatLjig > b
andLopug > bo, when (Mg, 11o) is supervised according foi: >
b, where the constrainfs;, > b are by construction admissible.)

Procedure:. o X — 15\ T and the procedure is restarted at
1) (Lo, bo) is initialized to €, br) and (, b) to be empty. step 1 with this value of.

Ny is transformed into a PT-ordinary net; the new PN f) The final nets of the iteratiohare denoted by ;

is N1 and (Lo, bo) is updated accordingly [see (5)]. Let and/\/fil. Leti — i + 1.

i = 1. If not previously defined, leK = 0.

2) The largest active subnets &f; and A/; which do not
contain the transitions ok are computed.Let them be This is done by removing the columns bfand L, cor-
NgtandN7. If MGt is empty, the procedure cannot gen- responding to places not i,
erate a deadlock prevention supervisor and so it termi- 5) Redundant constraints ofL.(t) and (o,
nates.

3) For ¢« > 1 do (the initial PN of the iteratiori is denoted
N; = (B, T;, F;, W;) and the active subne{:*.)

3 [[fhr;o#él)(ctogtt;gllciasd Sr?::;rxl ?—?E\ée;ﬁcg mssiLohuonndS, are Consider the target PN structure of Fig. 3(a), which we use to
taken with respect to the current active subkfgt. |Ilulstrate our procedur.e. The PN may bg seen as the represen-
A siphonS is uncontrolledif (1) is not implied by Ijaglsocr;ig;anrenznl\j{/?ﬁﬁ&?fﬁﬁ?@@ﬂjiﬁﬁ%&Tg. 3;%934 nglncdh we
the currentLy > b and Lo > b '
b) For all uncorﬁralled mini%bal_ac?iz/e siphortsdo  three machine areat/ A1, MA2 and M A3. In WAL two
i) Let x be the constraint (1). Verify whetherparts are assembled and this operation mvolvgs two machines
enforcingy produces a control placgsuch from MAl and one.fromMA2; upon compleuon, all three
thatCe C 5. If S0. S does not need con- machines _should be i A 2. Work in W A 2 involves one part,
trol. C' is not édded,to\/ and the next step one machine fr_on:MAZ, and one fromMA_l; upon_comple-
is s,tep 3.b.iv below. ¢ tion, both mgchlnes should beM_A 1. Work in W A 3 involves _
i) If x is an inadmissible constraingis trans- one part which may be of t_wo different ty_pes and one machine

formed sothatitis an admissiblé constrainfrom MA3; upon complepon, th? machlne retu.rnijA:s. .

of the form (2). If this is not possibley — tthlonally, the o_peratlon |rWA3_ is continued with an apldl—

Y U Se and théfor loop continues with the tional (_)peratlon in? A 4; when this is the case, the machine of

next active siphon M A3isreleased when the procesdinA 4 is completed. If no

' failure occurs iV A 4, the machine returns td/ A 3. When a
failure occurs, the machine no longer may be usedia 3, but

4This involves linear programming and can be carried out with ponnomiﬁ can stillbe used id4 A 1 or M A 2 and is moved tdZ A 2. The
complexity; see the Appendix. ’

SExperience shows that the computation of the minimal siphons may be leJJ?‘rk'_”g of the place_$3, ps, andp; corresponds to available
verifying whether a siphon is uncontrolled usually involves solving an integgfachines. The marking of the plages p1, p4, andpg corre-

4) The constraints{,b) and o, bo) are modified to be
written only in terms of the marking of the target oié.

bo) are re-
moved?

IV. EXAMPLE

program. sponds to the number of working processe®in 1... W A4.
6In [15] we implement the transformation using integer programming; how-
ever, integer programming may be avoided. TThis operation is optional and it usually involves integer programming.
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Fig. 3. (a) Target PN. (b) The PN after five iterations. (c) The supervised PN. (d) Manufacturing system.

The markings ofp2, pg, P10, P11, P12, andp3 represent the lock freedom is obtained by enforcing the constraidishj on
number of parts in buffer areas. The uncontrollable transitidghe target net [Fig. 3(c)].
t10 models the failure itV A 4.

In the first iteration, the PN structuré; = (P, 71, F1, W1)
is that of Fig. 3(b), but without the control placés, ... C4
and their transition arcs. The plapg,; and the transitiors ; In this section, we prove that our deadlock prevention method
appear by splitting; . The maximal active subnet has the tranProduces supervisors which prevent deadlock. Then we prove
sitions inTl \ {tg, th}- There are two minimal active Siphons:that the SUperViSOfS are not restrictive. Fina”y, we show how
{p1,ps} and {ps, p7, ps}. They are controlled with two new initial constraints can help the procedure terminate.
control placesC; andCs, respectively, where the constraint of Definition 5.1: A marking . of an intermediary PNV; is
C, is transformed to (17), which is admissible. said to bevalid if its restrictions to the control placeg () and

In the second iteration, the maximal active subnet still h&e rest of the placeg:{) satisfy (7) andu(p) # 0 only if p is
the transitiond \ {to. %10} and the only uncontrolled minimal @ place of\, or a control place. The markings of A; andy;
active siphon is{Cs, ps}. There is no admissible constraint ofof VV; areequivalentif both are valid angl:;(p) = p;(p) for all
the form (2) for the control 0fC, ps}. (1(Cz) > 1is not of Placesp common toA; and.\j.
the form (2), as (2) requires at least two nonzero coefficientsIn order to prove the results of this section, we need to in-
a,.) ThereforeX, the set of transitions which should not appedfoduce some notations. When a transittprof A is split in
in the active subnets of the following iterations, is sefifo=  ti,1, - -» ti,m—1, thus anew net/” resulting, firing the sequence
{t5,t7,t10}. tim—1, - .- ti1, t; has the same effect as firidgin A/. In our

In the third iteration and the remaining iterations, the actiyerocedure, a transitioty may be split in some iteration, then
subnet has the set of transitiofis \ {ts, t7, o, t10}. The only Somet; ;. (wheret; ; resulted by splitting;) can be split in a
uncontrolled minimal active siphon i§ = {Cb, ps, ps, ps}. subsequent iteration and so on. We denoterpy(t) an arbi-
The control place which results &, enforcing the constraint trary transition sequence af; such that: 1y ;(¢) enumerates
(1), which is admissible in this case. the transitions (including itself) in which¢ of Ny is succes-

In the fourth iteration, the only uncontrolled minimal activesively split until (and including) the iteration— 1 and 2) mark-
siphon is{p:, C1, ps, Cs}, and so the control placg, is added. iNgs x of AV; exist such thag(p) # 0 only if p is a place of

In the fifth iteration, the only uncontrolled minimal activeNo Or a control place angl enablesr ;(t). In this way, firing
siphon isS = {Cy,p21,ps}. Since the control place which the sequencey,;(t) in V; corresponds to firing in No. If ¢ is
would control this siphon satisfigge C eS, no control place Not split, we letog ;(¢) = ¢. The notation; ;(t) for i < j and
is added and the constraint (1) is in(‘_;'uded[rb7 bO) tin ./\/; is Similarly defined by tak|ng\/; instead OWO. AISO,

The procedure terminates at the sixth iteration, as there isthg = titats..., we leto; j(0) = 0y ;(t1)0oi ;(t2)05,;(ts) - . ..
uncontrolled minimal active siphon left. The constraints aftéror alli > 0, we use the notatioV; = (£, T, F;, W;).
the step 4) of the procedure are Theorem 5.1: Assume that the procedure terminates at step

5). The target nedy supervised by enforcingy > b is dead-
ptpe 21 (16) | ock-free for all initial markingsyo such thatZue > b and
pa+p7 21 (17) LONO > bo.
13 pra s A iz + g 22 (18) Proof: Let Ny be the PN of the last iteratiom,, an ar-
i1 + i3+ pra + 2405 + g - pr + pg >4 (19) bitrary initial markir)g ofNO. s_a_tisfyingj;uo_z bandLopg >
. bo, o,k be the equivalent initial marking i, andC the set
200+ st et 35+ e o+ 7 + s 25 (20) o control places inV;. By construction, all active siphons of
wherep; = pu(p;). The inequalities (16)—(19) are included in(A;, 1o ) are controlled. Hence, in view of Proposition 2.1,
Ly > b and correspond t6'; ... Cy in this order, while the (A, 110 1) is deadlock-free.
inequality (20) is written ad.op > bo. The inequality (19) is  We prove by contradiction that\({, 1.0) in closed loop with
redundant and so it can be omitted. The PN supervised for detitk supervisor defined by, > b cannotreach a markingsuch

V. MAIN RESULTS
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that all possible firings iV lead either to deadlock markings or  Corollary 5.1: Assume that a liveness enforcing supervisor
to markings which do not satisty. > . Assume the contrary, (subject to the same initial constraints, if any) exists and the
that such a marking can be reached. Lg#;, be the equivalent assumptions 2)-4) of Theorem 5.2 hold true. Then the deadlock
marking ofy in V.. Because/y, ux) is deadlock-free, en-  prevention procedure provides a supervisor no more restrictive
ables an infinite transition sequenee Ny LetTr be the setof than the least restrictive supervisor which enforces liveness and
transitions created by split transition operations. Enforcing (g subject to the same initial constraints (if any).
on asiphors yieldsC' ¢ Tre by the way we construct (2) [15];  Theorem 5.1 shows that the procedure is guaranteed to pre-
we also prove in [15] that enforcing (1) yields ¢ Tre. There- yent (total) deadlock if it terminates normally (at step 5). Our
fore, firing anyt € Tr always reduces the marking of Somexperience shows that the procedure tends to enforce liveness
places in’% UC and only firingt & 1y (note thatly = 73 \Tk) ~ (when this is possible). However it seems to be hard to charac-
may increase the marking of some places#nU C. BeCause tgriz¢ the PNs for which the procedure is guaranteed to enforce
the total marking of% U Cis f|n|t(_e{ o ”f‘“St include tranS|_t|ons liveness upon termination at step 5. In particular, we have shown
t € To. Lett, _b_e the first transition _mro th"flt_ appears . - yhat deadlock prevention is equivalent to liveness enforcement
Since all ransitions of beforet, are inTjy, firing them only when the incidence matrik satisfies that for all vectors > 0
decreases markings &% U C and¢; cannot fire unless all other if Dz > 0 thenz has all entries nonzero [13]. Under t_he as-
transitions ofog 1 (¢1) fired before (asu is valid), it follows tions of Corollary 5.1 when i r. nerated by th
thatoq x(t1) is enabled by,. But this implies that; also is sumptions ot Loroliary 5.1, Wnen a supervisor generated by the
enabled by in Ay supervised withL > b, which is a contra- progedure enfqrces I|ven¢ss, itis the least restrictive liveness en-
forcing supervisor. In particular, when no uncontrollable and un-

diction. " . . :
observable transitions exist, a liveness enforcement supervisor

The assumptions of Theorem 5.1 are that the procedure tef5piact to the same initial constraints, if any are given) exists
minates and that it terminates at step 5) rather than 2) or 3a

Terminati ‘2 hen the struct fthe PN d fid the procedure terminates, it terminates at step 5. Further-
aﬁcr):/nvlggall?jlnoik )rg\(/:g?]triz:‘llv vsl':]ereetﬁi;ugolrj:;oongs o ar?gsm re, if the generated supervisor enforces liveness, by Corol-
. P ' >Por ﬁ)§¥y 5.1, itis the least restrictive liveness enforcing supervisor.
active subnet ofV, (cf. Theorem 2.1). Termination at 3.e oc- ; o
. . Carollary 5.1 may be seen as the particularization of Theorem
curs when there are enough many siphon control failures, wh rS f titive PN
siphon control failures are the instances in which uncontrollab eTooirIIlrJi?;tleN;e a;blication of our results. we first refer to

and unobservable transitions prevent the transformation of the _ . ) .
constrainty to an admissible constraint at step 3.b.ii and tH&€ €xample of Section I1I-C, involving the PN of Fig. 1. When
instances in which the system at the step 3.b.iv is infeasible (i€ Procedure is applied, the remaining constraints after step
feasibilities occur for restrictive enough initial constraints). © @ré (4) in €,b) and (14) and (15) info, bo). The super-

Given a set of transitioriE, we say that a supervisor enforce¥ised PN corresponds to Fig. 1(b). Theorem 5.2 applies, since
T-livenessif all transitionst € T are live in the supervised PN. (4). (9), and (10) are of the form (2), with nonzero coefficients
We include in the Appendix the proof of the next result, as it 8- S0, by Theorem 5.1 deadlock is prevented and by Theorem
more involved. 5.2 the supervisor is no more restrictive than the least restric-

Theorem 5.2:Let T3 be the set of transitions of the maximafive {1,?2,¢3}-liveness enforcing supervisor; it can easily be
active subnet of the target PN. Assume that: T)'aliveness su- seen thatthe supervisor enfordes, t», ¢3}-liveness, soitis the
pervisor subject to the same initial constraints (if any initial coreast restrictive(t,, 2, ¢3 }-liveness enforcing supervisor. How-
straints are given) exists; 2) the deadlock prevention proced@ier, Theorem 5.2 does not apply to the example of Section 1V,
terminates; 3) no failure to transform a constraint to the admince the assumptions 3) and 4) are violated: the constraint (17)
sible form (2) occurs at any step 3.b.ii; and 4) for all constraine®ntrolling {p4, p7, ps} hasc,,; = 0 and the procedure cannot
transformed to (2) aldyp are nonzero. Then the Supervisor gergenerate an admissible constraint when it attempts to control
erated by the deadlock prevention procedure is no more restri€2, ps}-
tive than the least restrictive supervisor which enfofEgslive- ~ The procedure does not have guaranteed termination; how-
ness and is subject to the same initial constraints (if any).  €ver, it can be helped to terminate by using initial constraints.

Theorem 5.2 gives sufficient conditions for the supervisdk particular case is when we are only interested in a finite set
provided by the procedure (|et it [E to be at least as permis-Of initial markings and the target PN is bounded. Then initial
sive as any supervis@; which enforces all transitions of the constraints can be chosen to define a bounded set including all
maximal active subnet to be live in the target net. Note that tHigarkings reachable from the initial markings of interest. Then,
does not mean that our supervisor enforces that the transitidfige procedure is started with these initial constraints, assuming
of the maximal active subnet are live. However, this means th#tat no transition splits occur during the iterations (which in
a) if =, enforcesls*-liveness for some initial marking, then practice is often the case), the procedure terminates. Termina-
= is defined foruo, that is, it prevents deadlock far, (where tion occurs because each time a new constraint is addéd & (

T4 is the set of transitions of the maximal active subnet) aff (Lo, bo) in the procedure, at least one new marking is for-
b) any firing sequence enabled byE;, from such gy is also bidden and the number of markings which can be forbidden is
enabled byE from 0. Note also that the assumptions 3) and 4inite due to the initial constraints. To summarize, given a target
are always satisfied when the target PN has no uncontrollabll V:

and no unobservable transitions. In the following corollary, note « Find a set of constraint; ;. > b; with bounded feasible
that when liveness enforcing supervisors exist, the target PN is  setF such that for all initial markingg, of interest fort\:
repetitive. R(N, o) C F (a possible approach to generdtg: >
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VI. CONCLUSION

This paper has introduced a new deadlock prevention pro-
cedure. The performance of the procedure is formally proved.
The procedure is effective for PN structures which may be gen-
eralized, with uncontrollable and unobservable transitions, non-
repetitive and unbounded. The initial marking does not need to
be known; instead, the initial markings for which deadlock is
Fig. 4. Divergence example. prevented are characterized by a set of linear inequalities. Our
approach to deadlock prevention has been implemented in soft-
ware that performs automated synthesis of deadlock prevention
supervisors and is available from the authors.

by is givenin [15, Appendix]). LetM; be the set of initial
markings of interest.
 Apply the procedure of" with initial constraints L 7, br).
» The resulting supervisor can be used for the initial mark- APPENDIX |
iNgS o € M satisfyingLyo > b and Lo > bo, Where ADDITIONAL PROOFS
(L, b)and (Lo, bo) are the two sets of constraints generatefl proof of Theorem 5.2
by the procedure.
Example: Consider the PN of Fig. 4. At the first iter-

ation, the uncontrolled siphons aréy, = {p1,ps,ps}, . . . .
1470 1T hich L ; I k f
Sy = {pr,ps,pa,ps} andSs = {ps,pe}. The control place which does not appear itv;. Let ;11 be a valid marking o

) . . N4 such thatS is empty andu; be ;1 restricted toV;. Let
gla'j dz((jjdt?Ltc;;)Covcggr%, ‘th_e m(eg)ual_l;g/vlj évJ(;rl? J;nL(LjOS_ d%) t, be a transition ofV; with the property that there is a tran-
A i = HADi)- 12 3 sitiont € Se of ;1 such thatt, = ¢ or ¢, is split in AV,
not need a control place (refer to step 3.b.i of the procedur%1 d¢ appears ifv; ;41 (t,). If 3 € R(N;, ;) such that
SOy + po + pz + pa > 1andpus + pg > 1 are added to PP Gitl\Fs) T 3 Hs s i

- . ! . hen (V; h I ne em ive siphon.
(Lo, bo). At the second iteration, there is a single uncontrolle/é[ts > prs, then §;, i) has at least one empty active sipho

. Proof: LetC be the set of control places added in the itera-
siphon.{py, pz, 1, p+} and the control plac€’ results. Atthe . b ihe set of places resulting through transition splits
third iteration, the uncontrolled siphons afe;, ps, C-} and " P 9 9 P

. in the iteration: Pr = P,11 \ (P; UC). Leto be the firing se-
i{hi Q%Ii)sgérl:l{;tle;;atc% Ei?rg;;?&et;?nie?;?n;?ﬁs?; g:o(l) quence that was used to reachy; [o > . Consider firings in

. iy Mg ) an I = i in i1, i .Th nly r n
{C4,ps} 10 Sz = {ps,ps}. The procedure diverges. At eac (N"fb') ando a”’“(.a) Wit “'.*1) € only reaso
. e ) “Tor ¢’ not to be enabled in; ;1 by 11;11 is that a control place
iteration, it adds a control place as follows: 1) at an iteratiolh . i it
n = 2k, the control place”, is added to control the siphonp if o is. not enabledo — o1t o o >
{p1,p2,Cn_1,ps} and 2) at an iteration = 2k + 1, the control 0 = o1hoa, [HiloL H1s

placeC,, is added to control the siphdp:,ps, C._1}. Then piviloiigi(on) > .“&’ pa_enablest;, but u; .does not
it can b’é noticed that’. for n — 1.2 'elr;fogrjceg_lr ' enables; ;41 (¢1). This corresponds to the following¥; has
- =1,2,...

an active siphorf; that is controlled inV;; with Cy; when

np + PJ L + {ﬁ} 1 + PJ Lis + 15 > . (21) Ciwas added;; € Creand if W(Cy,t1) > 1, was splitin

2 2 2 iterationd in o; ;41 (t1), or if W(Ci,t1) = 1, 0;441(t1) = t1.

It can be shown that the system of inequalities (21yfoe 1 Sot; € S;e and since; is not allowed byC; to fire from p,
andn = ng implies (21) forn = n; — 1, forall ny > 3. it means that firing it would mak&; empty. Sincet; is fired
Furthermore, it can also easily be shown that the new markinigsthe sequence = o1t10,, aftero is fired, S; is an empty
forbidden by adding (21) at the iteratiarare as follows: 1) for active siphon inAj;, ut,).
n=2k p = p2=ps=0,pu3=1andps; = k—1and 2) If &' is enabled byu;1, let i/ be the marking reached:
forn =2k+1, 1 =p3 =0, p2+pg =1andps =k Now 4,0, [0’ > 1. Becauser’ may contain only entire replacement
assume that we start with the initial constraipts< 4 for all sequences of split transitions ang,; is a valid marking
i = 1...6,; the usage of initial constraints assumes that for glivhich implies;;11(p) = 0Vp € Pgr), p/(p) = 0Vp € Pg.
our initial markings of interest, all reachable markings satis#lso, ;1;+1 andy; are equivalent and’ = o, ;+1(o), therefore
them. Then, at the iteration = 11, the markings forbidden .(p) = ;/(p) Vp € P;. BecauseS is a siphon,S empty for
if (21) would be enforced arg; = p3 = 0, p2 + o = 1, p;4; implies S empty for all reachable markings and thus for
andus = 5. However, according to the initial constraints, thesg’ too. There are two cases: ,)is not split inA; 1 and 2)t,
markings can never be reached, so the siphonps, Cio} is s split.
controlled. Therefore, at the iteratian= 11, no control place 1) |f ¢, is not split,et, N Pr = 6. Further on,: enables
is added and so the procedure terminates. After removing the = ¢ in A/; but .’ does not enable, in Ay, SO iNAj41,

Lemma 1.1: Assume that the requirements 3) and 4) of The-
orem 5.2 are satisfied. Létbe an active siphon of; 1,7 > 1,

redundant constraints, the procedure terminates with ot,NC # () and there i€ € o¢,NC such thap/(C) = 0.
1 01 0 1 0 1 Let S¢ be the active siphon gf/; controlled byC. ¢, was
L= 105 5 5 1 0 b= 10 (22) not split, soW (C, t,) was 1;t, enabled by, /' (C) =0

o o ) andt; € Ce = t, € (Sce)\ (eSc). SinceS- C P; and
and (Lo, bp) containingus + e > 1 and the initial constraints

Wi < 4. O 8R (A, ;) denotes the set of reachable markingget, 1t.).
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1'(C) =0,3 cs. 1(p) = 1. Because, is enabled by A;. This procedure is repeated and finally two cases may appear
w, firing t; emptiesSc, so(N;, ius) has an empty active (Lemma 1.1 applies far > 0 only) after the firstn transitions
siphon. of & are fired, where is a finite number. Letr, denote the se-
2) If ¢, was split, thent, was connected to one or morequence that enumerates the firstransitions ofo and lety(#)
of the control place€ of C, for only transitions con- be the marking reached by firing, (that is, (Yo, > ;@)
nected to such places are split. (This is so because for@Hdugp) the valid marking of\; which restricted toVj is ;).
i > 1 N; is PT-ordinary and hence only the new addetthen: (a) there is an empty active siphon Mo(u(p)) or (b)
control places can make the PN not PT-ordinary.)d£t there is an empty active siphon (/;, ). Case (a) contra-
be the set of control places addedty in the iteration.  dicts the fact that every transition.af:* appears infinitely often
Sincey enables; andS is empty at’, ¢t € Se implies  in 5 and,(Y) enablesr, since aften firings none of the transi-
ot, NP, NS = (. Then, by recalling the split transitiontjons in the postset of the empty siphon may fire again. Case (b)
operationdC' € Cs suchthat”’ € S. Let Sc be the ac- |eads to the same type of contradiction, because the sequence
tive siphon controlled bﬁ: SinceC e_S andSisempty, 5 _— o0,1() is enabled bwgl), whereugl) is the equivalent
> pese #(p) = 1. Then firingt, emptiesSc, asC € o, marking of M) in A/; and by construction every transition of
before the split of;. (C € ¢, shows that firing; in A; N7t appears infinitely often i
reduces the marking dfc) = The case when there are initial constraints is similar to the
Next is the proof of Theorem 5.2. case when there are no such constraints if the procedure is never
Proof: LetS be the set of supervisors subject to the initiah the situation that a constraint at step 3.b.ii of the procedure is
constraints which enforce that all transitions appearing in tlifeasible. This is always the case, as the assumption 1) of the
maximal active subnet are live in the target PN. Note that whémeorem implies thaf is nonempty. Indeed, if infeasibilities at
we compare our procedure to any other supervisor we assumesame steps 3.b.ii were possible, consider the first occurrence:
initial marking for which that supervisor is defined: we do nothere is an active siphofi which must be empty for all valid
require a supervisor i§ to be defined for all initial markings markings, in order not to have a conflict with the initial con-
for which the supervisor given by our procedure is defined. straints. Then, by the first part of the proof, there are no super-

First consider the case when there are no initial constraingsors inS. [ |
The proof is by contradiction. It shows that any marking for-
bidden by the deadlock prevention method also is forbidden by APPENDIX I
any supervisor irs. (Recall that our procedure forbids mark- COMPUTATION OF THEACTIVE SUBNETS
ings which will produce an empty active siphon in Af for

The following algorithm computes the maximal active subnet

(1) : ) . . which does not contain the transitions in a Xet
Let '+ be a marking ofV, andy;;’ the equivalent marking Input: The PNA” = (P, T, F, W), its incidence matrixD

ifw Nk_. Suppoge that for the mgr)k.ingil)_there_is an empty aC- 4nd the sefy.

tive siphonsy, in V.. Because,,~ is valid, Sy is a new siphon Output: The active subnet/ = (P4, T4, F4, W),
which does not appear iV;,_;; (V) is forbidden by iteration

k, which adds the constraint thaj be controlled. Assume that

1) is not forbidden by some supervisor enforcinghg that Let M =T\ X and z, = Opp|x«1

all transitions of the active subnet are live and so there is an infhile M # § do

somek.)

nite firing sequence enabled by such that every transition 1. Check whether the system of Dr >0 z>
of Azt appears infinitely often i Let 4\, be the marking 0, z(1) =0Vt € X, >, y2(@) 21 and z €
of M_1 equivalent tou(!). According to Lemma 1.1, there is RIT1 is feasible.
a transitiont},_, of M,_; such that in any possible firing se-2. If feasible  then let z* be a solution;
quence enabled hy'", aftert, _, fires, there is an empty ac- M = M\|lz"|| and® z, = 2" +z,. Else M =0.
tive siphonSy_; of AVs_; . Lett,_; € Tpsuchthat, , appears End while
in 0o 1—1(tx—1). Let u(® be the marking of\;, that appears
while o is fired, immediately aftet;_; fires f_or the first time._ let M=T\X and z, = O
Also, lets; be the subsequenceothat was fired so far, that is While M # 0 do
1oy > @, Leti > 0 be the largest integer such that’ is 1. Check whether the system of Dz >0, z>
a valid marking of\; and the restriction ofi{> to Ay is (2. 0, (i) =0Vt € X, 3, cppa(i) > 1 and z €
By Lemma 1.1; < k — 1. Indeed, ifo, is allowed to fire in R!7! is feasible. i« B
Ni.—1, there is an empty sipho._; for the markingui”) |, but 2. If feasible then let s* be a solution:
there is no valid marking ol such thatS;_; is empty. Now, M =M\ ||z*|| and® z, = z* +z,. Else M = 0.
the fact that(® has an equivalent marking® in A; but not End while
in NV; 11 shows that there is an empty active siptfin A; and
thatS; does not appear iW;_;. Further on, the same idea as be- N

9)|x|| denotes the set of transitions t; such that

fore is used, that a transitign_; with the same property ag_; (i) # 0.
exists and, following this idea, an indgx< « — Lisfound such 10| denotes the set of transitions + such that
that for the marking:(® of A, there is an empty active siphoninz(i) # o.
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The active subnet isvV* = (P4 174 F4A W), 74 =
[zl PA = The, FA = F A {(T4 x PA) U (PA x T4)}
andW+ is the restriction of¥ to F,
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