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GLOSSARY

Discrete event systems Dynamical systems where the
variables of interest are described by sequences of dis-
crete events. Discrete event systemn models may be
used, for example, to describe sequences of operations
on parts moving among different machines in a manu-
facturing process. Discrete event systems may be rep-
resented by finite automata or Petri net mathematical
models

Hybrid Heterogeneous in nature or composition.

Hybrid automata A general modeling formalism for
hybrid systems that describes the discrete dynamics us-
ing finite automata and the continuous dynamics using
differential/difference equations.

Hybrid systems Dynamical systems with behavior de-
fined by entities or processes of distinct characteristics
and, in particular, by processes that contain contin-
uous dynamics and processes that contain discrete
dynamics.

Supervisory control The process by which a discrete dy-
namical system’s behavior is controlled not by forc-
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ing events but by restricting or disabling certain events
from taking place.

HYBRID SYSTEMS are dynamical systems that con-
sist of subsystems with continuous dynamics and subsys-
tems with discrete dynamics that interact with each other.
Such hybrid systems arise in varied contexts in manufac-
turing, communication networks, autopilot design, auto-
motive engine control, computer synchronization, traffic
control, and chemical processes, among others. Hybrid
systems have a central role in embedded control systems
that interact with the physical world. They also arise from
the hierarchical organization of complex systems and from
the interaction of discrete planning algorithms and contin-
uous control algorithms in autonomous, intelligent sys-
tems. There has been significant research activity in the
area of hybrid systems in the past decade, and significant
progress in theory and algorithm development has been
reported. Good software tools for the simulation, analysis,
and design of hybrid systems, which by their nature are
complex systems, are very important. Researchers have
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recognized this need and several software packages have
been developed. In this chapter, a brief introduction to the
theory and applications of hybrid systems is presented.
Additional details may be found in the references included
in the Bibliography.

|. HYBRID SYSTEM MODELS

A hybrid control system is a system in which the behavior
of interest is determined by interacting processes of dis-
tinct characteristics, in particular, interacting continuous
and discrete dynamics. Hybrid systems typically generate
mixed signals that consist of combinations of continuous
and discrete-valued signals. Some of these signals take
values from a continuous set (e.g., the set of real numbers)
and others take values from a discrete, typically finite set
{e.g., the set of symbols {a, b, c}). Furthermore, these con-
tinuous or discrete-valued signals depend on independent
variables such as time, which may also be continuous or
discrete-valued. Another distinction that can be made is
that some of the signals can be time-driven, while others
can be event-driven in an asynchronous manner.

The dynamic behavior of such hybrid systems is cap-
tured in hybrid models. In a manufacturing process, for
example, parts may be processed in a particular machine,
but only the arrival of a part triggers the process; that is,
the manufacturing process is composed of the event-driven
dynamics of the parts moving among different machines
and the time-driven dynamics of the processes within par-
ticular machines, Frequently in hybrid systems in the past,
the event-driven dynamics were studied separately from
the time-driven dynamics, the former via automata or
Petri net models (also via PLC, logic expressions, etc.)
and the latter via differential or difference equations. To
understand fully the system’s behavior and meet high-
performance specifications, one needs to model all dy-
namics together with their interactions. Only then may
problems such as optimization of the whole manufactur-
ing process be addressed in a meaningful manner. There
are, of course, cases where the time-driven and event-
driven dynamics are not tightly coupled or the demands
on the system performance are not difficult to meet, and
in those cases considering simpler separate models for the
distinct phenomena may be adequate. However, hybrid
models must be used when there is significant interaction
between the continuous and the discrete parts and high-
performance specifications are to be met by the system.

Hybrid models may be used to significant advantage,
for example, in automotive engine control, where there is
a nced for control algorithms with guaranteed properties,
implemented via embedded controllers, that can substan-
tially reduce emissions and gas consumption while main-

Hybrid System Control

taining the performance of the car. Note that an accurate
model of a four-stroke gasoline engine has a natural hy-
brid representation, because from the engine control point
of view, on one hand, the power train and air dynamics are
continuous-time processes, while, on the other hand, the
pistons have four modes of operation that correspond to
the stroke they are in and so their behavior is represented
as a discrete-event process represented, say, via a finite-
state machine model. These processes interact tightly, as
the timing of the transitions between two phases of the pis-
tons is determined by the continuous motion of the power
train, which, in turn, depends on the torque produced by
each piston. Note that in the past the practice has been
to convert the discrete part of the engine behavior into
a more familiar and easier-to-handle continuous model,
where only the average values of the appropriate physical
quantities are modeled. Using hybrid models one may rep-
resent time- and event-based behaviors more accurately so
as to meet challenging design requirements in the design
of control systems for problems such as cutoff control and
idle speed control of the engine. For similar reasons, that
is, tight interaction of continuous and discrete dynamics
and demands of high performance or the system, hybrid
models are important in chemical processes, robotic man-
ufacturing systems, transportation systems, and air traffic
control systems among many other applications.

There are other ways in which hybrid systems may
arise. Hybrid systems arise from the interaction of dis-
crete planning algorithms and continuous processes, and
as such, they provide the basic framework and method-
ology for the analysis and synthesis of autonomous and
intelligent systems. In fact, the study of hybrid systems is
essential in designing sequential supervisory controllers
for continuous systems, and it is central in designing in-
telligent control systems with a high degree of autonomy.
Another important way in which hybrid systems arise is
from the hierarchical organization of complex systems. In
these systems, a hierarchical organization helps manage
complexity, and higher levels in the hierarchy require less
detailed models (discrete abstractions) of the functioning
of the lower levels, necessitating the interaction of discrete
and continuous components. Examples of such systems in-
clude flexible manufacturing and chemical process control
systems, interconnected power systems, intelligent high-
way systems, air traffic management systems, and com-
puter and communication networks.

In the control systems area, a very well-known instance
of a hybrid system is a sampled-data or digital control sys-
tem. Therein, a system described by differential equations,
which involve continuous-valued variables that depend
on continuous time, is controlled by a discrete-time con-
troller described by difference equations, which involve
continuous-valued variables that depend on discrete time;
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FIGURE1 A signal, its samples, and its approximation by a zero-
order hold,

see, for example, Fig. 1. If one also considers quantiza-
tion of the continuous-valued variables or signals, then the
hybrid system contains not only continuous-valued vari-
ables that are driven by continuous and discrete times, but
also discrete-valued signals. Another example of a hybrid
control system is a switching system, where the dynamic
behavior of interest can be adequately described by a finite
number of dynamical models, which are typically sets of
differential or difference equations, together with a set of
rules for switching among these models. These switching
rules are described by logic expressions or a discrete-event
system with a finite automaton or a Petri netrepresentation.
A familiar simple example of a practical hybrid con-
trol system is the heating and cooling system of a typi-
cal home. The furnace and air-conditioner, along with the
heat flow characteristics of the home, form a continuous-
time system, which is to be controlled. The thermostat
is 2 simple asynchronous discrete-event system (DES),
which basically handles the symbols {toe hot, 00 cold}
and {normal}. The temperature of the room is translated
into these representations in the thermostat and the ther-
mostat’s response is translated back to electrical currents,
which control the furnace, air-conditioner, blower, etc.
There are several reasons for using hybrid models to
represent the dynamic behavior of interest in addition to
the ones already mentioned. Reducing complexity was and
stillis an important reason for dealing with hybrid systems.
This is accomplished in hybrid systems by incorporating
models of dynamic processes at different levels of abstrac-
tion; for example, the thermostat in the above example is
a very simple model, but adequate for the task at hand,
of the complex heat flow dynamics. For another example,
to avoid dealing directly with a set of nonlinear equa-
tions, one may choose to work with sets of simpler equa-
tions (e.g., linear) and switch among these simpler models.
This is a rather common approach in modeling physical
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phenomena. In control, switching among simpler dynam-
ical systems has been used successfully in practice for
many decades. Recent efforts in hybrid system research
along these lines typically concentrate on the analysis of
the dynamic behaviors and aim to design controllers with
guaranteed stability and performance.

Hybrid systems have been important for a long time,
The recent interest and activity in hybrid systems have
been motivated in part by the development of research re-
sults on the control of DESs that occurred in the 1980s and
on adaptive control in the 1970s and 1980s and by the re-
newed interest in optimal control formulations in sampled-
data systems and digital control. In parallel developments,
there has been growing interest in hybrid systems among
computer scientists and logicians, with an emphasis on
verification of the design of computer software. Whenever
the behavior of a computer program depends on values of
continuous variables within that program (e.g., continu-
ous time clocks), one needs hybrid system methodologies
to guarantee the correctness of the program. In fact the
verification of such digital computer programs has been
one of the main goals of several serious research efforts
in the hybrid system literature. Note that efficient veri-
fication methodologies are essential for complex hybrid
systems to be useful in applications. The advent of digital
machines has made hybrid systems very common indeed.
Whenever a digital device interacts with the continuous
world, the behavior involves hybrid phenomena that need
to be analyzed and understood. It should be noted that cer-
tain classes of hybrid systems have been studied in related
research areas such as variable structure control, sliding
mode control, and bang-bang control.

Hybrid systemns represent a highly challenging area of
research that encompasses a variety of challenging prob-
lems that may be approached at varied levels of detail and
sophistication. Modeling of hybrid systems is very impor-
tant, as modeling is in every scientific and engineering
discipline. Different types of models are used, from de-
tailed models that may include equations and lookup tables
that are excellent for simulation but not easily amenable to
analysis, to models that are also good for analysis but not
easily amenable to synthesis, models for control, models
for verification, and so on.

Il. APPROACHES TO THE ANALYSIS
AND DESIGN OF HYBRID SYSTEMS

Current approaches to hybrid systems differ with respect
to the emphasis on or the complexity of the continuous and
discrete dynamics and in whether they emphasize analy-
sis and synthesis results, or analysis only, or simulation
only. On one end of the spectrum there are approaches to
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hybrid systems that represent extensions of system theo-
retic ideas for systems (with continuous-valued variables
and continuous time) that are described by ordinary dif-
ferential equations to include discrete time and variables
that exhibit jumps or extend results to switching systems.
Typically these approaches are able to deal with complex
continuous dynamics. Their main emphasis has been on
the stability of systems with discontinuities. On the other
end of the spectrum there are approaches to hybrid systems
embedded in computer science models and methods that
represent extensions of verification methodologies from
discrete systems to hybrid systems. Typically these ap-
proaches are able to deal with discrete dynamics described
by finite automata and emphasize analysis results (veri-
fication) and simulation methodologies. There are addi-
tional methodologies spanning the rest of the spectrum
that combine concepis from continuous control systems
described by linear and nonlinear differential/difference
equations, and from supervisory control of DESs that are
described by finite automata and Petri nets to derive, with
varying success, analysis and synthesis results.

Several approaches to the modeling, analysis, and syn-
thesis of hybrid systems are described in this chapter.
They are organized into three sections. In Section III, the
supervisory control approach to the analysis and design
of hybrid control systems is described. Then, in Section
1V, approaches that emphasize stability are presented. Fi-
nally, approaches based on hybrid automata models are
discussed in Section V.

ll. SUPERVISORY CONTROL
OF HYBRID SYSTEMS

In the 1980s systems with discrete dynamics such as man-
ufacturing systems attracted the aitention of the control
research community, and models such as finite automata
were used to describe such discrete-event dynamical sys-
tems. Important system properties such as controllabil-
ity, observability, and stability were defined and studied
for discrete event systems (DESs) and methodologies for
supervisory control design were developed. In related de-
velopments, the relation between inherently discrete plan-
ning systems and continuous-feedback control systems
attracted attention. In addition to finite automata, other
modeling paradigms such as Petri nets gained the atten-
tion of control and automation system researchers in the
last decade, primarily in Europe. Petri nets have been used
in the supervisory control of discrete-event dynamic sys-
tems as an attractive alternative to methodologies based
on finite automata.

In this section, we review the supervisory control frame-
work for hybrid systems. One of the main characteristics
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FIGURE 2 Hybrid system model in the supervisory control
framework.

of this approach is that the system to be controlled is ap-
proximated by a DES and the design is carried out in the
discrete domain. The hybrid control systems in the super-
visory control framework consist of a continuous (state,
variable} system to be controlled, also calted the plant,
and a discrete-event controller connected to the plant via
an interface in a feedback configuration as shown in Fig. 2.
It is generally assumed that the dynamic behavior of the
plant is governed by a set of known nonlinear ordinary
differential equations,

x() = flx@), r(1)), (1)

where x € " is the continuous state of the system and
r € R" is the continuous control input. In the model shown
in Fig. 2, the plant contains all continuovws components of
the hybrid control system, such as any conventional con-
tinuous controllers that may have been developed, a clock
if time and synchronous operations are to be modeled, and
50 on, The controller is an event-driven, asynchronous
DES, described by a finite state automaton. The hybrid
conirol system also contains an interface that provides the
means for communication between the continuous plant
and the DES coniroller.

The interface consists of the generator and the actuator
as shown in Fig. 2. The generator has been chosen to be a
partitioning of the state space (see Fig. 3). The piecewise
continuous command signal issued by the actuator is a

nx) hx)

FIGURE 3 Partition of the continuous state space.
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FIGURE 4 Command signal issued by the interface.

staircase signal as shown in Fig. 4, not unlike the output of
a zero-order hold in a digital control system. The interface
plays a key role in determining the dynamic behavior of
the hybrid control system. Many times the partition of the
state space is determined by physical constraints and it
is fixed and given. Methodologies for the computation of
the partition based on the specifications have also been
developed.

In such a hybrid control system, the plant, taken to-
gether with the actuator and generator, behaves like a
DES; it accepts symbolic inputs via the actuator and pro-
duces symbolic outputs via the generator. This situation is
somewhat analogous to the way a continuous-time plant,
equipped with a zero-order hold and a sampler, “looks”
like a discrete-time plant. The DES which models the
plant, actuator, and generator is called the DES plant
model. From the DES controller’s point of view, it is the
DES plant model which is controlled.

The DES plant model is an approximation of the actual
system and its behavior is an abstraction of the system’s
behavior. As a result, the future behavior of the actual con-
tinuous system cannot be determined uniquely, in general,
from knowledge of the DES plant state and input. The ap-
proach taken in the supervisory control framework is to
incorporate all the possible future behaviors of the con-
tinuous plant into the DES plant model. A conservative
approximation of the behavior of the continuous plant is
constructed and realized by a finite state machine. From
a control point of view this means that if undesirable be-
haviors can be eliminated from the DES plant (through
appropriate control policies). then these behaviors will be
eliminated from the actual system. On the other hand, just
because a control policy permits a given behavior in the
DES piant is no guarantee that the behavior will occur in
the actual system.

We briefly discuss the issues related to the approxima-
tion of the plant by 2 DES plant model. A dynamical system
T can be described as a triple (T. W, B). with T € i the
time axis, W the signal space, and B C WT (denoting the
setofall functions f : T — W)the behavior. The behavior
of the DES plant model consists of all the pairs of plant
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FIGURE § The DES plant model as an approximation.

and control symbols that it can generate. The time axis
T represents here the occurrences of events. A necessary
condition for the DES plant model 1o be a valid approxi-
mation of the continuous plant is that the behavior of the
continuous plant model B, is contained in the behavior of
the DES plant model, i.e., B. C B;.

The main objective of the controller is to restrict the
behavior of the DES plant model in order to specify the
control specifications. The specifications can be described
by abehavior, By, Supervisory control of hybrid systems
is based on the fact that if undesirable behaviors can be
eliminated from the DES plant, then these behaviors can
likewise be eliminated from the actual system. This is
described formally by the relation

Bdesngpec = Bansngpcc (2)

and is depicted in Fig. 5. The challenge is to find a discrete
abstraction with behavior By which is a approximation of
the behavior B, of the continuous plant and for which it
ts possible to design a supervisor to guarantee that the
behavior of the closed-loop system satisfies the specifica-
tions Bypec. A more accurate approximation of the plant’s
behavior can be obtained by considering a finer partition-
ing of the state space for the extraction of the DES plant.

An interesting aspect of the DES plant’s behavior is that
it is distinctly nondeterministic. This fact is illustrated in
Fig. 6, which shows two trajectories generated by the same
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FIGURE 6 Nondeterminism of the DES plant model.
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control symbol. Both trajectories originate in the same
DES plant state ji;. Figure 6 shows that for a given control
symbol, there are at least two possible DES plant states that
can be reached from p,. Transitions within a DES plant
will usually be nondeterministic unless the boundaries of
the partition sets are invariant manifolds with respect to
the vector fields that describe the continuous plant,

There is an advantage to having a hybrid control system
in which the DES plant model is deterministic. It allows
the controller to drive the plant state through any desired
sequence of regions, provided, of course, that the corre-
sponding state transitions exist in the DES plant model.
If the DES plant model is not deterministic, this will not
always be possible. This is because even if the desired
sequence of state transitions exists, the sequence of in-
puts which achieves it may also permit other sequences of
state transitions. Unfortunately, given a continuous-time
plant, it may be difficult or even impossible to design an
interface that leads to a DES plant model which is deter-
ministic. Fortunately, it is not generally necessary to have
a deterministic DES plant mode! in order to control it.
The supervisory control problem for hybrid systems can
be formulated and solved when the DES plant model is
nondeterministic.

A language theoretic framework to describe perfor-
mance specifications for hybrid systems and to formu-
late the supervisory control problem has been developed.
Once the DES plant model of a hybrid system has been
extracted, a supervisor can be designed using control syn-
thesis techniques based on DESs. The main differences are
that the DES plant models of the hybrid control framework
are nondeterministic and that the plant events cannot be
disabled individually.

Example. The hybrid system in this example consisis
of a typical thermostat and furnace. Assuming that the
thermostat is set at 70°F, the system behaves as follows. If
the room temperature falls below 70°F, the furnace starts
and remains on until the room temperature reaches 72°F.
At 72"F, the furnace shuts off. For simplicity, we assume
that when the furnace is on it produces a constant amount
of heat per unit time.

The plant in the thermostat/furnace hybrid control sys-
tem is made up of the furnace and room. It can be modeled
with the following differential equation:

X =0.0042(Ty —x)+0.1r, 3)

where the plant state, x, is the temperature of the room
in degrees Fahrenheit, the input, r, is the voltage on the
furnace control circuit, and Ty is the outside temperature.
This model of the furnace is certainly a simplification, but
it is adequate for this example.
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FIGURE 7 Partition for the thermostat/furnace system.

The thermostat partitions the state space of the plant
with the following hypersurfaces as shown in Fig. 7.

hix)=x-72, (4)
hay(x) =70 —x. (&)

The first hypersurface detects when the state exceeds
72°F, and the second detects when the state falls below
70°F. The associated generator functions, «; and a3, are
very simple in this case.

o;i(x) =% {6)

So there are two plant symbols, %, and %.
The DES controller is shown in Fig. 8. The output func-
tion of the controller is defined as

#(51) =71 & off, 0
$(52) = 72 «> on, ity
and the actuator operates as
y(F) =0, 9
y{f2) =12, (10)

where the constants for the control inputs correspond to
particular given data,

FIGURE 8 Controller for the thermostat/furnace system.
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The thermostat/heater example has a simple DES plant
model which is useful to illustrate how these models
work. Figure 9 shows the DES plant model for the
heater/thermostat. The convention for labeling the arcs is
to list the controller symbols which enable the transition,
followed by a slash and then the plant symbols which can
be generated by the transition. Notice that two of the tran-
sitions are labeled with null symbols, €. This refiects the
fact that nothing actually happens in the system at these
transitions. When the controller receives a null symbol it
remains in the same state and reissues the current con-
troller symbol. This is equivalent to the controller doing
nothing, but it serves to keep all the symbolic sequences,
§, p, etc., in phase with each other.

IV. STABILITY AND DESIGN
OF HYBRID SYSTEMS

In the area of contro} systems, powerful methodologies
for analysis of properties such as stability and system-
atic methodologies for the design of controllers have
been developed over the years. Some of the method-
ologies have been extended to hybrid systems, primar-
ily to switched systems. Switched systems are hybrid
dynamical systems that consist of a family of contin-
uous or discrete-time subsystems and a rule that deter-
mines the switching between them. The switching behav-
ior of these systems may be generated by the changing
dynamics at different operating regions. Hybrid dynam-
ical systems also arise when switching controllers are
used to achieve stability and improve performance as
shown in Fig. 10. Typical examples of such systems are

Supervisor
peviRor |

Switching signal

Controller }

Controller 2

Controller N

1l

FIGURE 10 Switching controller feedback architecture.
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computer disk drives, constrained mechanical systems,
switching power converters, and automotive powertrain
applications.

Mathematically, such hybrid systems can be modeled
by the equations

£ = flx(r), g(t), u(r)), (1

g™y = 8(x(1), q(1)), (12)

where x(r)eN" is the continuous state, g(r)e{l,?2,
..., N} is the discrete state that indexes the subsystems
JSatn)» u(#) can be a continuous control input or an external
(reference or disturbance) signal to the continuous part,
and § is the switching law that describes the logical and/or
DES dynamics.

Example. This example describes a simplified model
of a car with an automatic transmission. Let m denote the
mass of the car and v the velocity on a road inclined at
an angle . The simplified dynamics of the car are des-
cribed by

k G
1)=__U25ign(v)—g sina-!-ﬂT. (13)
m m

w = Gy, (14)

where G;,i=1,2,3, 4, are the transmission gear ratios
normalized by the wheel radius R,k is an appropriate
constant, w is the angular velocity of the motor, and
T is the torque generated by the engine. The dynamic
behavior of the car is indexed by the discrete state ¢. The
discrete-state transition function which determines the
switching between the gears is

o fiFLif gy =i#4 and v= Fwpg,
)= ) /
9 i—1 if gty=i=2 and v=Gl‘w1,,w.
(15)
where whigh and wyey are prescribed angular velocities of
the engine. The discrete-state transition can be described
for the finite automaton in Fig. 11. O

Hybrid system stability analysis relies for the most
part on classical Lyapunov stability theory. For con-
ventional control systems, demonstrating stability de-
pends on the existence of a continuous and differentiable
Lyapunov (energy) function. In the hybrid system case,
stability analysis is carried out using multiple Lyapunov
functions (MLFs) to compose a single piecewise contin-
uous and piecewise differentiable Lyapunov function that
can be used to demonstrate stability. To illustrate the use
of MLFs, we consider the autonomous form [e(r) = 0] of
the hybrid system model

() = flx(), q(1)) = foulx(e)), (16)
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FIGURE 11 Finite automaton illustrating the switching of the gears.

where g(r) {1, 2, ..., N}. In addition, it is assumed that
there are only a finite number of switchings in a bounded
time interval. It should be noted that hybrid systems that
exhibit infinitely many switchings in a finite interval are
called Zeno systems.

Consider the family of Lyapunov-like functions { V;, i =
1,2,..., N}, where each V; is associated with the sub-
system fi(x). A Lyapunov-like function for the system
X = fi(x) and equilibrium point ¥ € ; CcN" is a real-
valued function V;(x) defined over the region Q; which
is positive definite [Vi(X)=0 and V;(x) >0 for x # %,
x €;] and has negative semidefinite derivative (for
x €, Vix)<0).

Given system (16). suppose that each subsystem f; has
an assoctate Lyapunov-like function V; in the region §2;,
each with equilibrium ¥ = 0, and suppose that | J; 2; =
", Let g(t) be a given switching sequence such that g(r)
can take on the value ¢ only if x(f) € £2;, and in addition,

Vile(tie) = Vi(xe(tie-1) (7

where #;; denotes the kth time the subsystem f; is
“switched in.” Then system (16) is stable in the sense
of Lyapunov. The stability condition (17) is illustrated in
Fig. 12. At every instant the subsystem i becomes active,
the corresponding energy function V; decreases from the
value it had the Jast time the subsystem { was switched in.

The general result presented in Fig. 12 gives suffi-
cient conditions for stability. Implicitly, this result pro-
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FIGURE 12 Stability condition.

vides a methodology for switching between subsystems
to achieve a stable trajectory. One strategy that may stabi-
lize a hybrid system is to pick that subsystem that causes
maximal descent of a particular energy function. An-
other strategy is to select the subsystem according to the
Lyapunov function with the smallest value.

In the following, the emphasis is put on linear switched
systems described by

i = Agn(), (18)
g™ = 8(x(1), g(), (19)

where g(t)€{1,2,..., N} and A, € W, For this re-
stricted class of hybrid systems, stronger results and sys-
tematic methodologies to construct multiple Lyapunov
functions have been developed. An important observation
is that it is possible for a linear switched system to be
unstable even when all the subsystems are stable as illus-
trated in the following example. On the other hand, it is
possible to stabilize a linear switched system even when
all the subsystems are unstable,

Example. Consider the hybrid systems % (1) = A, x (1),
where x € R?, g €{1,2}, and

~1 —100 ~1 10
A'z[lo —1]' Az:[—lO(} —I]'

Both A; and A; have eigenvalues A} ; = —1% j+/1000
and therefore are stable. But the switched system using
Aj in the second and fourth quadrants and A, in the first
and third quadrants is unstable as shown in Fig. [3. O

An important problem is to find conditions that guar-
antee that the switched system ¥(1)= Aginx(f) is sta-
ble for any switching signal. This situation is of impor-
tance when a given plant is being controlled by switching
among a family of stabilizing controllers, each of which
is designed for a specific task. A supervisor determines
which controller is to be connected in closed loop with
the plant at each instant of time. Stability of the switched
system can usually be ensured by keeping each controller
in the loop long enough to allow the transient effects to dis-
sipate. Another approach that can be used to demonstrate
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FIGURE 13 Unstable trajectory ot a switched

stability for any switching signals is to guarantee that
the matrices A; share a common quadratic Lyapunov
function V(x) = xT Px, such that V(x) < —x7 Qx, 0 > 0
[Q is positive definite (Q >0) when x7 QX >0 for
any x #0]. These conditions on V{x) are equivalent to
finding matrices P and Q that satisfy the inequalities
Al P+ PA; + Q <0 forall i. Note that the existence of
a common Lyapunov function, although sufficient, is not
necessary for stability.

The application of the theoretical results to practical hy-
brid systems is accomplished usually using a linear matrix
inequality (LMI) problem formulation for constructing a
set of quadratic Lyapunov-like functions. The existence
of a solution to the LMI problem is a sufficient condition
and guarantees that the hybrid system is stable.

The methodology begins with a partitioning of the
state space into Q2-regions that are defined by quadratic
forms. Physical insight, a good understanding of the
LMI problem, and brute force are often required to
choose an acceptable partitioning. Let ; denote a region
where one searches for a quadratic Lyapunov function
Vi =xT Pix, x € Q;, that satisfies the condition

Vix) = [% V.-(x)]A.-x =xT(A] P+ PiA;)x <0.

(20)
The goal is to find matrices P; > 0 that satisfy the above
conditions. To constrain the stability conditions to local
regions, two steps are involved. First, the region £2; must
be expressed by the quadratic form xTQ,-x > 0. Second,
a technique called the S-procedure is applied to replace
the constrained stability condition by a condition without
constraints. By introducing a new unknown variable £ > 0,
the relaxed problem takes the unconstrained form

ATP + P A+£0; <0, 1)

which can be solved using standard LMI software tools.
A solution to the relaxed problem (21) is also a solution
to the constrained problem (20). It should be noted that,

system consisting of stable subsystems.

in general, several subsystems A; can be used in each
$2-region.

In addition, the LMI formulation requires that when-
ever there is movement to an adjacent region £2; with
corresponding Lyapunov function V;, then V;(x) < V;(x).
Using local quadratic Lyapunov-like functions this condi-
tion can be written x7 P;x < xT P;x. The states where this
condition must be satisfied also have to be expressed by
quadratic forms. The S-procedure is used to replace the
constrained condition with an unconstrained LMI problem
that can be solved very efficiently.

V. HYBRID AUTOMATA

Hybrid autornata were introduced in the study of hybrid
systems in the early 1990s. Hybrid automata provide a
general modeling formalism for the formal specification
and algorithmic analysis of hybrid systems. They are typi-
cally used to model dynamical systems that consist of both
discrete and analog components which arise when com-
puter programs interact with the physical world in real
time, In the following, we review the hybrid automaton
model and related approaches for analysis, verification,
and synthesis of hybrid systems,

A hybrid automaton is a finite state machine equipped
with a set of real-valued variables. The state of the
automaton changes either instantaneously through a dis-
crete transition or through a continuous activity. The hy-
brid automaton in Fig. [4 describes a thermostat and is
used to introduce the modeling framework,

/'_“\_ x=70 LTy
Oﬁ' ) / on hY

%= -Kx % =Kh-x) |
=7\ a0 \ x<75 /
x=75 e

FIGURE 14 Hybrid automaton describing a thermostat.
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Example. The hybrid automaton in Fig. 14 models
a thermostat controlling the temperature of a room by
turning a heater on and off. The real-valued variable x
denotes the temperature. The system has two control
modes, off and on. When the heater is off the temperature
of the room falls according to the differential equation
X =—Kux. When the heater is on (control mode on) the
temperature of the system rises according to the equation
X = K(h — x), where h is a constant. Initially, the temper-
ature is x =72 and the heater is off. The heater will go on
as soon as the falling temperature reaches 70°F; the dis-
crete part of the state will then be in the position on (Fig.
14) and the continuous part of the state will start at x = 70.
When the heater is on the temperature rises until it reaches
75°F. Then the heater will go off and the temperature will
start falling again. This control policy guarantees that
the temperature of the room will remain at between 70
and 75°F O

A hybrid automaton consists of a finite set X =
{x1, ..., x,} of real-valued variables and a labeled directed
graph (V, E). V is a finite set of vertices and E is a set
of directed arcs or edges between vertices. The directed
graph models the discrete (event) portion of the hybrid
system. Directed graphs have a very convenient graphical
representation. A circle is used to represent each vertex of
the graph. An arrow starting at vertex v; and terminating
at vertex v; represents the directed arc (v;, v;). The graph
shown in Fig. 14 consists of two vertices and two edges.
Note that the arc labeled x = 72 is used for the initializa-
tion of the system.

The dynamics of the hybrid automaton are defined by
labeling the vertices V and edges E of the graph with
appropriate mathematical expressions involving the real-
values variables X = {x,, ..., x,}. The vertices represent
continuous activities and they are labeled with constraints
on the derivatives of the variables in X. More specifically,
avertex v € V, which is also called a (control) mode or lo-
cation, is equipped with the following labeling functions.

* A flow condition described by a differential equation
in the variables in X. While the hybrid automaton is in
control mode v, the variables x; change according to
the flow condition. For example, in the thermostat
automaton, the flow condition % = K (k — x) of the
control mode on ensures that the temperature is rising
while the heater is on.

* An invariant condition inv(v) € " that assigns to
each control mode a region of R". The hybrid
automaton may reside in control mode v only while
the invariant condition inv(v) is true. For example, in
the thermostat automaton, the invariant condition
x <75 of the control mode on ensures that the heater
must go off when the temperature rises to 75°F.

Hybrid System Control

Anedge e € E is also called a control switch or transition
and is labeled with an assignment of the variables in X
called a guard. A transition is enabled when the associ-
ated guard is true and its execution modifies the values of
the variables according to the assignment. For example,
the thermostat automaton has two control switches, The
control switch from control mode on to off is described
by the condition x =75.

A state o = (v, x} of the hybrid automaton consists of
a mode (control location) v € V and a particular value
x € N" of the variables in X . The state can change either by
a discrete and instantaneous transition or by a time delay
through the continuous flow. A discrete transition changes
both the control location and the real-valued variables,
while a time delay changes only the vatues of the vartables
in X according to the flow condition. A run of a hybrid
automaton H is a finite or infinite sequence,

prog =% o) -—~>’}l o2 —>'f‘2 .
where g; = (v;, x;) are the state of H and f; is the Aow
condition for the vertex v; such that (i} f(0)=x;, (ii)
fityeinv(y) for all t e R:0 <t <1;, and (iii) 074 is a
transition successor of o/ =(v,. fi(#)) and o/ is a time
successor of a;.

A hybrid automaton is said to be nonzenc when only
finitely many transitions can be executed in every bounded
time interval. Nonzenoness is an important notion for the
realizability of the hybrid automaton.

Another labeling function assigns to each transition an
event from a finite set of events . The event labels are
used to define the parallel composition of hybrid automata.
Complex systems can be modeled by using the parallel
composition of simple hybrid automata. The basic rule
for the parallel composition is that two interacting hybrid
automnata synchronize the execution of transitions fabeled
with common events.

Example. A train—gate—controller system is used to
illustrate modeting of hybrid systems using hybrid au-
tomata. The system consists of three components, the
train, the gate, and the gate controller as shown in Fig. 15,

Road

Gate
Train Track

Track Length = 25

Train Location: ye [0,25)

Gate Height: x

Sensor Locations: y=5 and y=15

FIGURE 15 Train—gate—controller system.
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FIGURE 16 Hybrid autormaton modeling the train.

A road crosses the train track and it is guarded by a gate
which must be lowered to stop the traffic when the train
approaches and raised after the train has passed the road.
The gate controller gets information from sensors located
on the track and lowers or raises the gate.

The train moves clockwise on a circular track. The
length of the track is L =25. The location of the train
is indicated by the state variable ¥, where 0 < y < 25. The
velocity of the train is described by the differential equa-
tion y = f(y), where f(y)is an appropriate function of y.
The gate is located at y =0 on the train track, while the
sensors are at y =5 and y = 15. The train is modeled by
a hybrid automaton with one control mode as shown in
Fig. 16.

The height of the gate is represented by the state variable
x. When the gate is lowered the height of the gate decreases
according to the equation % = (1 — x)/2. When the gate is
raised the height increases according to X = (10 — x)/2.
The hybrid automaton in Fig. 17 is used to model the dy-
namic behavior of the gate. The automaton has two control
modes, RAISE and LOWER. The transitions of the automa-
ton are labeled with the events UP and DOWN, which are
generated by the controller. The controller is also modeled
as 4 hybrid automaton as shown in Fig. 18. The controller
receives information from the sensors and detects when the
train reaches or moves away from the crossing. The con-
troller automaton has two control locations, DOWN and
UP, which trigger the transitions of the gate automaton.
The hybrid automaton of the overall system is obtained by
parallel composition and is shown in Fig. 19, O

The modeling formalism of hybrid automata is partic-
ularly useful in the case when the flow conditions, the
invariants, and the transition relations are described by
linear expressions in the variables in X. A hybrid automa-
ton is linear if its low conditions, invariants, and transi-
tion relations can be defined by linear expressions over the

FIGURE 17 Hybrid automaton modeling the gate.
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Inv: y<15

FIGURE 18 Hybrid automaton modeling the controller.

y=15

set X of variables. Note the special interpretation of the
term linear in this context. More specifically, for the con-
trol modes the flow condition is defined by a differential
equation of the form £ =k, where & is a constant, one for
each variable in X, and the invariant inv{v) is defined by a
linear equalities and inequalities {which corresponds to a
convex polyhedron) in X. Also, for each transition the set
of guarded assignments consists of linear formulas in X,
one for each variable. Note that the run of a linear hybrid
automaton can be described by a piecewise linear func-
tion whose values at the points of first-order discontinuity
are finite sequences of discrete changes. An interesting
special case of a linear hybrid automaton is a fimed au-
tomaron. In a timed automaton each continuous variable
increases uniformly with time (with slope 1) and can be
considered a clock. A discrete transition either resets the
clock or leaves it unchanged.

Another interesting case of a linear hybrid automaton
is a rectangular automaton. A hybrid automaton is rect-
angular if the flow conditions are independent of the con
trol modes and the variables are pairwise independent. In
a rectangular automaton, the flow condition has the form
X =[a, b] for each variable x € X. The invariant condition
and the transition relation are described by linear predi-
cates that also correspond to n-dimensional rectangles.
Rectangular automata are interesting because they char-
acterize an exact boundary between the decidability and
the undecidability of verification problems of hybrid au-
tomata. A problem is decidable if there exists an algorithm
that has as output the correct answer for every possible
input. A problem is undecidable if there is no algorithm
that takes as input an instance of the problem and deter-
mines whether the answer to that instance is “yes” or “no.”
Semidecidable procedures are often proposed to deal with
undecidable problems. These algorithms produce the cor-
rect answer if they terminate, but their termination is not
guaranteed.

The main decision problem concerning the analysis and
verification of hybrid systems is the reachability problem,
which is formulated as follows. Let o and ¢’ be two states
in the infinite state space S of a hybrid automaton H. Then,
&' is reachable from o if there exists a run of H that starts
ino and ends in 0.

While the reachability problem is undecidable even for
very restricted classes of hybrid automata, two semide-
cision procedures, forward and backward analysis, have
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FIGURE 19 Hybrid automaton for the train—gate—controller system.

been proposed for the verification of safety specifications
of linear hybrid automata. A data region R, is a finite
union of convex polyhedra in ", A region R=(v, R,)
consists of a location v € V and a data region R, and is
a set of states of the linear hybrid automaton. Given a re-
gion R, the precondition of R, denoted pre(R), is the set
of all states o such that R can be reached from o. The
postcondition of R, denoted post(R), is the set of all the
reachable states from R. For linear hybrid automata both
pre(R) and post(R) are regions, i.e., the corresponding
data region is a finite union of convex polyhedra. Given a
linear hybrid automaton A, an initial region R, and a tar-
get region T, the reachability problem is concerned with
the existence of a run of H that drives a state from R to
a state in T, Two approaches for solving the reachabil-
ity problem have been proposed. The first one computes
the region post™( R) of all states that can be reached from
the initial state R and checks if post*(R) N T = @ (forward
reachability analysis). The second approach computes the
region pre*(T) of the states from which one may reach
T and checks if pre*(T)N R = {backward reachability
analysis). Since the reachability problem for linear hybrid
automata is undecidable, these procedures may not ter-
minate (semidecision procedures), They terminate with a
positive answer if T is reachable from R, while they ter-
minate with a negative answer if no new states can be
added and T is not reachable from R. The crucial step in
these approaches is the computation of the precondition
or postcondition of a region.

The reachability problem is central to the verification
of hybrid systems. The train-gate—controller example is

used to illustrate the verification approach using hybrid
automata.

Example. For the train-gate—controller example, the
specification is that the gate must be lowered (x < 5) when-
ever the train reaches the crossing. This is a safety speci-
fication that can be encoded as y = 0= x < 5. This safety
specification corresponds to a set § of safe states of the
hybrid automaton shown in Fig. 19 which consists of all
four control locations and the region of " expressed by
the set {(x, y):x <5 A y=0}. To verify that the system
satisfies the safety specification we compute the set of all
states R that can be reached from the initial conditions. If
the reachable set R is contained in the set of safe states
R C §, then the gate is always down when the train reaches
the crossing. O

The undecidability of the reachability problem is a fun-
damental obstacle in the analysis and controller synthesis
for linear hybrid automata. Nevertheless, considerable re-
search effort has been focused on developing systematic
procedures for synthesizing controllers for large classes
of problems.

Control design algorithms have been developed for a
class of hybrid systems with continuous dynamics de-
scribed by pure integrators. Although this class of hy-
brid systems is rather limited, these models are impor-
tant for several applications including the control of batch
processes. Note that even in the case where the contin-
uous dynamics of the physical system are more compli-
cated, it is sometimes useful to use low-level continuous
controllers to impose linear ramp-like behavior around
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a setpoint. More specifically, in this case the continu-
ous dynamics are described by differential equations of
the form x%(r)=k,, where %, is a constant vector associ-
ated with the control mode v of the hybrid automaton.
The control specifications are represented by data regions
R,={xeM": A,x +b, <0} and by a set Q¢ of forbid-
den control modes or forbidden control switches. Control-
lability of hybrid integrator systems is defined with respect
to a pair of regions of the hybrid state space. A hybrid sys-
tem is controllable with respect to (R, Ra) if there exists
an acceptable trajectory that drives the state (v, x) from
R\ to Ry. An acceptable trajectory is a trajectory of the
hybrid system that satisfies the control specifications. For
example, no forbidden control mode v € Q is visited, and
for every legal control mode v the continuous state x lies
in R,. Based on the definition of controllability, a semide-
cidable algorithm has been developed that uses backward
reachability analysis. This algorithm analyzes these inte-
grator hybrid systems with respect to controllability and,
as a by-product, generates a set of correct control laws that
switch the system among a predefined number of control
modes. The semidecidability of the algorithm is due to the
undecidability of the reachability problem of linear hybrid
automata.

Motivated by problems in aircraft conflict resolution,
methodologies for synthesizing controllers for nonlin-
ear hybrid automata based on a game theoretical frame-
work have also been developed. In this approach, the
continuous dynamics are described by nonlinear differ-
ential equations (that satisfy appropriate conditions for
the existence and uniqueness of solutions). The regions
of the hybrid state space consist of arbitrary invariant
conditions for the control modes and regions of the
form G = {x e " :l(x) <0}, where I : R" = N is a dif-
ferentiable function. The control specifications are ex-
pressed as acceptance conditions on the system’s state.
The controller synthesis problem is formulated as a dy-
namic game between the controller and the environ-
ment. The goal is to construct the largest set of states
for which the control can guarantee that the acceptance
condition is met despite the action of the disturbance,
The problem is solved by iterating two appropriate pre-
decessor operators. Consider a region K of the hybrid
state space. The controllable predecessor of K contains
all states in K for which the controllable actions can
force the state to remain in K for at least one discrete
step. The uncontrollable predecessor contains all states
in K° {the complement of K) and all states in K from
which the uncontrollable actions may be able to force
the state to move outside K. The computation of the
predecessor operators is carried out using an appropri-
ate Hamilton-Jacobi-Bellman equation. The computa-
tional efficiency of the synthesis procedure depends on the
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ability to solve this Hamilton—Jacobi-Bellman equation
efficiently.

Another approach uses bisimulations to study the decid-
ability of verification algorithms. Bisimulations are quo-
tient systems that preserve the reachability properties of
the original hybrid systemn, and therefore, problems related
to the reachability of the original system can be soived by
studying the quotient system. Quotient systems are sim-
plified systems derived from the origina! system by ag-
gregating the states in an appropriate manner. The idea of
using finite bisimulations for the analysis and synthesis
of hybrid systems is similar to the approximation of the
continuous dynamics with DESs.

In summary, recent research efforts toward controller
synthesis results have shown that there are classes of hy-
brid systems for which computationally tractable proce-
dures can be applied. Although many important prob-
lems related to hybrid automata are intrinsically difficult,
there are efficient algorithms for large classes of systems.
Many practical applications can be modeled accurately
encugh by simple hybrid models. Again, the choice of such
models depends on their suitability for studying specific
problems.
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