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Abstract—This paper presents a procedure for the design of visors designed under this circumstance are usually not least
supervisors that enforce the transitions in a given sef to be live.  restrictive. On the negative side, the procedure does not have
T -liveness enforcement correspon_d_s to full liveness enforce_mentguaranteed termination, and divergence may arise frequently in
when7 equals the total set of transitions. Rather than assuming a ractice. Eurther. even when the orocedure terminates. the com-
given initial marking, this procedure generates at every iteration P ' -ru , BVENW P u ! i
a convex set of admissible initial markings. In the case of full Putations may be complex. However, these computations are
liveness enforcement and under certain conditions also in the case performed offline. Once a supervisor has been designed, run-
of T-liveness enforcement, the convex set of each iteration includesning it in real-time involves only trivial computations.
the set of markings for which livenessZ -liveness can be enforced. | the literature, there is little work ofi-liveness. However,

When the procedure terminates, and if it terminates, the final h . b f full i f T
convex set contains only markings for which7 -liveness can be there is a number of papers on full liveness enforcement. Typ-

enforced. Then, the supervisor keeping the Petri net (PN) marking ically, liveness enforcement has been studied for a fixed ini-
in this convex set can be easily designed using the place invarianttial marking and with various assumptions on the structure of
based approach. This paper focuses on the fully controllable and the PN. This differentiates the prior work from the method pre-
observable PNs. Several extensions of the procedure, including t0ge e in this paper. Note that the problem of characterizing the
partially controllable and observable PNs, are outlined. set of markings for which a PN can be mafidive is decid-
Index Terms—Deadlock prevention, liveness, Petrinets (PNs).  gp|e in the case of PNs with controllable and observable tran-
sitions [1]. The algorithm proposed in [1] searches the marking
I. INTRODUCTION space to find a set of minimal markings; based on this set the
) least restrictive -liveness enforcing supervisor can be immedi-
T HIS PAPER presents a procedure for the design of supgta)y derived. However, the approach of [1] is not very practical
VISOrS that enf_orce the tr_ansmons n aﬁeto be I'Ve' We  for two reasons: 1) the coverability graph is to be evaluated for
call this propertyZ -liveness. Liveness (or full liveness) is aSPeévery marking considered during the search and 2) the number
cial case off -liveness, as it means that all transitions in a Petgl ii o markings may be large (e.g., exponential in the size
net (PN) are live7 -liveness enforcement arises naturally Whef she nety. Other constructive results on liveness enforcement
not all transitions need to be live, such as when certain trangj, restricted to particular classes of PNs. Among them we men-
tions model failures or |n|t|aI|_zat|(_3n Processes. tion the following. Liveness enforcing supervisors have been
The procedure presented in this paper makes no assumptigiSiined for classes of conservative PNs [2]-[4]. Other classes
on the PN str.ucturt_a; the PNs are al!owed to be ““bOL,‘”ded YPNs for which liveness supervisors have been constructed are
generalized (i.e., W|th_ integer arc weights). The SUPEIVISOIS §&151 and [6]. Unfolding, which in essence generates a reduction
erated are least restrictive for a large class of PNs. In pamculg]r,the reachability graph, has been used in [7] to construct live-
the supervisors are always least restrictive when the procedpie supervisors for-safe PNs. Only a few papers have con-
is used to enforce full liveness. Note also that the procedureg§e e jiveness enforcement under partial controllability [7],
not dependent on the initial marking. Instead, the set of initigd) 14 o knowledge, to date there are no liveness enforcement
markings for which a supervisor enforcgsliveness is charac- 1 a1hqds dealing with partial observability. However, note that

thrizeghas thaeTfelgsible set of a system 0(; Iinegrbmarking inequﬁf’}"practice the full observability assumption can be unrealistic.
es. Thus, e/ -IVENess SUpErvisor produced by our approach o, approach is most related to the deadlock prevention pro-

is defined for a set of initial markings, rather than for a singl edure we presented in [9], and its improvement in [10]. With
initial marking. Moreover, when the supervisor is least resm?’egard to the methodology ,vve use. we note the foIIowinQ The
tive, enforcingT -liveness by any method is possible only fo.t.T—Iiveness procedure does not use reachability analysis of PNs.

the initial markings for which the supervisor is defined. Thi he procedure is iterative, at every iteration correcting new
procedure can also be extended to handle PNs that have unepn: ’

- dlock situations. Using iterations to correct deadlock situa-
trollable and/or unobservable transitions. However, the SUP@E, < appears also in [11] and [4]. The supervision technique
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The notation, the definitions, and the prior results used in thig:, > b to be imposed on it. IL,0 — b > 0, then a PN su-
paper are given in Section Il. Section Il presents motivatingervisor with incidence matri®. = LD,, and initial marking
examples. The -liveness procedure is defined in Section V.o = Lu,0 — b enforces the constrairfy, > b when included
Section V includes illustrative examples. The procedure is aria-the closed-loop systels = [DZ./ DIT. Furthermore, the
lytically proved in Section VI. Specifically, Theorem 3 provesupervision is least restrictive.
that the supervisors constructed by fhdiveness procedure en- It can be seen that in Theorem 1, the control places satisfy the
force7 -liveness, and Theorem 4 gives a sufficient condition fanvariant equation
the supervisors to be least restrictive. Finally, three extensions of
the procedure are presented in Section VII. First, Section VII-A Lyp — ppc = b. (1)
shows how to obtain the least restrictive supervisor when the )
designed supervisor is not least restrictive. Then, Section ViI-BA SiPhonisasetof places C P, S # {), suchthas5 C Se.
shows how to incorporate additional constraints on the markirfySiPhons is minimal if there is no siphor$” C . A siphonsS

Finally, Section VII-C presents the extension of the procedufgcontrolled with respect to a initial marking or a set of initial
to PNs with uncontrollable and unobservable transitions.  Mmarkings if for all reachable markings it contains at least one
token. Also, given a marking, S is empty if the total marking
of S is zero. The requirement that a siph&ns controlled can
be written as
We denote a PN by = (P, T, F, W), whereP is the set of
placesT the set of transitiong;’ the set of transition arcs, and Z pu(p) >1 (2)
W the transition arc weight function. We use the symhdadb p€eS
g%niﬁevzt? ?h”:?ngitg:dmvg?k\i’;l]gﬁ/t’ #ﬁévr:ggevxiec?‘:]:t'gfrotfhz yvhereu is the marking. The siphafican be invariant controlled

PN is denoted byD, where the rows correspond to places ang order to always satisfy (2). The invariant is created by adding

the columns to transitions. Also, by denoting a placebr a an additional place, callezbntrol place which we denote by'. _
transition byt ;, we usually mean that; corresponds to th&th cs)feteh;rrf;rrlznm 10% El]’ [17], [18], and [2]. Thus, the equation
row of D andt; to the;’th column of D. We write u—— ' to 9

express that the markingenables the firing sequenegandy’ wC) = Z u(p) — L. 3)

Il. PRELIMINARIES

is reached by firingr. pes

APNN = (P, T,F,W)isordinary if Vf € F: W(f) =
1. We callV PT-ordinaryif Vp € PVt € T, if (p,t) € F then
W(p,t) = 1. APNN is said to be witrasymmetric choiceif
for all placesp; andp; such thatp; e Np;e # ) we have that
eitherp;e C pje orp;e C p;e.

Given a PN(WV, 119), a transitiont is live if any reachable
marking enables some firing sequence which includ&iven
T C T, the PN isT-live if all transitionst € 7 are live;
for T = T, T-liveness corresponds to the usual definition ow
liveness.

A supervisor Z is a function= : NI”I — 27 thag maps to

The following lemma is proven in [19]. The lemma will be later
used in the proof of one of the main results.

Lemma 1: Let N = (P, T, F,W) be a PN of incidence ma-
trix D. Assume that there is an initial markipg which enables
an infinite firing sequence. LetU C T be the set of transitions
which appear infinitely often ir. Then, there is a nonnegative
integer vectorr such thatDxz > 0, Vt; € U: z(i) # 0 and
i €T\U:x(i)=0.

Inwhat follows, we introduce a special type of subnets, which
we callactive subnetsAn active subnet is a part of a PN which

every marking a set of transitions that the PN is allowed to firg‘.”lg b]f r_n_adelll-v?_byj/up_ervglgn?;ppbropn;ts |n]lt|_al r_garkmgs.
We denote byR (N, 110, Z) the set of reachable markings when e_uguojr’lA - ;t PA_—(T;‘ A )_ ; 2 T‘S m;)lAence
(N, no) is supervised wittE. We say that7 -liveness can be ”}fj“x T:“ —dV[’/A h_ ! _fW ﬂ}gg WX )rL]J
enforcedin A if an initial markinguo and a supervisdt exist ( " % A)}’ ’in " tAer-estrlcuo_no o B gsayt .at
such that\V, 1) supervised big is 7 -live. N4 = (P 7.T , F4, W) is anactive subnetofj\/'A|f there is

We use supervision based on place invariants [16], [14] ?On'onnegatlve vEctor 7é_0 ShUCh that_D_a: 2 0andT d:' {ti € h
construct a PN representation of a supervised PN. In supervisff) x’il # 0} f(}/)v ergf‘i 'Sht f rt]ran5|t|or1flf:owv\?spon 'ngt/?At €
based on place invariants the supervisor enforces a set of ling TCO umn ?_f ;mc ;ij N ‘dtTfmryTaJ})' © sa);]t an
marking inequalitiesL; > b on a PNA/. The supervisor is 'S Z “Minimat = and7;* & or any other active

- o subnetW? = (PA, TA, F2 W) such thatl C T2

a PN with the same set of transitions/&s The places of the N ﬁ R f‘li o i b z e ; df
supervisor are calledontrol places The supervised net, also ote that in view of Lemma 17 -liveness can be enforced for

calledclosed-loop PN is the PN obtained by putting together°Me initial marking iff &7 -minimal active subnet exists. Next

N and the supervisor PN. This construction is summarized Y de_f"?? a SUbC!aSS of S|pr_lons, whlcrlwe ealive S|pr_10ns
the following theorem. Definition 2: Given an active subnét* of a PNV, a siphon

Theorem 1:[14], [13] Consider a PN with incidence matrixOfN is said to be amctive siphon(with respect tov) if it is

D, and initial marking,0, and a set of... linear constraints or mcludgs a siphon ot A_n aqtlve S|phpn isninimal if it
does not include another active siphon (with respect to the same

1The name reflects the fact that all afgs ¢) from a placep to a transitiont active subnet). . . . .
satisfy the requirement of an ordinary PN th&{(p, ) = 1. Even though we consid@&r-liveness enforcement in arbitrary

2| P| denotes the number of elementsRf PNs, the following theorem is fundamental to our approach, in
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Fig. 1. Motivating examples.

Fig. 2. Motivating examples.

which we iteratively generate intermediary PNs that are PT-ddowever, it can be noticed that by removing the control place
dinary and with asymmetric choice. Cj liveness is still enforced [Fig. 1(c)] for all initial markings

Theorem 2:[19] Given a PT-ordinary asymmetric-choicesatisfying (4)—(6). Then, to follow the notation we use in the
PN, letT be a set of transitions and“ a7 -minimal active rest of this paper, we can write (4) and (5) as matrix inequality
subnet. If all minimal active siphons with respectX6* are Ly > b, and (6) as matrix inequality.ou. > bo; then we can
controlled, the PN ig -live (and7#-live). say that liveness is enforced for all initial markingssatisfying

The previous theorem indicates that for the purpose of ebug > b andLgug > by by the supervisor enforcingu > b
forcing 7 -liveness, we can restrict our attention to the contrgas in Theorem 1). Given a PN and a set of transition,
of the siphons which are minimal and active. the purpose of th& -liveness procedure of this paper is to gen-
erate constrainté, > bandLgu > by such that the supervisor
enforcingLy > b on N enforcesT -liveness for all initial mark-
iNgs o satisfyingLpg > b and Loug > bo.

Consider the PN of Fig. 1(a). It is of interest to determine all Next, consider the PN of Fig. 2(a). It can be seen that only the
initial markings for which a liveness enforcing supervisor exransitionst, andt; can be made live. So, there are no initial
ists. It can be noticed that the following set of marking inequamarkings for which liveness is enforcible. However, there are
ities characterizes all initial markings for which liveness can Rgitial markings for which{t4, ¢5 }-liveness is enforcible. These

I1l. M OTIVATION

enforced: initial markings can be described by the inequality
i+ s >1 4) 2p1 + 2p0 + p3 > 2. (10)
fio + pz >1 (5) The only active subnet is defined by the set of transitibris=

©) {t4, 5}, and the only siphon equals the total set of places of the
PN. For all nonzero initial markings this siphon is controlled.

Furthermore, each inequality is necessary; by removing any fWEVET, a nonzero initial marking does not |mp!y that (]:O) IS
the inequalities we can find an initial marking satisfying th ways satisfied. This suggests that the empty siphon criterion

remaining inequalities for which liveness cannot be enforced" deadlock IS not very u_seful foT-I|yeness enforc_emen_t n

Once we have come up with the set of initial markings ch_:r>NS which are not PT-ordinary and W't.h asymmetric choice, as
which liveness can be enforced, we can create a supervi e case for this '_DN' Furthermore,fchls W(_)u'd also sugge;t the
enforcing liveness as in Theorem 1. The supervised PN yse of transformations to asymmetric-choice and PT-ordinary

shown in Fig. 1(b), where the control places, C» and Cs nets, in order to take advantage of Theorem 2.

correspond to (4)—(6). As specified in Theorem 1, the initial In the PN %f Fig% Z(b)('j tk;'ere are initial marrlfings for Whi?h.
marking of the control places depends on the initial marki enesz can fe entorced. Ipwever asshume L at wekgre 0? y -
110 of the PN as follows: terested in enforcingt, , t» }-liveness. Then, the markings for

which {t1, t2 }-liveness can be enforced are described by

p1+ po + py >2.

Ko,c; =Ho,1 + po,3 — 1 (7) 1+ po + ps > 1. (11)
fo,c, =fo,2 + o3 — 1 (8) The only {t1,t2}-minimal active subnet isA;' with
to,cs =po,1 + Ho2 + 10,3 — 2. ©) P = {pi,p2} andT{" = {t1,t2}. Then, {p1,p2.ps} is
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the only minimal active siphon with respectAg*. Two other Output: Two sets of constraints (L,b) and
active subnets ar&/;' and ;' defined by7s' = {t3,¢,} and (Lo, by).
Tst = {ta, 14,15, s, t7}, respectively. This example shows tha. N is transformed to be PT-ordi-
a 7-minimal active subnet may not be unique: batfi* and nary and with asymmetric choice ( Sec-
N3 are{t,}-minimal active subnets. tion IV-C ). 3 The transformed net is Ni.
Finally, note that in some problems the set of markings faet i =1, P = P;, and C = {.
which 7 -liveness can be enforced cannot be represented aB.aA 7-minimal active subnet N7t is com-
conjunction of linear marking inequalities. For such problemmuted for A3 (Section IV-D ). 4 If none
the7 -liveness procedure of this paper can behave in two wayxists, the procedure terminates and de-
1) it does not converge and 2) it does not generate the leastakeres that T-liveness cannot be enforced
strictive 7 -liveness enforcing supervisor. Note that we provier any initial marking.
in Theorem 4 that behavior 2) may happen only if the PN h& While true do
more than on& -minimal active subnets. As an example, con-1) Let (A,d) and (Ay,do) be empty sets of
sider the PN of Fig. 2(c). For both markings = [2,0,0,0] marking constraints.
andu; = [0,2,0,0] liveness can be enforced. Howevgs,=  2) If no uncontrolled minimal active
0.5u0 + 0.5u1 is a deadlock marking. Therefore, no conjuncsiphon is found ( Section IV-B.2 ), the next
tion of linear marking inequalities can describe the set of initigstep is D. 5
markings for which liveness can be enforced. 3) For every uncontrolled minimal active
siphon S
Test whether (2) needs control place en-
forcement ( Section 1IV-B.2 ). If it does,
A. Procedure include (2) in (A4, d).

Given a target PN, the liveness enforcing procedure gen- Else include  (2) in (Ao, dy).
erates a sequence of asymmetric-choice PT-ordinary RiNs, 4) Let N = (P, T],F/,W]) be the PN struc-
Ns, ... N, increasingly enhanced for livenesé, is \; trans- ture obtained by enforcing Ap > din N; as
formed to be PT-ordinary and with asymmetric choice. TH8 Theorem 1, and let Ay = d be the cor-
other PNs are obtained as follows: in each iteratithe new responding place invariant equations (see
minimal active siphons o¥/; are controlled, and then, if needed,(l) )-
the PN is transformed to be with asymmetric choice and PT-0®) If ~ A] is not PT-ordinary and with
dinary. Thus, the iteration produces the asymmetric-choice2Symmetric choice, the PN is trans-

PT-ordinary netV;.. The active siphons of eactf; are taken formed to be so (  Section IV-C ); let N,

IV. 7-LIVENESS ENFORCING PROCEDURE

with respect to an active subngf* computed for every itera- be the transformed net. Update A" ac-
tioni: if 7 is the set of transitions 0¥, to be enforced to be live, cording to the net transformations ( Sec-
NA is a7 -minimal active subnet al/;. Controlling a siphon tion IV-C.1II ). Let A* be the updated  A'
involves enforcing a linear marking inequality. Lt > b; be (this means  that Ay =d in N} corresponds
the total set of inequalities enforced Ni.. BecauseV;, is the t© A“x = d in N, where 4/ and p are
last PN in the sequence, it has no uncontrolled active siphof@rkings of N7 and Niy1).

Therefore, in view of Theorem 2V, is 7-live for all iniial  6) Let P = P U (P \ F)), € = C, and

markings which satisfyL, ;. > by. Finally, the constraints de-C = C U (FP; \ ;). Let ¢u, = plp and pe = ple,
fined by(L, bx) can be easily translated in constraints in ternf@f any marking  u of A;;,. For each place

of the markings o\, which define the supervisor for livenesdn  Fiv1 \ F{ add a null column to each of L
enforcement inVj. and Ly, to match the size of w. Similarly,
In the procedure add null columns to Ay to match the size

—  u, is the marking of the places which are not contrdff 4 Let T, = A¥p, Ay = Aolp, Ac = A¥eo,
places; and Aq = Aolco.

- 1. is the marking of the control places; Z)blf éL’j) IS imdpty', mclLudeb Appp > din
- the PN of iterationi is N; = (P;, T}, F;, W;); (E’I ) ag th PO?””— o N (Lo, bo)-
—  theactive subnet of/; is Nt = (PA, TA, FA, WA). sel,f ° Ae do o_wmgt v includ
The procedure notation is such that (1) describes the inva (@ A (L 0 °)> :ls noA eznp Y: 'ECI;) N
ants enforced by the control places at any iteration. We den foo T AcoL)ppo > do + Acob i (Lo, bo).
a set of constraintX . > x as(X,z). We give the detailed
description of the specific steps of the procedure in the fol->Transforming PNs to PT-ordinary and asymmetric-choice PNs has polyno-
lowing subsections. Thus, we annotate the procedure steps WHfj P! _ . .
. . . . . . 'The computation of the active subnets has polynomial complexity.
the number of the subsection in which we describe in detail the, o
e . n the worst case, the number of uncontrolled minimal siphons depends ex-
specific operation. ponentially of the size of the net.
6Given a set of placeX , i x is the restriction of: to the places of(.

7A*| p is the restriction ofA* to the columns corresponding to placesin
Input:  The target PN Ny and 7 # 0. Aol p, A¥|co, \Idots, have a similar meaning.
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(b) If (A,d) is not empty, include (4, + case, (2) is included Ay, dy), which contains constraints on
ALy > d+ Ach in (L,b). the initial marking.

8) Compute the new active subnet N,

(Section IV-D ). Let 4 =4+ 1. The next step C. Transforming PNs to PT-Ordinary Asymmetric-Choice PNs
is C.1. The transformation of PNs to PT-ordinary asymmetric-
D. Restrict L and Ly to Np: L = L|p and choice PNs consists of applying first a transformation to
Ly = Lo|p,. _ PT-ordinary PNs, which we caPT-transformationand then

E. Optionally, the redundant constraints of a transformation to asymmetric-choice PNs, which we call
of (L,b) and (Lo,bo) are removed. AC-transformationThere are many ways in which these trans-

formations could be done. Our concern has been to design the

The final constraint$L, b) and(Ly, by) are such thaf -live- transformations so that we can prove the procedure generates

ness is enforced for all initial markings, such thatLy, > b 7 -liveness supervisors, and the supervisors are permissive.
andLogo > bo Wwhen(Ng, o) is supervised according f, > To this end we impose three requiremeRtE), R2), andR3),

b. We proceed by describing specific operations involved by théhich we state later. Before stating the requirements, we have

procedure. to mention that the transformations we use empglaysition
splits a transition is split when decomposed into a sequence
B. Generating Marking Constraints of places and transitions. The requirements we impose are

The marking constraints generated by the procedure cor itten in_ terms of the notation of th&-liveness procedure.
spond to the constraints (2) on the uncontrolled minimal actiJ&'€ "equirements are as follows.
siphons of each iteration. The constraints (2) are included inR1) No control place it is in the postset of a transition
the sets of constraintd., b)) and(Lg, by ) after being written in created by a transition split.
terms of the places of the net which are not control places; weR2) ~Any setof inequalitie(;. > = which hold true inV;,
discuss this in Section IV-B.1. Then, in Section IV-B.2, we dis- hold true also inV; 41, fori > 1.9
cuss the detection of uncontrolled siphons and the detection oR3)  The constraintd . > d enforced onV; in step C.4 are
uncontrolled siphons which do not need a control place in order satisfied in\;4 ;.10
to be controlled. 1) Transformation of PNs to PT-Ordinary PN&\e use a

1) Sets of Inequalitie§l, b) and(Lg, by): The procedure is modified form of the similar transformation from [11], and we
set up so that the PN of each iteration satisfies= Ly, — b  call it the PT-transformation. Let N = (P,T,F,W) be a
(and soLy, > b) for all reachable markings ji. = Ly, —b PN. In this transformation, each transition € 7' such that
is satisfied at the initial marking. The constraidtg, > b are W(p,t;) > 1for somep € eot;, is split (decomposed) in a se-
recursively obtained as follows. The siphons in a iteratioray ~quence of new placgs 1, pj 2, .- . pjm—1 and new transitions
contain control places added in previous iterations. So, (2) Mgy, 1, tj2, - - - tjm—1, Wherem is a parameter depending on
involve not only places of the target nafy, but also control t;: m = max,; )cr W(p,t;). The new places and transitions
places. However, the marking of the control places appearinggfe connected as follows:

(2) can be eliminated by using. = Ly, — b. Thus, the oper- i) epji = tj; t;;® = p;; andp; e = t;; ¢, fori =
ations in the step C.7 correspond to adding new constraintsto  1...m — 1;

(L,b) and(Ly, bo), after substituting the control place markings i) et;;, = {p € ot; : W(p,t;) > i}, fori=0...m —1;
by Me = L,up —b. III) t]'_’OO = tjo.

2) Siphons Not Needing Controkiere, we discuss the stepNote thatt; resembles very much o: t, o has all the connec-
C.3 of the procedure. A siphafi is uncontrolled if (2) is not  tions oft; plus one additional transition arfter the transition
implied by jic = Ly —b, Lopp 2> bo, App > d, andAop > do.  split is performed, we denotg by ¢;.

In other words,S is uncontrolled iff the system of|s = 0,  The PT-transformation consists in splitting all transitions
pre = Lpy — by Lopy > bo, Ap > d, andAgp > do has an ¢ such thatW(p,t) > 1 for somep € eot. In this way, the

integer solutiory, > 0. We design the procedure, in particulagransformed PN is PT-ordinary. Note that
the transformation to PT-ordinary asymmetric-choice PNs, in

such a way that an uncontrolled siphon is always a siphon which Ipjie|=]ep;il=1, i=1....m—-1 (12)
did not exist at a previous iteration. Thus, at step C.3, itis enough ti:e| =1, d=1...m—1. (13)
to check only the new siphons which appeared due to the steps _ _ o -
C.4and C.5 of the previous iteration. It can be seen that checkifi§ Use the convention that a split transitigis also a transition
whether a siphon is uncontrolled may involve solving an integéf the PT-transformed net, as we denotg by ¢;.
program. 2) Transformation of PNs to Asymmetric-Choice PNi&t
There are siphons which satisfy (2) at all reachable markings = (P, 7, F,W) be a PN andV" = (P, 7T", F',W') be
if (2) is satisfied at the initial marking. Such siphons do not nedfie transformed PN, whete C P’, T C T". The idea of the
a control place to_ensure that (2) is satisfied. We identify thater, .. is, for all markinggu, of V; satistying(Vu € R(N:, o ): Xyt > ),
an uncontrolled sipho¥' does not need a control placéby we have that for all markingg, .11 of N; 4, such thatuo,is1|y; = o,

checking whethe€ would satisfyCe C oS. When this is the (Vitit1 € R(NVig1, p0,i41): Xprigaln, > @) holds true.
101f 14, 1 denotes a marking of; . 1 , this corresponds tu,; 1 : A%, 1 =
8This operation may involve integer programming. d = Apipily, > d.
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Fig. 3.

transformation is as follows. Given the transitiom; € o¢ and
p; € ot such thap;e Z p;e andp;e Z p;e, removet from ei-

1967

Py P

©

@

lllustration of the transition split. (a) Initial configuration and (b) PT-transformation. (c) Initial configuration and (d) AC-traatéorm

eral there are many ways in which to choose transitions to split
such that the transformed net is with asymmetric choice. The

ther the postset qf; or that ofp; by adding an additional place 7 -liveness procedure select$ such that the requirement R2
and transition, as illustrated in Fig. 3(c)—(d). Note that this ojis satisfied, thus ensuring that the constraints added in the pre-
eration corresponds to a modified form of the transition spNious iterations remain enforced. Therefore the choic&/cdit

of the PT-transformation. We call the transformation to asyrnthe AC-transformation of the step C.5i¢ = P/ \ P, that is,

metric-choice PN#AC-transformation. The algorithm of the
AC-transformation is given here.

Input: A and optionally M C P; the de-
fault is M = P.

Output: N/

Initialize N’ to be identical with N.

Let 2 be a vector indexed by the transi-

tions of 7. For all t € T set z(t) = 1 if
|et| >1 and x(¢t) = 0 otherwise.

While ||z|| # 0 dot

1) Select a transition t € x| and set
z(t) = 0.

2) Construct U={(pi,p;) € PxP :p; € ot,p; €
ot,p;e Z pje and pjed p;e}.

3) if U is empty, then continue with the
next iteration.

4) Let Q :=0.

5) For every (p;,pj) €U

a) A place p € {pi,pj} N M is selected.
If possible, p is selected such that (i)

below holds true. Else, if possible, p is

selected such that (ii) holds true:

) p=p; (or p=p;)if p; (or p;) has been
previously selected for another element of
U.

i) p appears in another element of U.

b) If a place p could be selected (i.e.,
it {pipj} N M #0) then Q:=QU{p}.

c) For all tepe\{t} set z(t')=11if |et|>
1.
6) For all p € Q, delete from N’ the

transition arc (p,t) and add a new place p

and a new transition t' such that et = {p},
tl. — {pl}, p/. — {t}, W/(p,t/) — Wl(tl,pl) 1,
W'(p',t) = W(p,t), and z(t') = 0.

Note that the operation in the step 6 of the algorithntisa-
sition split. Further, the second argument of the transformati

M, is used to select the transitions to be split. Indeed, in gen

||| denotes{t € T : x(t) # 0}

the set of control places resulted by enforcihg > d at step
C.4. For the AC-transformation at the step A of the procedure,
the default value of\f in the AC-transformation is used.

3) Transformation Effect on Marking Constraint®ote that
the way we implement the PT- and AC-transformations ensures
that for all; > 1, NV;;1 can be seen a§; connected to another
PN via additional arcs to the transitions &f (not unlike the
connection between a plant PN and a supervisor PN). Thus, the
marking constraints already enforced.Ah are not disturbed,
and so requirement R2 is satisfied.

Let N be a PN and assume thitis PT-transformed and then
AC-transformed,; letV; be the resulting PN. Léf' > b be a
marking constraint enforced i for initial markings in some
set M. It can be checked that the form Bfy > bin N, is
I 1y > by, obtained from” . > b with the substitution

kE m;—1

+Zut p)+ > Y j(pim,—i) (14)

=1 j=1
for each placey of N wherek andm; are determined itV
k= |pe|, mi = W(p,t;) Vt; € pe. The placey;, ; are the
places resulted by splitting the transitionse pe, where the
notation of Section IV-C.1 is used. The plaggsare the places
resulting from the AC-transformation which satisfy p. = p.
Consider an inequality (3) at step C.3 of iteratiowhich is
enforced in step C.4. We use (14) in order to derive the form
of (3) in V;41. Let C be the control place enforcing (3) Jx; .
Then (3) is transformed to

w(p) — pe(p

kE m;—1
+Zupz +3°N jupim—i) =Y nlp) -
i=1 j=1 peS
(15)
where the notation is similar to (14)k = |C e |,

m; = W(C,t;) Vt; € Ce, p;; are the places resulted by
splitting the transitions; € Ce, andp, are the places resulting
from the AC-transformation such the® p. = C. Note that the
siphonS remains controlled, that is (2) is still true. Therefore
requirement R3) is satisfied.

The considerations above showed that the transformations of
this section satisfy the requirements R2) and R3). The next result

on

t’ates that R1) is also satisfied.
“Proposition 1: At every iteration:, the requirement R1) is
satisfied.
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Proof: Lete; ande’ denote the preset/postset operatorsinl) 74 = TA, U{t € T; : 3t, € T, and t € X(t,)}

N; and N/, respectively. First, note that the transitions\6f

2) The active subnet is

obtained through transitions splits form the get\ 7,. Note N = (PATA FAWA), PA = Ti'e,

also that if R1 is not satisfied, there is a control plat¢and a
transitiont € T; \ To such thatC € te;. However,C' € te;
implies |t o; | > 2. So, we prove by induction that for all
andvt € T; \ Ty: |t e; | = 1. Ati = 1 we havevt € T \ Tp:
|te1 | = 1, by construction. Given an iteration numbgeassume
Vit e Tl\TO |t0i| =1.We provth € Ti+1\T0: |t0i+1 | =1.
Assume the contrary, that € T;11 \ To: |t ®;+1 | > 1. Then

FA = F;,n {(TA x PA) u (PA x T} and WA is
the restriction of W; to FA.
V. EXAMPLES

This section illustrates thd -liveness procedure on two
examples.

t € T; \ Tp and there is a control plagé added in step C.4 A. Example 1T -Liveness Enforcement)

of iterationi such that” € te’. Let S be the siphon controlled

by C. Note that in view of the transition split operatign,e;
| = 1 implies W;(t,te;) = 1; also, sinceV; is PT-ordinary,
Wi(p,t) = 1Vp € o;t. Further,C € te implies thatt € ;S

Consider the PN of Fig. 4(a), which is not PT-ordinary and
not with asymmetric choice. Three transitions cannot be made
live, for any markingiy, t2, t3. We want to enforcq -liveness

and firing ¢ in ; from some enabling marking increases thtor 7 = {ta, s}

total marking ofS. However, this contradicts€ Se; (sincesS
is a siphon) andk e; | = 1 in AV;. The conclusion follows. =

D. Computation of & -Minimal Active Subnet

The following algorithm computesa-minimal active subnet
if one exists, or declares failure otherwiseZAminimal active

subnet does not exist iff at no initial marking can all transitions

of 7 be made live (see Definition 1 and Lemma 1).

Input: N =(P,T,F,W) and T CT, T #0.
Output:  The 7-minimal active subnet
NA = (PA, T4, FA, W4,

1) Check the feasibility of Dx > 0 sub-
ject to x>0 and z(t) >1 VteT, where D is
the incidence matrix of N.

If infeasible then exit and declare
failure.

else let =y be a solution, 22M = ||z, and
Ts = XQ-

2) For i=1...|T|, if t;e M\7T do

a) Check the feasibility of Dx > 0 sub-

ject to x>0, xz(t;) =0, z(t)=0 Vte T\ M and
z(t) > 1 VteT.
b) If feasible then let z* be a solu-
tion;, M = ||z*|| and z, = z*.
3) The active subnet is

NA = (PATAFAWA), T4 = ],
PA =T%, FA=Fn{(T*xP*)u(P*xT"} and
W4 is the restriction of W to FA,

This algorithm needs to be used only once, to compiite

The first iteration begins with the PT- and AC-transformed
net\1, in Fig. 4(b). TheZ -minimal active subnet/;* is shown
in Fig. 4(c). At the step C.3 there is a single minimal active
siphon,{p1, p2, ps}. Then, the constraint; + s + ps > 1
is added to( A, d). At step C.4, the control plac€; is added
[Fig. 4(d)]; the invariantA” i/ = dis pu} + py + ps — i, = 1.
The PNA] is NV plus the control plac€’;, in Fig. 4(d). At
Step C.5 NV is transformed to be with asymmetric-choice. The
transformed ned; is shown in Fig. 4(e). By (15), the updated
invariantA“y = d is

pa+ pio 13 = Oy~ fpy s ~ Hpas ~ Hpso = 1. (16)

Atstep C.7, sincéAy, dp) and(L, b) are empty, only, 11, > d
is added td L, b), whereA, i, > dis pu1 + pi2 + 13 — fip, 5, —
Fps 2 = Hps o 2 L

At the second iteration, the only new minimal active siphon
isS = {pl7]727]72717]73717])2727]73727 Cl} The check whethe$
is uncontrolled is as follows. The siphon is uncontrolled if

1 p2 sy o Hps s st Hpy s e, 21 (17)

is not implied by the current constraints; in our case there is
only one constraint: (16). In other wordS,is uncontrolled iff

the system ofi; + iz + Popay T Hops s Hips 5 + Hips » + By <0

and (16) has a nonnegative integer solution. Thus the procedure
detects thaf is uncontrolled, and setsi, d) to (17). Then the
control place’s; is added in step C.4 [Fig. 4(e)]. At step C.5 we
obtain the PT-transformed naf;, represented in Fig. 4(f). The
invariantA"p = d is Hatpatfipy Thps o Fipy o Hips o HHO —

ICy = Hp, = Mp.» —Mp., = 1. Then, at step C. 7L, b) is not
empty;uc, = Lu, — bisreplaced i, u, > d; the inequality

Fori > 1, N/ can be obtained by repeating the changes d09ﬁ1+2/bz+u3+/bm,l Fhps s = Hpo s = fhp. > —fhp. 5 —fhpy » > 2

toN;_1 in N2, as in the followingupdate algorithm

Input: N2, = (PALTALFA WA, N =
(P, T;, F;,W;) and the sets 3(t), denoting for
each ¢t € T, ; which has been split the set

of the new transitions in T; \ T,—-1 which
appeared by splitting t.

Output:  NA = (PATA FAWA).

12| n, is Ly restricted to the columns corresponding to the placesgf

is obtained and added {d., b).

At the third iteration, although there are new active siphons,
there is no new minimal active siphon. Therefore the procedure
exits the loop C at step C.2. After step D, we have

111 1
L_[2 9 J and b_[2}.
At step E a redundant constraint is removed. The procedure

terminates with, = [2,2,1], b = 2, and empty constraints
(Lo, bo). The supervised net is shown in Fig. 4(g). For all initial
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Fig. 4. Example 1. (@Vo. (b) V;. (c) N, the same ad/;* and V3. (d) V; and the added control place. (8} and added control place. (5. (g) Vo
supervised fof -liveness.

markingsyo satisfyingLuo > b, 7-liveness is enforced in a ginning of iteratiori is N; = (P;, T;, F;, W;), and the active

least restrictive manner (Theorems 3 and 4). subnetVA = (PA, TA, FA, W:). Additionally we introduce
. the following definitions. A marking: of N; is valid if a) for alll
B. Example 2 (Liveness Enforcement) control places added in the iteratiohs .., i — 1 the invariant

Consider the PN of Fig. 5(a) for liveness enforcemengguations of the form (15) hold true, and fa)p) = 0 for all
The intermediary PNsV;, A, and N; are represented in placesp other than control places and places\gf. Note that
Fig. 5(b)—(d), where the control places added\fp, N> and all markings of\; are valid. Twovalid markingsy; andy.; of
N are connected with dashed lines. In the first iteration, theté and.\; areequivalentif ;(p) = pu;(p) for all placesp
is a single minimal siphon{p:,ps,ps,ps4}, and the control of . Next we introduce a firing sequence notation. Both the
placep; is added. In the second iteration there are two neiT- and AC-transformations (Section IV-C) perform transition
minimal siphons: {p4, ps,p7,ps} and {p4,ps, p7,po} and splits. A transitionz; may be split in more than just one itera-
two control place:, andp1, respectively, are thus addedtion, and the transitions ;, resulted by splitting; may also be
In the third iteration there are two new minimal siphons3plitin subsequent iterations. Given a transitiaf Ay and an
{pa,p6, po, P10, P15} and {ps,ps,ps,p11,p14}, and so the iteration numbey, we denote by ;(¢) an arbitrary transition
control placesp;s and p17, respectively, are added. At thesequence al; such that ap ;(t) enumerates the transitions
fourth iteration no new minimal siphons are found, and so ti{gcluding itself) in whicht of N is successively split until

procedure terminates. The constraints enforceg:by:o, p11, (andincluding) the iteratiofi—1, and b) valid markingg of \/;
p1e andpy; are, respectively exist such that enablesr ;(¢). In this way firing the sequence

09.;(t) in N; corresponds to firing in A. If ¢ is not split, we
pt piz s s 21 Ieotic(o,)j(t) 2 Thepnotatiomi_j(g for i0< j andt ian, is
pa A g2+ p3 A 2400 4 s — po 22 similarly defined by takingV; instead of\y. If o = t1tots, . . .,
B+ po + ps + 204 + pe — pg >2 we let O’,‘,,]‘(O’) = O'i’j(tl)O'j’j(tg)o'i,j(tg) .... For instance, in
[i1 + p2 4 s+ s+ s + pe — pas >3 Examplel og 2(t2) = t21t2, iIn Example2 o 1(t4) is any of
1+ pio 4 piz 4 3pa + ps + pie — paz > 3. fstots Andiytsts ANA0 3(t10) = fratao-

After removing the redundant constraints, the supervisovpf )
is defined byL = [1,1,1,3] andb = 3, and is the least restric- A- Proof of the7 -Liveness Procedure
tive liveness enforcing supervisor (Theorems 3 and 4). There ar

She next result proves that the supervisors generated b
no constraintg Lo, by). P p g y

the procedure enforc& -liveness. The assumptions are that

T-liveness enforcement is possible for some initial marking,

and that the procedure terminates. In view of Definition 1 and
The proofs of the following results use the notation of theemma 1, the first assumption ensures th@t-eninimal active

T -liveness procedure (Section 1V-A), and so the PN at the bsubnet exists. When n@-minimal active subnet exists, the

VI. THEORETICAL RESULTS
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Fig. 5. Example 2. (@\Vo. (b) NV1. (c) N. (d) V5. (e) the supervised PN.

procedure terminates at step B and declares Thdiveness Since (N, ux) is 7-live, ;. enables a transition sequenee
cannot be enforced. in Ay which includest. Let Tr = T}, \ Ty, i-e., Tk is the set
Theorem 3: Assume that & -liveness enforcing supervisorof transitions that appeared by transition split operations in all
exists for some initial marking aly. If the procedure termi- iterations. Firing any transition, € Tx always reduces the
nates,(No, po) supervised according tby > b is 7-live for marking of some places ifiy U C (Proposition 1), while firing
all initial markingsyg satisfyingLug > b and Loug > bg. t. € Ty may increase the marking of some placed’inu C.
Proof: The proof is by contradiction. Lét be the number Note also that sinceappears i, t € 7 and7 C T, o must
of the last iteration. First, we prove that for any markingf A,  include transitiong, € Ty. Lett; be the first transition iy
satisfyingLu > b andLou > b, the equivalent marking,, of that appears imr. Then we can writer ase = o107, where
N, exists, and Ny, ) is 7-live. Then, we show that assumingt; appears only once in;. It can be proved that; contains
the supervised\, i) not 7 -live contradicts thafN;, u) is  a subsequencey i (¢1) (we prove this as Proposition 2 in the
T-live. Let (Ly, br) and (Lo k, bo ) be the sets of constraintsAppendix). Since all transitions ef beforet; are inTx, and
(L,b) and(Lo, by) at the end of iteratiok — 1. The final sets of firing them only decrease markings &5 U C, o¢ x(t1) is en-
constraint§ L, b) and(Lg, by) are obtained froniL|x;,bx)13 abled byus. Lett, be the next transition of in Ty. Similarly,
and(Lo k|n, » bo k), @fter removing redundant constraints at ste@ . (¢1)oo 1 (t2) is enabled byu,. We continue this way and

E. Let 1 be a marking ofVy, p. a marking of Vi, i, = eventually findt; in o and inTy such that; = ¢. We have that
x| poc @ndug e = pr|c. Assume thati, |p, = pandux(p) =  ux enablesro i (t1)oo,k(t2) - . - 0o,k (t;). However, this implies
0Vp € P. \ (PoUC). ThenLy > bandLop > by imply thatu enablesit, ... t; in Ns, and since; = ¢, t is not dead
Lippr > b andLo pip ke > bok. FurthermoreLypy > by in (Ns, ps), which is a contradiction. ]

implies that we can defin@y,. = Lgppr — bi. Thuspy, is
by construction valid and equivalent to Since the procedure B. Permissivity

terminates at iteratiot, V3, contains no uncontrolled active The supervisors generated by the procedure, when it termi-
siphons, and sV, ux) is 7-live by Theorem 2. _ nates, are least restrictive for a large class of PNs. Our next the-
Let\s be the closed loop of/y and the supervisor enforcing grem gives a sufficient condition for the supervisors to be least

Ly > b (Theorem 1). Assume that from an initial marking restrictive. Since the supervisors generated by our procedure are
of N satisfyingLug > b andLopo > bo, the supervised net yeined on a set of initial markings rather than on a single ini-

can reach a markings for which a transitiont € 7" is dead. j5| marking, we say they are least restrictive when for all initial
We show that this leads to contradiction. liet= ps|as,, and markingsyo of AV, the following are satisfied:

let 1o, andpy, be the equivalent markings @f, andy in M. it Lo # b or Louo ¥ b, noT-lveness enforcing

3L |wv is Ly restricted to the columns corresponding to the placesgf supervisor Of(./\/o./ ,uo) exists.
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- if Lo > bandLoug > by, the supervisor enforcing straintsLy > b and Loy > by. Let (Lg, bg) and (Lo 4, bo.a)

Ly > b is the least restrictive -liveness enforcing
supervisor of Ny, po)-

Theorem 4: Assume that the procedure terminates ARd
has a singlé -minimal active subnet. Then th&-liveness en-
forcement procedure provides the least restricfdiveness
enforcing supervisor.

Proof. The proof is organized as follows. Let, be a
marking of Ay andug ; an equivalent marking o¥/;. We prove
that (NVo, 110) cannot be madd -live if (N, 10;) cannot be
madeT7 -live. Then we use this fact to prove that fieliveness
supervisors exist for the initial markings which do not satisfy
Lug > bandLopg > bo. Finally, givenug satisfyingLpug > b
andLyug > b, we prove that the supervisor enforcibg > b
is the least restrictive -liveness enforcing supervisor af.

To prove our first claim, we prove by contradiction tha&trictive than=,

(N, 110,;) cannot be mad@ -live if (A;i1,10,+1) cannot be

made7 -live, wheres > 0 andy ;41 is the equivalent marking with =

of ug ;. Fori = 0, assume that\y, 1p) can be mad€ -live
when (N7, ug.1) cannot be madé& -live. Then, ., enables an
infinite transition sequence in which all transitions ofl” ap-
pear infinitely often. However, this implies thag 1 (o) is also
enabled by 1, contradicting the assumption th@Y/y, 110.1)
cannot be madé -live. Fori > 1, assume that\;, uo ;) can
be madeT -live when (N1, po,i+1) cannot be madé -live.
Let s be an infinite firing sequence enabled fy; such that all
transitions off” occur infinitely often ino. Since(\N; 41, po i41)
cannot be mad&-live, ' = o, ;41(0) is not enabled io\; ;.

ciiv1(o1)

Theno = o1ti109, [Lo,,jiﬁj,l, Hoi+1 — u'l, 1 enables

be the constraint&L, b) and(Lg, by) before step D. Since step
D only removes redundant constraints, does not satisfy all
constraints ofLqp > bg and Lo qp0 > bo 4. Let i be the first
iteration in which an inequality; . > b; is added such that its
restrictionly u > by to P is one of the inequalities di ;i > by
andLg 40 > bo 4 Not satisfied byo. The markings forbidden
at every iteration are those for which there are empty active
siphons. Therefore); has an empty active siphon far ;,
where g ; is the equivalent marking gf, in AV;. As shown
in the previous paragraph, this implies tQaf;, 1o ;) cannot be
made7 -live. Then(Ny, uo) cannot be made -live, which is a
contradiction.

Finally, let o be a marking satisfyind.;.o > b andLopg >
bo. Let 2, be the supervisor enforcinBu > b on (N, o).
Assume there is & -liveness enforcing supervis@ less re-
We show that this leads to contradiction. Let
(No, 1o, Z0) and (N, io, =) be the closed loops af\Vy, 1)
Zo and =, respectively. Then there is a (possibly empty)
firing sequencer enabled fromy, in both (Ny, io, Z0) and
(No, 1o, ), such thatug——p and3t € Ty, t is enabled by
1, t is allowed to fire af, by =, andt is not allowed to fire at
by Zo. Then, the marking’ such thaj,—— ./ satisfiesLy/ % b.
Therefore, by the previous part of the prodtliveness cannot
be enforced i\, 1/). ThenZ is not a7 -liveness enforcing
supervisor of \Vy, 10), which is a contradiction. [ ]

Note that in case of liveness enforcem&nequals the whole
set of transitions. Then the only possilileminimal active
subnet is the whole net. Consequently, Theorem 3 has the
following corollary.

t1, buty; does not enable; ;11(t1). This corresponds to the  Corollary 1: Assume that liveness is enforcible Jvi, for

following: AV; has an active siphoff; which is controlled in
Nit1 with C; and ¢ (C1) does not allowo; ;11 (1) to fire.
Hencet; € C;e was satisfied when'; was added tdV;. This

some initial marking and the procedure terminate§. K Ty,
the procedure provides the least restrictive liveness enforcing
supervisor.

impliest; € Sye. Firingo; ;11(t1) in N1 produces the same  Another consequence of Theorem 4 is that the procedure will

marking change for the places i as firing¢; in A;. Since
0i:41(t1) is not allowed by} (C1) to fire, firing ¢1 from yi;
emptiesS;. Sincet; is fired in the sequence = oit109, 51

not terminate for a PN, with a singleZ -minimal subnet when
the set of markings for whicf -liveness can be enforced cannot
be represented as a conjunction of linear marking inequalities.

is an empty active siphon @V;, 111). An empty active siphon Finally, note that the proof of Theorem 4 ensures also that at all
implies a nonempty sef, of dead transitions from the activejterationsi, the markings for whiclf -liveness can be enforced

subnet. Therefore, the transitionsiih do not appear infinitely
oftenino. LetT,; = {t € T{* : 3t, € 01,(t) and t,, € T,.}.

in Ny is a subset of the set of markings satisfyiffg b) and
(Lo, bo) Formally, IetL,;, b, Lo,,,j andbo,,; denoteL, b, Lo andbo

The a_lctive SUbneWiA fori > 1 are computed us_ing the updatesfter the step 7 of the iteratianDenoting byL;|x;, andLo_;|x;,
algorithm of Section IV-D, thereford;;, # (). Using the same the restrictions of.; and L ; to the places oy, we have the
construction as in the proof of Theorem 3, the projection @bllowing result:

o onTy (let it be o') is enabled byu; o, whereu o is the

Corollary 2: Assume that\; has a singlg -minimal active

restriction ofy; o to the places of”;. Note that the transitions subnet. Lej. be a marking of\, for which 7 -liveness can be

of T, do not appear infinitely often ir!. We apply Lemma

enforced. Then, for all iterationisL;| ar, 1+ > b; andLo ;| x, po >

1 for A7 ando?, and using the notation of Lemma 1, we ley, ;.

TA = ||z||; T2 defines an active subnet afd C 77, as all
transitions of7 appear infinitely often inr'. HoweverT;! is
not a subset o2, for T2 \ T2 D T,y # 0. Therefore Nt is

VII. EXTENSIONS

not the single7 -minimal subnet. This contradicts the theorem

assumptions.

The second part of the proof, showing thatalliveness en-
forcing supervisors forbid the markings such tiat *? b or

The procedure can be extended in several directions. First, the
procedure can be extended to find the least restrigtiligeness
enforcing supervisor even whei, has several -minimal ac-

Lop # bo, is also by contradiction. Assume th&f can be tive subnets. Second, an additional input can be provided to the
made7 -live for a markingu which does not satisfy all con- procedure, containing constraints that specify knowledge on the
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initial markings for which the PNV, will be used, and knowl- sible constraintd.,n > b, does not guarantee that enforcing
edge on the reachable space for such initial markings. Third, thgu > b, ensuresT -liveness [20]. Therefore, the procedure
procedure can be extended to handle PNs with uncontrollabléempts to obtain constrainfs: > b that are admissible by
and/or unobservable transitions. These three extensions are disistruction. In fact, the procedure ensures that

cussed next. LD,.>0 LD, =0 (18)

A. General Least Restrictive Design whereD,,. andD,,, are the restrictions of the incidence matrix
LetNlA,l’ NIA,Z' . NIA,p be theT -minimal active subnets D of N, to the sets of uncontrollable and unobservable transi-

of AV Let/\/f*l,/\/(f"z, o NOA,p be the correspondirtg-min- tions, respectively. Ensuring (18) is sufficient for admissibility

imal active subnets iVy. Theorem 4 does not apply, as we hav 3], [16]. The procedure achieves (18) by means of the fol-

p(p > 1) T-minimal subnets. However, it applies By "live- Ovnlrzg)c::;lgs cc:)(];rg?riISt?gcg'i'nforcement transform (2) to an
ness, as there is a singlg"*-minimal active subnet\;"* (we P ’

denote byT;"* the set of transitions o/ andi = 1...p). I(?e‘gligl(lzl/:l)ZNcottZiL:t??tﬁéssigfe\évgrer(?s&zcr: ;?E; ;ns(:oa:g;j(z)
Then the procedure can be applied ﬂf@?’l—liveness enforce- |’ 1 p

ment fori = 1...p. Assuming the procedure terminates, Iett0 an a_dm|SS|bIe c_:onstrm(‘lt, ¢), itcannot produce @-liveness
enforcing supervisor.

LOu > 5@ and L > b\ be the generated constraints . ,
= = Next, we describe the algorithm used to transform (2) to an
for eachi = 1...p. Then, it can be proved [20] that the su- g )

: . . inequalityl;, > ¢ that is admissible with respect 1d,.
pervisor that enforces the d|SJunpt|drﬁ1)u_2_ .b(l) N L@“ 2 The admissibility requirement is that the constrdjmt> ¢
b@ v ... v L@y, > b®) and requires the initial marking, to -

. is admissible intVy when written in terms of the places 6f;.
satisfy alsaL§" i > b6" v L > 0 v v L > b, L - vt
) = . = : = ’ atis,((l, +1.L > c+ I.bis to be admissible iV,
is the least restrictivd -liveness enforcing supervisor ¢f;. ((y i)l 2 ¢ 0

. S : . forl. =l|¢c andl, = l|p. Leti denote the iteration number of
This solution is also possible when the other two extensio ' |C v i :

: : algorithm. The admissibility requirement can be written as
that follow are applied. However, in the case of uncontrollab llows. Let D.. andD... be the restrictions of the incidence

and unobservable transitions, leastrestrictive design is no longety i, of 7, to the uncontrollable transitions and unobservable
guaranteed [20]. transitions, respectively. Le¥ be the matrix such thdtv =

B. Additional Constraints (I, + 1.L)|n,- Then, in view of (18), we require

The7 -liveness enforcement procedure can be enhanced with INDye 20 (19)
two additional inputsinitial-marking constraints(IMCs) and IND,, =0. (20)

reachable-marking constrain{®RMCs). The IMCs specify ini- The constrainku > ¢ should be such that the requirement R1 of
tial markings of interest. The RMCs specify constraints satisfigshkction IV-C is satisfied. Lef' be the control place enforcing

by all markings reachable from the initial markings of interest,, > . in MN!. Requirement R1) fo€' can be written ag’ ¢
The IMCs and RMCs are useful as they can help the procedyfe \ 7;)e, which corresponds to

converge. Assuming a set RMC of the folm i < br and a set

M, of initial markings of interest, the following are the main D, <0 (21)
changes in th@ -liveness procedure. where D, is the restriction of the incidence matri®; of N
1) Atstep A:(Lg, bo) is initialized to(Lg, br). to the columns corresponding to the transitiongpf 7. To
2) At step C.3: check whether (2) is consistent witt,. €nsure that (2) is satisfied whém > ¢ is satisfied, we impose
Tlfr:atkis;j af:]ertri]ncltl;]ding 2) ir(A7cf) t_or <itl07dL0), it ibs I(p) >0 Vpe S (22)
checked whether there are any solutiongte= Ly, —b, < '
Lopy > bo, Ap > d, Aoy > do, plp, € Mo, and p) <0 VpePi\s (23)
fip| P\, = 0, wherey, = p|p andp. = yc. If no solu- Z I(p) 21 (24)
tions exist, it can be shown that AG-liveness enforcing pES
supervisors exist for initial markings it,,. c=1. (25)
A detailed treatment of this topic can be found in [20]. One situation which may cause tfieliveness procedure to di-
N verge is wheri has a single nonzero entry; that entry is positive,
C. Uncontrollable and Unobservable Transitions in view of (24). To avoid this, failure is declarediitontains a

In the presence of uncontrollable and/or unobservable trargiRgle nonzero entry. The algorithm is as follows.
tions, the goal of the procedure is to ensure that the final con-
straintsLy > b obtained after the step E asglmissible Ad- Input: A = (Po,To, Fo, Wy), Tu. — the set
missibility is the quality of a set of constrainfg. > b ensuring of uncontrollable transitions of No, Tyo
that the construction of Theorem 1 creates a supervisor that deethe set of unobservable transitions of
not attempt to “control” uncontrollable transitions or “detect\y, P; — the set of places at the current
firings of unobservable transitions. Methods for the transfoiteration i1, the current constraints Ly >b
mation of inadmissible constraints to admissible constraints amd Loy > by, and the siphon S.
pearin [13] and [16]. Unfortunately, if tHE-liveness procedure Output: A constraint lp > ¢ admissible with
generates inadmissible constraints, transforming them to adm&spect to No.
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1) Let ¢=1, llp)=1VpesS, and I(p)=0 Vp ¢
S.

2) If (19) and (20) are satisfied then

exit and return [ and c.

3) Let f=TRUFE and A=S.

4) While f is TRUE

a) Check 4 the feasibility of dopeallp) 21
with the additional constraints (19)-(24)
b) If infeasible, set f=FALSE.

c) Else let A=A\{pe S:i(p) #0} if A
0, set f=FALSE.
5)If |S\ A| <2 then declare siphon control

failure and exit. 15

6) Solve the linear integer program Fig. 6. Example of Section VII-C.

min(},esl(p) — X,¢sl(p)) subject to  i(p) >

1 Vpe S\A and (19)-(24) . forcing all transitions in7” to be live. The procedure relies on

structural properties of Petri nets, and can be applied to arbitrary

This algorithm can be illustrated on the PN of Fig. 6(afetrr1| nets.ThehprOF;e;dure is optlmalr:‘oré:lla.rge (Ejlass of P_etrl nets,
All transitions are controllable and observable except fi'? t te setn_scit alt' It tt.e"Tmattﬁ.S’t ? e|§t|gne l_supter\t/rl]sors are
12, which is unobservable. When the procedure is applidle | oC Tt tee ot O anquals the total setof
for {t;}-liveness, the control placg; is added at the first " L N d . .
. X L transitions). A situation in which the procedure will not termi-
iteration, to enforce the admissible constralpk + 5 > 1 nate is when our sufficient condition for optimality applies and
(Fig. 6(b)). Then, a8V (ps,t3) = 2, t3 is split, and so the place b y app

) . . . the target Petri net has the property that the set of markings for
po is generated [Fig. 6(c)]. We illustrate the transmrmat'(.)ﬂ/hichT-Iiveness can be enforced is not the set of integer points

tq admissible constraints on t.he constraint (2) for thg actiye 5 convex polyhedron. However, it is possible to help the pro-
siphonS = {ps, p3,p4, p5 } obtained at the second iteration. Atya e terminate by using additional constraints restricting the

the second iteration, the matricés andb, are empty, while e of initial markings of interest. The operations performed in
L=[2 0 1 0 —1] and b=[1]. an iteration of the procedure may be computationally complex,

, however all computations are performed offline; trivial compu-
Atstep 1 of the transformatioh,= [0,1,1,1,1,0] ande = 1. ations are required to run a supervisor online. The procedure is

Atstep 2,0y, = [l1, 12,13, 14, 6] (i-.,l, = [0,1,1,1,0]), l. =I5 fylly automated and has been software implemented.
(i.e.,l. = 1). Let L, be L restricted to the first four columns.

Then,N = [I,, LT, 0441]7 andIN = [2,1,2,1]. There are no
inequalities (19) to check, as there are no uncontrollable transi- N ) )
tions. Further, (20) is not satisfied, &,, = [~1,—1,2,0]7. Proposition 2: Let ; be a valid marking oV}, o an enabled

Therefore, (2) is not admissible with respectAG. At step firing sequence and € Ty. Assume that appears inv. Then

4, the constraints (19)—(24) arel; — I» + 2l; = 0 as (20), each transitiort; # t of o ,(t) appears inv before the first

“ls+1g < 0as (21)]; > 0fori = 2...5as (22)]; < 0 for Oceurrence of in o; let s be the sequence in which these transi-
) = W - LIRS W >

tions appear i before the first occurrence ¢fn o. Thereis a

subsequencs of s such that the sequensgt equals arg  (t).
Proof: Let Pg be the set of places resulted through split

operations in the iteratioris. . . £ — 1. The markingu is valid,

APPENDIX

1=1,6as (23),and; + I3 + I, + I5 > 1 as (24). In constraint
(21)D, = [0,0,0,0, —1,1]7 is the restriction of the incidence
matrix to the transitiort; — the only transition of the net gen-

erated by transition splits. Thus step 4 generates (). So, at , .
step 67 = [0,2.1,1,1,0] ande = 1. The constrainty > ¢ in sot cannot be fired unless the placgs Pr are marked, which

: . cannot become marked unless the transitiongén N Pr) are
N2 corresponds tQ(l, + leL)up)|n;, > ¢+ b in No, that is fired. Next, letT},; = ¢(etN Pg). The transitions of,.,; cannot

241 + 242 + 243 + g > 2, which is indeed admissible, as (18);re \ynjess the places?,, N Py are marked, which cannot
is satisfied. Enforcindu > ¢ generates the control plape of happen unless the transitionseitT,; N Py) fire before. Let

Fig. 6(c). T,y = e(eT,; N Pgr). We continue in the same way until we

. . . L2
Finally, note that this extension of the procedure to partlaéthk = (). This proves the first part of the proposition, as the
controllability and observability is in general suboptimal, in thgansitions ofrg () are{t} U Ty U ... U Tpp_1.

sense that the supervisors are typically not least restrictive. AGiven a transition;, let T, (t;) = o(et; N Pg). Lett; be the

sufficient condition for optimality is given in [20]. last transition fronil’, (¢) appearing ins beforet. Let, be the
last transition from{7T..(¢) U T (t1)) \ {¢1} appearing ik before
VIIl. CONCLUDING REMARKS t1. Letts be the last transition froffil’,. (¢) U T..(t1) U T, (¢2)) \

In this paper we have introduced a procedure which, giveri & {2} appearing ins beforet,. We continue this way until,,

Petri net and a set of transitiofl§ synthesizes a supervisor ensuch that 7}, (+)U | T (t;))\{t1, %2, . .- tm} = 0. Letsy be the
i=1 . .
14The feasibility check involves solving a linear program. sequencé,,,t,_1,...t1,t. By constructionsg is a sequence

?

155\ A| denotes the number of elements¥, A. 00,k (1). [ |
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