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Synthesis of Supervisors Enforcing General Linear 2) if ¢ is the firing vector of a transition, 1 ——’, andv’ = v + ¢,
Constraints in Petri Nets thenLy + Hqg+ Cv < bandLy' + Cv' < b. Note that the Parikh
vector term may also be viewed as a marking term in a PN extended
Marian V. lordache and Panos J. Antsaklis with sink places on transitions. Regardless of the viewpoint, whether

we look at the constraints (3) as involving the Parikh vector or the mark-
Abstract—Efficient techniques exist for the design of supervisors lngbs of adqtljtlonzl Slnkhplac?fs, |t.|s lapparent th?‘t such Con.st.ralnts nee(:
enforcing constraints consisting of linear marking inequalities. This note t© D€ considered, as they effectively increase the expressivity power o

shows that without losing the benefits of the prior techniques, the class of the constraints (2). In fact, we will show that (3) can represent any su-
constraints can be generalized to linear constraints containing marking pervisor implemented by additional placesiftrol place} connected

terms, firing vector terms, and Parikh vector terms. We show that this g the transitions of a plant PN. This means that the operation of any

extended class of constraints is more expressive. Furthermore, we show . . . . !
that the extended constraints can describe any supervisor consisting of Petri net can be entirely described by constraints (3), with a one-to-one

control places arbitrarily connected to the transitions of a plant Petri net  correspondence between eaF:h place and each. inequality of (3). We also
(PN). The supervisor design procedure we propose is as follows. For PNs show that (3) are as expressive as the constraints of the form

without uncontrollable and unobservable transitions, a direct method for

the design of a PN supervisor that is least restrictive is given. For PNs with Hqg+ Cv <b. (4)
uncontrollable and/or unobservable transitions, we reduce the problem to

the design of supervisors enforcing linear marking inequalities. . . . . .
g P g gineq While the marking term in (3) does not make (3) more expressive, in

Index Terms—Linear constraints, Petri nets (PNs), supervisory control. - practice it may be more intuitive to write constraints that involve also
the marking. This is one reason we consider constraints of the form (3)
instead of just (4). Note that Parikh vector terms can be used to describe
fairness requirements, such as the constraint that the difference between
Efficient methods have been proposed in [1]-[4] for the design @he number of firings of two transitions is limited by one.
supervisors enforcing that the markipgof a Petri net (PN) satisfies  The contribution of this note is as follows. Section II-A makes the
constraints of the form observation that any place of a PN can be seen as a supervisor place en-
forcing a constraint of the form (4). This has been known for constraints
of the formCv < b and PNs without self-loops [6]. A manufacturing
illustration involving constraints of the form (3) is presented in Sec-

whereL € Z"<*™ b € 7™, Z is the set of integersy is the number . ) . e - :
of places, and. the number of constraints. The methods address botiﬂn II-B. The supervisor design for specifications (3) is presented in

the fully controllable and observable PNs and the PNs which may ha%SCtion ”fl'A ll‘]or fully (r:]ontrollatﬁlle and Obser\:lak;)lf PNj’ an(z) in Segl-
uncontrollable and unobservable transitions. Constraints of the follfi’ “_l_'B orlt ehPlI\lst at may ave(;mcontro a ;an unr? Zerv_a ef
(1) can describe (generalized) mutual exclusion, deadlock prevent%?lns't'ons' n the latter case, we reduce our problem to the design o

constraints, and others [3]. The constraints (1) have been extendeaqﬂervisors.enforcing constraints of.the form (1), for which effective
[3] and [4] to the form methods exist. Note that our supervisor design approach extends also

the indirect method of [3] on enforcing constraints (2), as both cou-
Lpu+Hq<b (2) pled and uncoupled constraints can be considered. Note also that our
approach can be naturally extended for the enforcement of constraints
which adds a firing vector term, whel®# € N"<*"™ andn is the involving both conjunctions and disjunctions of linear inequalities.
number of transitions. (Without loss of generaliyhas been assumed Due to space limitations, we refer the reader to [7] for the proofs of
to have nonnegative elements.) In such constraints, an elgimefithe  the results.
firing vectory is setto 1 if the transitioty is to be fired next fronu; else
q; = 0. The constraint is interpreted as follows. A supervisog enforcing|_ ON THE SIGNIFICANCE OF THE GENERAL LINEAR CONSTRAINTS
. ; ; ; i
(2). ensures that_. 1)all marklngsmust satisfy (%) and 2)  ——i’, A. Representing the Operation of PNs Via Generalized Linear
t; is allowed to fire only if Ly + Hq < bandLy' < b. The form (2) .
describes constraints on the enabling of transitions [as opposed to(ﬁ?enstralnts (GLCs)
constraints on the state, naturally described by (1)] [3], [5]. In this note, This section shows that the operation of any PN can be described

. INTRODUCTION

Lp<b (1)

we consider constraints which add to (2) a Parikh vector term by constraints of the form (4). Given a PN, Iet" andD~ denote the
input and output matrices, add = DT — D~ the incidence matrix.
Lp+Hqg+Cv<b (3) We denote by the transition corresponding to the columof D.

) ) ] The common algebraic PN representation is via the state equation
whereC € Z"<*". In (3), v is the Parikh vector, that is;, theith

element ofv, counts how often the transitian has fired since system 1= o+ Dv (5)
initialization. The constraint is interpreted as follows. A supervisor en-
forcing (3) ensures that: 1) all statgs, v) satisfy Ly + Cv < b and  whereyy is the initial marking. From (5), we derive-D)v < po.
LetC' = —D. For any PN without self-loops, the inequalifit < 1o
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whereH = D~ . Note thatH; ; > 0 for all indexesi and ;. The Py p2
constraints (6) completely describe the operation of a PN, regardless of
whether it has self loops or not. Indeed, after we fire fana sequence t ty ts

o of Parikh vectom, the transitiort; is enabled iffH ¢ + Cv < po — — —
andC (v +q) < jio. (Note thatasf = D~ andC = —D, we have
thatHqg + Cv < po = C(v+ ) < po.)

As an example, consider the PNs of Fig. 1(a)—(c). The PN in Fig. 1(a)
is not restricted: the firings df , t> andt; are free. Thu# andC are
empty matrices. By adding the places p»- andps as in the PN (b),
we obtain the following inequalities for (6); < 3, v, — vz < 0, and
—vg + v3 < 1, where the inequalities are generated, in this order, by
p1,p2, andps. The inequalities of the PN in Fig. 1(c) arg:+ v2 < 3,
vy —wvg < 0,and—2v; — va + vy < 1.

GivenaPN\V = (P, T,D~,D"),letP, T, T,. andT,, denote the
sets of places, transitions, uncontrollable transitions, and unobservable
transitions, respectively. Le®, : N7 — NI"\Twol pe the projec-
tion excluding fromw the entries corresponding to unobservable tran-
sitions. In this note, aupervisoris amap= : M x N7 \wol Fig. 1. PNs used in the examples of Section II-A. The markings displayed are
9™\ Tue where M is a set of initial markings. WheR supervises initial markings.

(N, o), a controllable transitionis enabled at the state, v) (where

no= po + Dv)if t € Z(po. Po(v)) andpo € M. For simplicity,  Assuming we desirer; andt:- to fire approximately the same number

we also callsupervisorthe PN implementation of a supervisar A" of times, we have the following faimess constraints (similar to those of
is in closed-loopwith Z when= supervises the operation 8f. We  he example of [6]):

denote by(\, 110, =) the PN(N, p10) in closed-loop withE, and by

R(N, no, Z) the set of all reachable statgs, v) of (A, juo, =). v — vz <n (10)
A place of the PN implementation of a supervisor is said to be a v1s — v11 <. (11)

control place. For instance, in Fig. 1(d) the placéis a control place -

implementing a supervisor. The PN of Fig. 1(d) illustrates also the faf restrict the firing oft> whenvy; — v12 > k (for k < n), we can

that the extended linear constraints (3) are more expressive than\{fige

marking constraints. Indeed, the closed-loop of Fig. 1(d) has no place

invariants, and so the supervisor cannot be described by (2). However, (n—Fk)gz <n— (v11 — v12). (12)

it can be described as the supervisor enforeing+wv2+v; < 1. Note

also that every place of a PN can be seen as a control place restricti@je that the placeg: andps can be introduced in the PN model to

the firings of the net transitions according to a constraint (3). Indeg@present the fact thats < v» andvis < vs.

in view of (6), the constraint of each plapgis hq + cv < po,, where

h andc are thei'th rows of H andC'. This proves the following. IIl. ENFORCING GENERAL LINEAR CONSTRAINTS

Propositioq L Eyery plqce of a PN can be seen as a control pIa%e. Supervisor Design for Fully Controllable and Observable PNs
enforcing a single inequality of the form (3).

A least restrictive supervisor can be constructed as follows. Let
D} = max(0,—LD — C) andD;_ = max(0, LD + C), where the
max operator is defined as follows. K is a matrix,}” = max(0, X)

This section illustrates the use of the constraints (3). The applicatignthe matrix of element¥;; = 0 for X;; < 0, andY;; = X;; for
of the constraints (1) is illustrated in [2], [3], and applications of thyij > 0. For two matrices{ andY” of the same size7 = max(X,Y)
constraints (2) can be found in [2], [3], and [5]. The PN of Fig. 2 models the matrix of element&;; = max(X,;,Y;;). Then, define
a manufacturing cell in which autonomous vehicles (AVs) can enter a

B. Manufacturing Illustration

restricted area (RA) from the left and from the right. The left AVs enter D} =D} + max(0,H — D;,) (13)
the RA viat, and exit viat; the right AVs enter via; and exit via D. =max(D,_, H). (14)

t14. The number of AVs in the RA is limited tax. Moroever, left and
right AVs should not be at the same time in the RA. These constraiftee matricesD andD; describe a PN structure with the same transi-

can be written as tions as the plant. This PN structure represents the PN implementation
of the supervisor. This means that the closed-loop is the PN of input
mqs <m — vs + v14 (7) and output matrices
mqs <m — vy + vi3. (8) N Dt _ D~
D, = {D;"] and D, = {DC_].

The marking ofp1 (p2) represents the number of left (right) AVs that o ) .
wait to enter the RA. Such an AV may be rerouted to another RA vt /o and o be the initial markings of the supervisor and of the
ts (t¢). The constraint that a left AV should stay in the line if there i®lant; iuco is set to

no right AV in p2 or in the RA can be written as
Jteo = b — L. (15)

g3 < pi2 + s = V14, ©) Except for D}t and D;,, which add theC' term, this construction is
identical to that of [8] for constraints of the form (2).
Theorem 1: The supervisor defined by the incidence matri€es,

1|X| denotes the number of elementsof D, and the initial marking:.o enforces (3) and is least restrictive.
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B. Supervisor Design for Partially Controllable and Observable PNs . b Restricted Area | 's P2

The approach we propose can be divided into the following steps.
Given (3) and\/, a supervisor design problem for a specification (1)
and a transformed nét’s;¢ is solved first. Then, the solution to this
problem is used to derive a solution to (3) akd The details follow
next.

1) Admissibility and Transformations to Admissible Con-
straints: A set of constraints isadmissibleif the constraints can
be enforced as in Section IlI-A, in spite of the inability to detect ofjg. 2. PN model of a manufacturing cell.
control certain transitions. Formally, the following holds.

Definition 1: Given a set of constraints (3) on a RN, 1), con-
sider the construction of Section IlI-A. The set of constraints (3) is
admissibleif for all reachable stateg:, v) of the closed-loop net, the
following are true.

1) If t is uncontrollable ang| - enabled ¢ in A, thenu enableg

in the closed-loop net.

2) If ¢ is unobservable and enables, thenD} (-, #) = D (-, 1).

Note that the condition 2) of the definition corresponds to the require-
ment that the firing of unobservable transitions should not change tt;
marking of the control places. Obviously, a sufficient condition for ad-
missibility that is easy to test is

D7 (-, t)=0Vt € Ty and D7 (-,t) = DI (-,t)Vt € T,o. (16)

t

(© (d)

We propose to use (16) to test whether the constraints can be enforced
as in Section llI-A. On the other hand, when (16) is not satisfied, weg. 3. lllustration of the C-transformation and of the H-transformation.
propose to transform (3) to

Lop+ Hog+ Cov < b, a7

ti ti t.
such thatL,pu + Hog + Cov < b, = Lp+ Hqg+ Cv < b and P >
(17) is admissible. Then, we can enforce (17) as in Section lII-A, : : ‘——IJ> : :
while the supervisor enforcing (17) is guaranteed to enforce (3) also.
In the remaining part of this note, we propose an approach that @ (b)
reduces the transformation of (3) to (17) to the transformation to
admissible constraints of constraints (1), for which several methods ---O=

4

are already available in the literature. The reduction technique uses -~ -

- Q

the PN transformations defined next. . . I:|J> . .
2) C-Transformation and H-Transformationit is desired to trans- : : T L

form PNs such that the constraints (3) map into constraints (1). ! ko3

Parikh vector terms can be easily transformed to marking terms (c) (d)

by adding sink places to transitions. For instance, in Fig. 3, t

constraint; +¢1 +v2 —vs < 3 on the PN in Fig.1(a) is equivalent

to p1 + g1+ pa — s < 3 on the PN (b). The inverse transformation

is also possibleu; — 3ua + 25 + ¢1 <5 on the PN in Fig.1(b)  Input: The PNV, Tye, Tuo) With A = (P, T, D~, D), the con-

can be mapped intps +¢1 — 3v2 +2v3 < 5 in the PN in Fig.1(a). straintsLp + Hq < b, and optionally the initial marking..

The direct transformation is called the-transformation, and the Output: The H-transformed PNW x4, Tt ue, Th uo) With Ny =

inverse theC~*-transformation. Note that the input of the C-trans- (Px, Tr, D37, D};), the H-transformed constraidizpz < b, and

formation is a set of constraints (3) and a RN, o, Tue, Touo),  the initial markingpos of M.

while the output is a set of constrainis o+ Hqg < b and a PN 1) Initialize (Ner, Trr wes Teuo) 10 (N Ty Tuo), L t0 L, pro

tI’E‘]:‘g. 4. lllustration of the transition split operation.

(N o, Tue, Tuo). ON the other hand, the input of thig ! -trans- to p1o.
formation is (V. yu0, Tuc, Tuo), Ny and Lope + Hq < b, while 2) For allt; € T such thatH(-,t,) is not zero, perform the
the output is a set of constraints (3). following.

The H-transformation removes the firing vector terms. It improves a) Add a new place, and a new transition; to A as in
the indirect method for enforcing firing vector constraints in [2]. As an Fig. 4(a)-(b), and includeé; in Tr e (Ti.uo) if #; iS in
illustration, consider the constraint + iz + 2ps +¢3 < 5 onthe PN Tue (Tuo). ’ ’
of Fig. 3(c). The H-transformation is the PN (d). The transformation b) SetLH(-,pk) = H(-t;)+LD (-,t;) andpos (p1) = 0.
adds a place and a transition which correspond to the fagtofhe The H~'-Transformation
transformed constraint jg; + p2 + 2 s + 4 15 < 5, where the term Input: The PN = (P,T,D~,D"), the H-transformed net
4 15 is obtained as follows. Consider firitg in the transformed net. If N = (Pu.Tu.D5.D}), and a set of constrain®z g < b on

1~ 1/ anda is the coefficient ofis, we desirer+ 1ty + b 42 s = N

14 p1 + p2 + 2 s, where the factor 1 is the coefficient @f. Thus, Output: The H'-transformed constrairty + Hq < b.
N, — _ 1_ : . . >
we obtaine = 4. The H- and H -~ -transformations are defined next: 1) SetL(-,p) = Lu(-p) Vp € P andH to the null matrix.

H-Transformation 2) Forallp, € Py \ P
2We denote by:| - the restriction ofu to the places afV. a) Lett; = epy;setH (-, t;) = Ly (-,px) — LuD (-, t:).

Authorized licensed use limited to: UNIVERSITY NOTRE DAME. Downloaded on October 6, 2009 at 17:27 from IEEE Xplore. Restrictions apply.



IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 48, NO. 11, NOVEMBER 2003 2039

Note that the H-transformation preserves the controllability/observ-
ability attributes of the transitions of". Thus, 777 .. N T = T.,. and
Th,uoNT = Tyo. Further, a new transition that results from a split has
the same controllability/observability attributes as the transition that is
split. For instance, in Fig. 4(a)-(b) is controllable/observable iff is
controllable/observable.

3) Transformation to Admissible Constraint&iven a PN
(N, Ty, Tuo), the constraintdu + Hq + Cv < b, and optionally

the initial markinguo, the following algorithm can be used for the
supervisor design.

1) Apply the C-transformation and then the H- transformation. Let
(Vuo, Thowe: Trc o), Lucpnc < b, andpnco be the kg 5 plant p with three control places.
transformed net, constraints, and initial marking.

2) Find admissible constrainfsyca e < b, such thatVpupe:
LHCQ,UH() S by = LH(}HH(} S b. If such admissible co
straints could not be found, declare failure and exit.

3) ApplytoLscapro < b, the H™' -transformation and then the

n- using the construction of Section Ill-A. Fig. 5 represents the control
placesC';, Cs, andC's corresponding to the constraints b), ¢), and e).

C~!-transformation. LeL .yt + H,q+ C,v < b, be the result. IV. CONCLUSION
Theorem 2: The set of constraintéajr + Hag + Cav < ba is Enforcing linear marking and firing vector constraints can be done
admissible, and any supervisor enforcing it enforces jse- Hg +  effectively in Petri nets. This note has extended this class of constraints
Cv < b, to include Parikh vector constraints. Then, we have shown how these

~ Inview of Theorem 2, a supervisor enforciig + Hq + Cv < b more expressive constraints can be enforced as effectively as linear
is the supervisor oLy + Hug + Cav < b, constructed as in marking constraints. Our approach has also enhanced a previous tech-

Section 1ll-A. Note that at the step 2) approaches generating difigue for enforcing firing vector constraints in the presence of uncon-
junctive constraints can also be used, by applying the step 3) to eg&fljable and unobservable transitions.

component of the disjunction. In fact, any method of transformation
to admissible constraints can be used. However, it is most natural
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As an example, this approach can be applied to the constraints
(7)—(12). Assuming the uncontrollable transitions tape,, t11, t12,
t13, andt,4, and the unobservable transitiang and¢ 4, the following
admissible constraints can be obtainedra) + s < m — vs + v14;
b)mgs 4+ ps < m — vy + v13; C) g3 < pio; d) ps + v11 — v12 < n;
€ pa —vit +viz <njandus + (n — kg2 < n — vi1 + vio.
The control places corresponding to these constraints can be found out

3|t is possible to carry out the algorithm independently of the initial marking.
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