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Abstract

In this paper, we investigate the problem of convergence
rate of the quantization error in networked control systems.
Given bit rate R, we derive the best convergence rate of the
quantization error together with a corresponding rate al-
location strategy. Specifically, using a min-max eigenvalue
problem (MMEP) formulation, it is shown that the error
convergence rate is determined by the ratio between|detA|
and R where A is the state matrix. It is also shown that the
bit rate R can be optimized through a dynamic quantization
policy among the unstable modes of the system, such that
the convergence rate of the quantization error approaches
the optimal solution to the MMEP problem.

1. Introduction

There is strong ongoing interest in the problem of con-
trol under communication constraints; attempting to bring
together classical control theory and practical communi-
cation theoretical issues in the design of control system.
There have been several results on stability [1], [2]. A
number of results have focused on the minimum bit rate
required for stability, using different formulations and tech-
niques [3], [4], [5], [6], [7], [8], [9], [10]. Specifically, the
necessary and sufficient condition on the rate for asymp-
totic stabilization in a linear, discrete time system isR >

∑λ (A) max{0,log|λ (A)|} whereR is the bit rate, andλ (A)
denotes the eigenvalues of the state matrixA. This result
is independent of the particular quantization strategy, and
the minimumR for stability is totally determined by the
magnitude of the unstable eigenvalues of the plant. Stabi-
lization of nonlinear systems has been studied by [12], [13]
and a Slepian-Wolf coding scheme for stabilizing decen-
tralized linear systems under rate constraints has also been
considered in [14].

Besides stability, there is some research on the per-
formance of control systems under communication con-
straints. The initial steps toward a methodology for the
design of controllers, in the presence of communication
constraints, has been addressed in [15]. In a recent paper
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by Tatikonda [16], the classical linear quadratic Gaussina
problem is reconsidered in this framework; under some
mild assumption of no ”dual-effect”, it is shown that the op-
timal LQG cost decomposes into two terms: a full knowl-
edge cost and a sequential rate distortion cost introduced
by the communication constraints.

Another recent area of investigation is the analysis in
the presence of disturbance and uncertainty. In [17], sta-
bility in the presence of disturbances and operator theo-
retic uncertainty is investigated. For a particular class of
channels, the work by [18] has shown that the extra rate
C−∑λ (A) max{0,log(|λ (A)|)} is critical for performance,
as measured by the expected power of the state of the plant.
The work by [20] has shown that the coarsest is loga-
rithmic, and can be computed by solving a special linear
quadratic regulator (LQR) problem. Research in this area
currently focuses on understanding the fundamental limi-
tations of control performance under communication con-
straints.

In this paper, instead of viewing the channel capacity as
a communication constraint, we regardR as an available
resource to minimize the quantization error. We investi-
gate the optimization problem of maximizing the conver-
gence rate of quantization error‖e[k]‖, which is equivalent
to minimizing the following asymptotic convergence fac-
tor,

rasym= sup
‖e‖6=0

lim
k→∞

(‖e[k]‖
‖e[0]‖

)1/k
(1)

We formulate this problem as a min-max eigenvalue prob-
lem, and from solution of this optimization problem, we
find

• The optimal communication rate allocation strategy to
maximize the quantization error convergence rate of
the quantized systems.

• A quantization policy which stabilizes the entire sys-
tem and approaches the solution of the optimal strat-
egy.

It is shown that the error asymptotic convergence factor for
the quantized system is determined by the ratio between
|detA| and R. For the optimal strategy, the communica-
tion resources must be appropriately distributed among the
different unstable modes of the system [6], [7]. It is fur-
ther proved that a quantization policy presented in [7] ap-
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proaches this optimal solution. Related problems on the
design of a ”communication sequence” to stabilize multiple
systems whose feedback loops are closed over one common
shared medium, can be found in [22].

2. Problem Formulation

This paper studies discrete-time LTI systems of the fol-
lowing form

x[k+1] = Ax[k]+Bu[k] (2)

u[k] = Kxq[k] (3)

where the statex[k] ∈ ℜn, the control signalu[k] ∈ ℜm,
A∈ ℜn×n,B∈ ℜn×m andK ∈ ℜm×n. The statex[k] is quan-
tized and encoded into a symbols[k] from a discrete set
{1,2, . . . ,Q}. s[k] is transmitted to the decoder over a per-
fect communication channel with fixed rateR bps. The de-
coder uses the received symbols to compute an estimate,
xq[k] of the plant’s true statex[k]. The controller uses this
estimatexq[k] to compute the control signalu[k] = Kxq[k].
Besides, we assume that the feedback gain matrixK is
properly designed to satisfy performance specifications and
that the close loop state matrix(A+ BK) is stable when
there are no communication contraints.

We are interested in the stability of the system which
gurantees

lim
k→∞

‖x[k]‖ = 0

for anyx[0]∈ ℜn, where‖ · ‖ denotes Euclidean 2-norm.
We study stability under the following assumptions,

1. (A,B) is controllable.A = diag(J1,J2, . . . ,Jp), where
Ji is anni ×ni Jordan block. We assume throughout
this paper thatA has only unstable real eigenvalues,
i.e, |λi | ≥ 1.

2. The initial conditionx[0] lies in a ”known” parallelo-
gramP[0].

3. Both the encoder and decoder know the system matri-
cesA,B, the coding-decoding policy and control law.
They also agree upon the initial uncertainty set, i.e.
P[0].

Assumption (2) requires the initial state to lie within a
known parallelogramP[0], which can be written as

P[0] = xq[0]+U [0]

wherexq[0]∈ ℜn is the centroid ofP[0], andU [0] is a par-
allelogram centered at the origin. Similarly, the statex[k]
at timek is quantized with respect to a parallelogramP[k]
representing the quantization ”uncertainty”, i.e,

P[k] = xq[k]+U [k] (4)

wherexq[k] ∈ ℜn is the centroid of theP[k] andU [k] is a
parallelogram with center at the origin. At time instancek,
we know that

x[k] ∈ xq[k]+U [k]

wherexq[k] denote the current estimate of the statex[k], and
U [k] is used to represent the uncertainty associated with
such an estimate.

The quantization errore[k] is defined as the difference
between the actual statex[k] and the estimated statexq[k]

e[k] = x[k]−xq[k] (5)

and from our assumption,e[k] ∈U [k].
The parallelogramU [k] is used to model the quantiza-

tion error which can be formally characterized by a set of
vectorsvi, j [k] ∈ ℜni where i = 1, . . . ,p and j = 1, . . . ,ni .
The parallelogram associated with thei-th Jordan block in
A is denoted as the convex hull

Si [k] = Co

{

v : v =
ni

∑
j=1

±
1
2

vi, j [k]

}

(6)

The entire parallelogramU [k] may therefore be expressed
as the Cartesian product of the sides,Si [k], i.e:

U [k] =
p

∏
i=1

Si [k] (7)

The volume ofU is defined as vol(U) =
∫

x∈U 1 · dx. The
”size” of U [k] is measured by its diameter, which is defined
as

dmax(U) = sup
x,y∈U

‖x−y‖

As proved in [5] by an argument of the triangular in-
equality, the convergence of the diameter ofU [k] is equiv-
alent to the asymptotic stability of the quantized system if
the closed-loop state matrix(A+BK) is stable, which im-
plies that if the diameter ofU [k] converges to zero, then the
quantized system is asymptotically stable.

The change of vol(U [k]) involves two parts: one is as-
sociated with quantization whenP[k] is partitioned into 2R

small uncertainty sets, described by:

vol(Uq[k]) =
vol(U [k])

2R (8)

while the other is due to the dynamics of the underlying
plant, namely:

vol(U [k]) = |detA| ·vol(Uq[k−1]); (9)

here we use the notationUq[k] to denote the uncertainty set
U [k] right after quantization. Equations (8), (9) provide the
insight on the necessary low bound needed for stabilization
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since we have the following iteration relationship in terms
of the ”measure” of the uncertainty setU [k],

vol(U [k]) =
|detA|

2R ·vol(U [k−1]) (10)

Without going into details (see [9]), we can conclude from
(10) a necessary condition for stabilization is

R> ∑
λ (A)

max{0,log|λ (A)|} (11)

However, when the volume of the uncertainty setU [k] con-
verges to zero, it does not necessarily mean that the diame-
ter ofU [k] converges to zero, because the edges ofU [k] can
be quite ”irregular” (such that some length of the support-
ing edge of‖vi, j [k]‖ never converges). Various techniques
have been used to ”segment” the edge ofU [k] and prove
that the bound is sharp [6], [5], [7].

In this paper, given bit rateR, we want to find the best
policy to maximize the convergence rate of quantization er-
ror. This can be posed as minimizing the asymptotic con-
vergence factor. Throughout this paper, the terms ”maxi-
mum convergence rate” and ”minimum asymptotic conver-
gence factor” are used interchangeably.

3. Minimum asymptotic convergence factor of
quantization error

As we have mentioned,U [k] can be represented by the
Cartesian product of convex hull ofvi, j [k]. If qi, j level is
used to ”quantize”vi, j [k] (8), then after quantization,vi, j [k]
is divided byqi, j , andvq

i j [k] is used to denote the vector
vi j [k] right after quantization,

vq
i, j [k] =

1
qi, j

vi, j [k] (12)

According to the dynamics of the system (9),vi, j [k] will
evolve as follows,

vi, j [k] = Jiv
q
i, j [k−1]

The new uncertainty convex hullSi [k+ 1] associated with
Ji can be represented as

Si [k] = Co

{

v : v =
ni

∑
j=1

±
1
2

Ji

qi, j
vq

i, j [k−1]

}

where Co denote the convex hull generate by the associated
vectors. Let’s introduce the augmented state vector forva =

[va
1, . . . ,v

a
p] ∈ ℜ∑p

i (ni)
2
, where

va
i = [[vq

i,1]
T , · · · , [vq

i,ni
]T ]T (13)

Assume thatqi, j is the quantization level associated with
vi, j [k], then

va
i [k+1] =









Ji
qi,1

. ..
Ji

qi,ni









va
i [k]

= Aq
i va

i [k]

Define
Aq = diag{Aq

1, . . . ,A
q
p}

then the system equation for the augmented vectorsva to
represent the uncertain setU [k] is

va[k+1] = Aqva[k] (14)

Here we allowqi, j ∈ ℜ+, with the constraint,

p

∏
i=1

ni

∏
j=1

qi, j ≤ Q = 2R (15)

Obviously, {‖va[k]‖} converges to zero if and only if
{

‖vi, j [k]‖
}

converges to zero. The convergence factor of
{dmax(U [k])} is determined by the maximum eigenvalue of
Aq [24],i.e,

rasmp= λmax(Aq) (16)

In [23], a similar optimization problem for analyzing the
minimum rate to achieve boundedness of the quantization
error with a time-invariant quantizer is formulated with the
quantization levelsqi, j being integers. However, we allow
qi, j to be positive reals in the following optimization; In
this way we can overcome the difficulties associated with
the integer programming problem. In the next section,
we will prove that a dynamic quantization policy will use
an averageqi, j(qi, j ∈ ℜ+) quantization level per step if
the time varying integer levels ofqi, j are averaged over
time. Before we begin any practical quantization design,
let us first find the solution to the following minimization
problem, which is equivalent to minimizing the maximum
eigenvalue ofAq; the equivalence follows from the struc-
ture ofAq.

Min-Max Eigenvalue Problem(MMEP):

min t (17)

subject to

λi

qi, j
≤ t

p

∏
i=1

ni

∏
j=1

qi, j ≤ Q
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Theorem 1 The optimal solution to the above MMEP
problem is

tmin = t∗ =
[ |detA|

Q

]
1
n

(18)

with

q∗i, j = |λi |
[ Q
|detA|

]
1
n

(19)

Proof 1 This is a standard generic programming [25]
problem. To form the Lagrangian, we introduce the n+ 1
multiplier ζi, j , ν for the equality constraints, then we ob-
tain:

L(t,q,ζ ,ν) = t +
p

∑
i

ni

∑
j

ζi, j(
λi

qi, j
− t)+ν(

p

∏
i=1

ni

∏
j=1

qi, j −Q)

(20)
where q= (qi, j)

T ,ζ = (ζi, j) ∈ ℜn,ν ∈ ℜ.
Apply the Kuhn-Tucker condition to L(t,q,ζ ,ν):

0 =
∂L
∂ t

= 1−
p

∑
i

ni

∑
j

ζi, j

0 =
∂L

∂qi, j
= −ζi, jλiq

−2
i, j +ν

p

∏
i=1

ni

∏
j=1, j 6=i

qi, j

0 =
∂L

∂ζi, j
=

λi

qi, j
− t

0 =
∂L
∂ν

=
p

∏
i=1

ni

∏
j=1

qi, j −Q

Combining these equations, we get

t∗ =
[ |detA|

Q

]
1
n

q∗i, j = |λi |
[ Q
|detA|

]
1
n

while the multiplierζi, j = 1
n, ν = 1

nQ

[

|detA|
Q

]
1
n
.

It is straightforward to check that t∗ is the optimal solu-
tion of the above MMEP problem.

The above MMEP problem provides a clear justification
for the different quantization policy [7], [9]. Intuitively, the
relative magnitude of|detA|andQ determines the conver-
gence rate of quantization error, while the relative magni-
tude amongλi determines the fairness among the commu-
nication rateτ∗i, jR (21).

Remark 1 It is interesting to notice that, in order to mini-
mize the maximum eigenvalue of Aq, all the eigenvalues are

set to be equal to
[

|detA|
Q

]
1
n
, which reflects the ”balance”

between the convergence rate of
{

‖vi, j [k]‖
}

. This property

can be used to guide our design of quantization policy. Be-
sides, if we regard quantization Q as another optimization
parameter, the feasibility problem tmin < 1 leads to the nec-
essary condition needed for asymptotic stabilization.

Remark 2 The portion of R bit rate associated with qi, j

can be computed as follows,

τ∗i, j = logQqi, j =
1
n

+
1
n

logQ
|λi |

n

|detA|
(21)

Note that∑p
i=1 ∑ni

j=1 τ∗i, j = 1. τ∗i j R denotes the bit rate al-
located to that particular mode. From a queuing-theoretic
viewpoint,τi, j is used to capture the amount of communica-
tion resource needed to decrease the error associated with
vi, j direction as well as the ”attention” needed over the
available channel [21].

Remark 3 If we can arbitrarily assign qi j quantization
levels to the vector vi, j [k], then according to Lemma 2,

‖e[k]‖ ≤ dmax(U [k]) (22)

≤ nκ
[ |detA|

Q

]
k
n
kmaxni−1dmax(U [0]) (23)

and according to (1), (16), the minimum asymptotic con-
vergence factor r∗asymis,

r∗asym=
1
n
|detA|

Q
(24)

Generally speaking, the quantization levelqi, j should be an
positive integer instead of a positive real number. We will
show that a novel dynamic quantization policy introduced
in [7] will assign an ”average” ofq∗i j quantization level to
the vectorvi, j [k], and the convergence rate will approach
r∗asym.

4. A Policy to Achieve the Maximum Error
Convergence Rate

This section introduces a theorem showing that the op-
timal convergence rate can be achieved by the dynamic bit
assignment policy presented in [7]. On the average, the dy-
namic quantization policy from [7] will assign exactτ∗i, jR
to each of the unstable modes, which can be seen as a prac-
tical realization to achieve the theoretical bounds we have
derived in the previous section. It is further shown that the
dmax(U [k]) converges at a faster rate than the rate derived in
[7], and this low bound is achieved by allocating an average
of τ∗i, j of the total resourcesR to vi, j direction.

The dynamical quantizer is a three-tuple
(xq[k],(I ,J),U [k]) where xq[k] ∈ ℜn represents the
centroid, U [k] = (S1[k], . . . ,Sp[k]) ∈ ℜn represents the

Hui Fang, Panos Antsaklis, “Convergence Rate of Quantization Error in Networked Control Systems,” 14th 
Mediterranean Conference on Control and Automation (MED’06), Università Politecnica delle Marche, Ancona, 
Italy, June 28-30, 2006.



dynamical range, withSi [k] defined in (6),(I ,J) represents
the dynamical quantizer edge index. The dynamical quan-
tizer uses a one-step prediction: at each step, choose(I ,J)
according to (28) for quantization, and assign allR-bit to
the vectorvI ,J, thus partition theU [k] alongvI ,J into boxes
with side lengthvI ,J/Q. The mechanism of the dynamic
bit assignment policy (DBAP) from [7] is described in the
Appendix. The DBAP quantization policy, which seeks to
”quantize the largest edge” can be viewed as the ”contain
the largest state” policy in [22] for switching between a
group of unstable systems.

Let us define the average bit-rate associated withvi, j [k]
using the DBAP policy. Suppose from time instance 0 to
k, vi, j has been quantizedni, j times. The average bit-rate
associated withvi, j is defined as

Ri, j = lim
k→∞

ni, j

k
R (25)

assuming that the above limit exists.
In the following theorem, we show how the DBAP quan-

tization policy relates to our MMEP problem as we inves-
tigate the average bit-rate assigned to the edgevi, j [k].

Theorem 2 Let R∗i, j be the average bit rate for the DBAP
policy, then

R∗
i, j = τ∗i, jR (26)

whereτ∗i, j is given in (21) through the optimal solution of
the MMEP problem. Furthermore, The diameter of uncer-
tainty set U[k] converges at the following rate:

‖dmax(U [k])‖ ∼ nκ
[ |detA|

Q

]
k
n
kmaxni−1dmax(U [0]) (27)

whereκ is a time-independent constant. Furthermore, the
asymptotic convergence factor for{‖e[k]‖} is r∗asmpin (24).

Proof 2 The proof of this theorem can be found in the Ap-
pendix.

Remark 4 In [9], a similar bound in terms of the conver-
gent rate of the quantization error is derived, namely

‖e[k]‖ ≤ κk(maxi ni−1)2−k(mini(Ri−log|λi(A)|))

Note that the DBAP policy will force the error to converge
at a faster rate because of the dynamic and balanced prop-
erty of the DBAP quantization policy. Besides, the con-
vergence rate of dmax(U [k]) is actually tighter compared to
the one found in [7] and approaches r∗

asymfrom the MMEP
problem.

5. Conclusion

In this paper, given bit rateR, we derived the best con-
vergence rate for quantization error and the associated re-
source allocation strategy via the solution of a min-max
eigenvalue problem associated with the quantized system.
It is further proved that the result from our MMEP formu-
lation is achievable through a dynamic bit assignment pol-
icy (DBAP) [7]. Our result provides the theoretical foun-
dation for the dynamic quantization policy to increase its
error convergence rate.
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6. Appendix

Dynamic Bit Assignment Policy (DBAP):
Encoder/Decoder Initialization:
Initialize Xq[0] and{vi, j [0]} so thatx[0]∈ xq[0]+U [0] and
setk = 0.
Encoder Task:

1. Select the indexes(I ,J) by

(I ,J) = argmax
i, j

‖Jivi, j [k]‖2. (28)

2. Quantize the statex[k] by settings[k] = s if and only if

x[k] ∈ xq[k]+x(I ,J)
s +U (I ,J)[k]

where

x(I ,J)
s =

[

0 · · · 0 vT 0 · · · 0
]

(29)

andv = −Q+(2s−1)
2Q vI ,J[k] for s∈ 1, . . . ,Q.

3. Transmit the quantized symbols[k] and wait for ac-
knowledgment.

4. Update the variable

vi, j [k+1] = Jivi, j [k]

xq[k+1] = (A+BK)xq[k]

5. If decode ack received:

vI ,J[k+1] =
1
Q

vI ,J[k+1]

xq[k+1] = xq[k+1]+Ax(I ,J)
s [k]

wherex(I ,J)
s[k] is defined as in (29).
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6. Update time,k := k+1 and return to step 1.

Decode Task:

1. Update the variables

vi, j [k+1] = Jivi, j [k]

xq[k+1] = (A+BK)xq[k]

2. Wait for quantized data,s[k], from encoder.

3. If data received:

vI ,J[k+1] =
1
Q

vI ,J[k+1]

xq[k+1] = xq[k+1]+Ax(I ,J)
s [k]

wherex(I ,J)
s[k] is defined in (29). Then send ack back to

the encoder.

4. Update the time index,k = k+1, and return to step 1.

Remark 5 The above algorithm assumes{vi, j [k]} and
xq[k] are ”synchronized’ at the beginning of the k-th time
interval. The ”ack” message is introduced to detect the
possible packet-dropout from encoder to decoder on the
communication channel.

The proof of Theorem 2 will need the following lemmas.
Generally speaking, Lemma 1 is used to prove the fairness
of the DBAP quantization policy [7]; Lemma 2 is a matrix
theory needed for our derivation.

Lemma 1 For any i1, j1, i2, j2, there exists a finite constant
r, such that

r−1 ≤
‖vi1, j1[k]‖2

‖vi2, j2[k]‖2
≤ r (30)

The following lemma is a standard result from matrix
computation theory [24].

Lemma 2 Let J be an upper bi-diagonal complex p× p
matrix of the form

J =











λ 1 0

0
. . .

.. .
λ 1

0 0 λ











(31)

v = [v1, · · · ,vp]T ∈ ℜp, where vi ∈ ℜ, then2

‖Jmv‖ ∼

(

m
p−1

)

(

|λ |m−(p−1)vp +o(
1
m

)
)

(32)

2By g(m) = o( 1
m) as m→ ∞, we mean that|mg(m)| ≤ σ for all m

sufficiently large, whereσ is a positive constant.

Proof 3

Jm =











λ m
(m

1

)

λ m−1 · · ·
( m

p−1

)

λ m−(p−1)

0 λ m · · ·
( m

p−2

)

λ n−(p−2)

...
. . .

...
0 0 · · · λ m











(33)

Jmv =











λ m
(m

1

)

λ m−1 · · ·
( m

p−1

)

λ m−(p−1)

0 λ m · · ·
( m

p−2

)

λ n−(p−2)

...
.. .

...
0 0 · · · λ m











·











v1

v2

...
vp











=

(

m
p−1

)

λ m−(p−1)











vp +o( 1
m)

o( 1
m)
...

o( 1
m)











take the norm of both sides, we get (32).

Proof 4 (Theorem 2) Without loss of generality, let us as-
sume that

|vni
i, j [0]| = vc 6= 0 (34)

For the time interval[0,k], let us assume vi, j is quantized
exact ni, j times, and combine with (32) for sufficient large
k,

‖vi, j [k]‖ =
1

Qni, j
‖Jk

i vi, j [0]‖

∼
1

Qni, j

(

k
ni −1

)

(

|λi |
k−(ni−1)vni

i, j [0]+o(
1
k
)
)

from our previous lemma,‖vi, j [k]‖ are balanced, such that,
as k goes to infinity,

r−1 ≤

1
Q

ni1, j1

( k
ni1−1

)

|λi1|
k−(ni1−1)v

ni1
i1, j1

[0]

1
Qni, j

( k
ni−1

)

|λi |k−(ni−1)vni
i, j [0]

≤ r (35)

i. e

r−1 ≤
Qni, j

( k
ni1−1

)

|λi1|
k−(ni1−1)

Qni1, j1
( k

ni−1

)

|λi |k−(ni−1)
≤ r (36)

k−ni1+1
( λi

λi1

)k
≤

Qni, j

Qni1, j1
≤ kni−1

( λi

λi1

)k
(37)

multiply over all(i1, j1) 6= (i, j), we have

k−n(maxni−1) λ nk
i

|detA|k
≤

Qnni, j

Qk ≤ kn(maxni−1) λ nk
i

|detA|k
(38)
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





nni, j −k ≥ −n(maxni −1)logQk+k logQ
λ n

i
|detA|k

nni, j −k ≤ n(maxni −1)logQk+k logQ
λ n

i
|detA|k

i.e 3 ,

ni, j ∼
k
n

+
k
n

logQ λ n
i |detA|+O((maxni −1)logQk) (39)

take the limit,

τi, j = lim
k→∞

ni, j

k

=
1
n

+
1
n

logQ
λ n

i

|detA|

= τ∗i, j (40)

thus we have proved Ri, j = τ∗i, jR.

‖vi, j [k]‖ =
1

Qni, j
‖Jk

i vi, j [0]‖

∼
1

Qni, j

(

k
ni −1

)

(

|λi |
k−(ni−1)vni

i, j [0]

+o(
1
k
)
)

≤
1

Qni, j

(

k
maxni −1

)

(

|λi |
k−(ni−1)vni

i, j [0]

+o(
1
k
)
)

(a)
≤ κ

[ |detA|
Q

]
k
n
kmaxni−1‖vi, j [0]‖

(b)
≤ κ

[ |detA|
Q

]
k
n
kmaxni−1dmax(U [0])

where(a) follows from (39), andκ is some constant, and
(b) follows since U[k] is a parallelogram with sides vi, j [k].
The triangle inequality implies dmax(U [k])

dmax(U [k]) ≤
p

∑
i=1

ni

∑
j=1

‖vi, j [k]‖

≤ nκ
[ |detA|

Q

]
k
n
kmaxni−1dmax(U [0])

Since‖e[k]‖ ≤ ‖dmax(U [k])‖, and according to our defini-
tion (1), it is straightforward to prove that the asymptotic
convergence rate for‖e[k]‖ is r∗asmp.
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