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Abstract

In this paper, we study the output synchronization problémmolti-agent systems with event-driven commu-
nication, in which the data transmissions among neighlgoagents are event-based rather than pre-scheduled
periodically. We propose a set-up for the coupled agentsctiese output synchronization with event-driven
communication in the presence of constant communicatitaydéy using scattering transformation. Thus, whenever
the agent satisfies its triggering condition, a scatteriagable which contains the current output information of
the agent will be sent to its corresponding neighbors, aednigighbors will extract reference information from
its received scattering variables for its own control attigpdate. Quantization effects on output synchronization
with event-driven communication have also been studie@. fEisult presented in the current paper is an important
extension of applying event-driven communication to colf multi-agent systems, especially when it is difficult to
derive a common upper bound on the admissible network irtidetays based on the event-triggering condition or
when the network induced delays between coupled agentsigyer lthan the inter-event time implicitly determined
by the event triggering condition.

Index Terms

output synchronization, event-driven communication,ization effects, communication delay, passivity, graph
theory, control of multi-agent systems

. INTRODUCTION

Recently, several researchers have suggested the ideamtflmsed control as a promising technique to reduce
communication and computation load for the purpose of obitr many control applications. In a typical event-
based implementation, the control signals are kept cohsiatil the violation of a “event triggering condition”
on certain signals triggers the re-computation of the @brdctions. The possibility of reducing the number of
re-computations, and thus of transmissions, while guaeang desired levels of performance makes event-based
control very appealing in networked control systems(NC&s)omparison of time-driven and event-driven control
for stochastic systems favoring the latter can be found & [d deterministic event-triggered strategy was intratlic
in [19]; similar results on deterministic self-triggereeletiback control have been reported in [20], [21], [22]; an
event-triggered real-time scheduling approach for staiibn of passive and output feedback passive (OFP) sgstem
has been proposed in [25].

On the other hand, control of multi-agent systems is fatéd by recent technological advances on computing
and communication resources. Several results concernuttiragent cooperative control have appeared in recent
literature involving agreement or consensus algorithms[§, [7] and [10], formation control and group coordina-
tion [8], [9], and distributed estimation [11], to name a fdmportant aspects in the implementation of distributed
algorithms for control of multi-agent systems are commation transmissions and actuation update schemes.
Most of the work in the literature assumes that the execubibthe distributed controller and the scheduling
of the communication transmission are implemented in a ewasive way, where a tight bound is selected as
the maximal allowable inter-transmission time to guararite performance of the interconnected systems for all
possible operating points. This traditional methodologyrtead to inefficient implementation of distributed cohtro
algorithms in terms of processor usage or available comeation bandwidth. Thus, event-driven communication
in control of multi-agent systems is of interest becausehef potential of reducing communication load and
implementation cost. While most of the work on event-triggkecontrol focus on sensor-actuator NCSs, there is
not many work on applying event-triggered control in cohttbmulti-agent systems, although a recent work on
event-triggered control for consensus problem has beeasrtezpin [12].



There are two important problems among others needed todvess®d by applying event-driven communication
in control of multi-agent systems. First, triggering cdiai which assures that the coupled agents to achieve a
mutual objective (as requested by many applications fotrobwef multi-agent systems) has to be derived. The
implementation of the triggering condition should only uégs the local information of the corresponding agent
and is easy to check. The second problem is that the propoged-@riven communication strategy has to be
embedded with some sort of “robustness” with respect to miygerfections of the communication networks. We
try to address event-driven communication for control oftiragent systems by focusing on the two problems just
mentioned.

In this paper, output synchronization problem of multiHaigeystems with event-driven communication has
been studied. We assume all the agents in the network arkedssand we propose a set-up to achieve output
synchronization of coupled agents with event-driven comigation in the presence of arbitrary constant network
induced delays. Triggering condition to achieve outputcsyanization is derived based on the rectified scattering
transformation (see [14], [15], [16] for details on scdttgitransformation) applied in our proposed set-up. Whenev
the agent satisfies its triggering condition, a scatteriagable which contains the current output information of
the agent will be sent to its corresponding neighbors, aedniighbors will extract reference information from
its received scattering variables for its own control attigpdate. The proposed set-up in the current paper is an
important extension of applying event-driven communi@atio control of multi-agent systems, especially when
it is difficult to derive a common upper bound on the admissitétwork induced delays based on the triggering
condition or when the network induced delays between caougdgents are larger than the inter-event time implicitly
determined by the event-triggering condition.

Quantization effects on output synchronization of muffeat system with event-driven communication has also
been investigated in this paper. We first study the quaitizatffects when there are no data transmission delays
in the networks. Event-driven consensus problem with deation is singled out as a case study. Then we further
study the quantization effects when there are arbitrarystaot data transmission delays in the networks and we
have shown that with the event-driven communication segppied in this paper, output synchronization error of
the studied multi-agent system is essentially bounded bygtrantization errors of the signals transmitted in the
networks. The rest of this paper is organized as follows: vt ifitroduce some background on passive system and
graph theory in section Il; the problem is stated in sectibinwe first derive the triggering condition for output
synchronization without considering network induced gela section IV, and we also obtain an analysis of the
inter-event time based on the triggering condition, whigtpiovided in section V, in section VI, the continuous
consensus problem is re-formulated with event-driven camioation as a case study; the results for achieving
output synchronization with event-driven communicatiarthie presence of constant network induced delays are
presented in section VII; quantization effect on outputctyonization is studied in section VIII and section X;
finally, the conclusion in provided in section XI.

Il. BACKGROUND MATERIAL

A. Passivity
Consider the following dynamic system which can be used sxrilge both linear and nonlinear systems:
y = h(z)

wherez e X CR", v € UC R™ andy € Y C R™ are the state, input and output variables, respectively,Xgn
U andY are the state, input and output spaces, respectively. Tresentationy(¢, ¢y, zo, u) is used to denote the
state at time reached from the initial state; at ¢y.

Definition 1(supply rate)[4]: The supply ratev(t) = w(u(t),y(t)) is a real valued function defined di x Y,
such that for anyu(t) € U andzy € X andy(t) = h(¢(t, to, xo,u)), w(t) satisfies

t1
/t lw(T)|dT < 0. 2

Definition 2(Dissipative System)[4]: System H with supply rates(¢) is said to be dissipative if there exists a
nonnegative real functiol’(x) : X — Rt (R* is the set of nonnegative real numbers), called the stonaweibn,



such that, for alty > t9 > 0, g € X andu € U,
t1
V(z1) — V(zo) < / wo(7)dr 3)
to

wherex; = ¢(t1, to, To, ’LL)
Definition 3(Passive System)[4]SystemH is said to bepassiveif there exists a storage functidn(x) such that

ty
V() = Vi) < [ ur)yr)ar, @)
if V(z) is C!, then we have
V(x) < u(t)ly(t), vt > 0. (5)

One can see that passive system is a special case of digsiggtitem with supply rate/(t) = u(t)Ty(t). If
V(z1) — V(xg) = ftil u(T)Ty(7)dr, then we say the system ligssless.

B. Graph Theory

Information exchange between agents can be modeled as h. gnaghe following, we give some basic termi-
nologies and definitions from graph theory [23].

We consider finite weighted directed grapis= (V, E) with no self-loops anddjacency matrix A, whereV’
denotes the set of all vertices, denotes the set of all edges, add:= [a;;] with a;; > 0 if there is a directed
edge from vertex into vertex;j, anda;; = 0 otherwise. Then-degree and out-degree of vertex k are given by
di(k) = >_; ajr andd,(k) = 3, ax; respectively.

The Laplacian matrix of a directed graph is defined &s= D — A, where D is the diagonal matrix of vertex
out-degrees.

@

Fig. 1: example on graph Laplacian

Example 1: Consider a graph as shown in Fig.1, where we define

(6)

anda > 0 represents the coupling strength between coupled agems We can get thadjacency matrix A and
the degree matrix D

a, if vertex i sends information to vertex
Q5 = .
0, otherwise.

0 a a a 3a. 0 0 O
0 0 a O 0 a 0 O
A= 000 O0f" b= 0 00 0}’ (7)
0 00O 0 0 0 O
and the graph Laplacian is given by
3a —a —a —a
0 a —a O
L= o 0 0 o] (8)
0 O 0 O

Definition 4(strongly connected graph)[23]: A directed graph is strongly connected if for any pair of idist
verticesy; andv;, there is a directed path from to v;.



Definition 5(balanced graph)[23]: A vertex is balanced if its in-degree is equal to its out-éegA directed graph
is balanced if every vertex is balanced.

Definition 6(weakly connected)[10]:A path of lengthr in a directed graph is a sequengg ..., v, of r + 1
distinct vertices such that for eveiye {0,...,r — 1}, (v, v;41) is an edge. Aveak path is a sequencey, ..., v,
of r 4 1 distinct vertices such that for eac¢ke {0,...,r — 1}, either(v;, v;41) or (vi+1,v4) iS an edge. A directed
graph isweakly connected if any two vertices can be joined by a weak path.

Lemma 1 [23]: Let G be a directed graph and suppose it is balanced. Thes strongly connected if and only
if it is weakly connected.

I1l. PROBLEM STATEMENT AND ASSUMPTIONS

The evolution of multi-agent NCSs depends fundamentallgheir interconnection topology. We list below several
assumptions regarding the interconnection topology treatwil make in the sequel. The specific assumption(s)
used will be made clear in the statement of a given result.

Al. The topology of the underlying communication graph is wgakbnnected point-wise in time and form a
directed balanced graph with respect to information exgkan
A2. The topology of the underlying communication graph is wgatdnnected point-wise in time, bidirectional
and balanced.
Definition 7(Output Synchronization)[10]: Suppose we have a network df agents, the agents are said to output
synchronize if

yj(t) —yi(t) —0ast — oo, Vi,j=1,...,N.

It has been shown in [10] that for a group df networked passive systems, suppose that the agents ardedoup
together using the control

JEN;

where K is a positive constant and/; denotes the set of agents transmitting their outputs ta‘thagent. Then
under assumptioAl, the networked passive systems are globally stable andgietsoutput synchronize.

The output synchronization results in [10] require thatheagent communicates with its neighboring agents
continuously. In this paper, we reformulate the above @brgroblem and take event-driven communication into
consideration. Consider a networked control system whatsists of V lossless agents each denoted Ay for
1=1,2,...,N. Agent H; transmits its current output information to its correspogdeighborsz; (Z; denotes
the set of agents receiving output information frdi) whenever its event triggering condition is satisfied. The
time sequence of data transmission (event time)Hplis denoted by{t, }, for k = 0,1,2,.... We summarize the
problem we try to solve in this paper as follows: What is thiggering condition and the control law for the coupled
agents to achieve output synchronization with event-drsemmunication? How frequent the data transmission is
under the triggering condition? Moreover(which should bereninteresting), when the data transmission between
each coupled agents is subject to communication delay, landi¢lay could be much larger than the inter-event
time obtained based on the triggering condition for the nlaydease, can we still achieve output synchronization
with event-driven communication? Further more, if we alsnsider quantization of the transmitted signals in the
networks, what is the quantization effect on output synetzation of the multi-agent system with event-driven
communication?

IV. TRIGGERING CONDITION FOROUTPUT SYNCHRONIZATION WITHOUT COMMUNICATION DELAYS
Assume that the control input to ageHt is given by
wi(t) = > alfr, — Gr,), fort € ft, te, 1), i=12,...,N (10)
JEN;

wherea is a positive constant represents the coupling betweent dieand agent; as defined in the adjacency
matrix of the underlying communication grapfy, represents the latest output information receivediyfrom
H; by the timet, for j € N; yr, = yi(tx,) represents the latest transmitted output informatiod/pft the latest
event timet, .



We first assume there is no data transmission delay in the comation network and the topology of the
underlying communication graph is fixed. The triggering dition for output synchronization is shown in the
theorem below.

Theorem 1. Consider a network ofV lossless agents with control (10). Under assumpAdn if each agentH;
transmits its current output information to its neighbotsewever the following triggering condition is satisfied

012 jen 1Tk, — Tn. 113
lei @)z = ————
132 en, Wiy — k)l
whered; € (0,0.5], e;i(t) = vi(t) — Ur,, for t € [t tk,+1), ki = 0,1,2,..., then the agents output synchronize
asymptotically.

Proof: Since each agent is lossless, we h&yg) = u! (t)y:(t), ¥t > 0, whereV;(t) is the storage function
for agentH;. Consider a storage function for the multi- agent systen as Zf\il V;, then we have

V= ZV Zu?yz ZZ (Uk, — Ur.) yi
=1

L V>0 (11)

i=1 jeN;
N (12)
Z a(Uk, = Ur,)" (€5 + Tr,), VE=>0
i=1 jEN;
and we can further get

N

Y a5 S Y ai, - 5007

i=1 jEN; i= 1y€N (13)

I
Mz

> (G, — Tr,) eﬁzzaykyk ZZ@%%

1 jeN; i=1 jEN; =1 jeN;
As the information exchange graph is balanced, we have

SN G = ZZ%H Zzykyk, (14)

i=1 jEN; i=1 jEN; i=1 jEN;
and therefore it follows that

V= ZZ Yk, — Uk:) ei__zz k. = Uk,)" G, — Ur,)

7

i= 1]€N i= lyEN (15)
~ 2
<aZHezH 1> @, =)l Z > 15k = B o
JEN; i=1 jeN;
so if 5 Gl
] k'1 - yk)] 2
[eill2 < —————, Vi >0, (16)
2113 5en: Uk, — Ui ll2
thenV < 0. Note that the triggering condition (11) actually guarastéhat (16) is satisfied.
Moreover, since we can rewrité as
. N N .
V=3 a@e, —0x) vi=>_ > ally;—e;) — (i —ei)] v
i=1 jEN; i=1 jeN;
al T
=3 afly;—vi) — (ej — )] wi 17)
i=1 jeEN;
N N
=>"Y aly; — )" Z Z —e)Tyi=-YTLY + ETLY,
i=1 jeN; =1 jeN;



whereY = [y, 43 ,...,yL]" is the output vector of the multi-agent system. Thus basetlamalle’s Invariance
Principle [1] and strong connectivity of the underlying aommication graph}) = —Y7LY + ETLY < 0 implies
output synchronization of those coupled agents. |

V. ANALYSIS OF INTER-EVENT TIME BASED ON THE TRIGGERING CONDITION

The triggering condition shown in Theorem 1 explicitly deténes the time instants at which each agent should
transmit its current output information to its neighborsnaer to achieve output synchronization. Another problem
needs to be answered is how often the event-driven datanmissien is needed under the derived triggering
condition? In general, it is not easy to get a common lowembdoon the inter-event time since we are dealing
with heterogeneous multi-agent systems, and in many gihgtzeno inter-event time may not be avoided unless
a specified lower bound on the inter-event time is imposedhénfollowing proposition, we give an analysis of
the inter-event time based on the triggering condition jotesd in Theorem 1.

Proposition 1. Consider the dynamics dfl; given by

i {xz = fi(wi, u;) (18)
Yi = hi(i),
let the following assumptions be satisfied
1) fi(zi,u;) : R™ x R™ — R™ is locally Lipschitz continuous in:; on a compact set,, C R™ with Lipschitz
constantL,;
2) || fi(xi,wi) — fi(xi,0)||2 < Ly, ||ug||2 for all z; € S, with some nonnegative constah,,;
3) hi(z;) : R™ — R™ belongs to a sectaiK;1, K;2), with Kja! z; < a2l hi(z;) < Kipa!x;, whereK;; € R,
Ky e R and0 < K;1 Kjp < o0;
4) 1|52 ||, < i where0 < 7; < o0;
then with the control (10), the inter-event tinflg, .1 — tx,] implicitly determined by the triggering condition (11)
is strictly positive.
Proof: Sincee;(t) = y;(t) — yg, for t € [ty,, tx,+1), We can get fort € [ty,, tx,+1)

d . . :
Ellez‘llz < léillz2 = llgill2 = [[hi(z:)ll2
Oh;

Oh;
:—Ziiyo—iiyi—iiaOH
H@:sz(w )+85Ei [f(:E u) f(:E )] 2 (19)
JEN:
Sinceh;(z;) belongs to the sectds;;, K;2), one can verify thaf|z;||2 < ¢ ||yill2, where
1 1
; =max{ —, —— ¢. 20
¢ (e ) (20)
Therefore, we have
d ~ ~
EHein < YiLa, Gllyill2 + Vi Lu |l Y alfe; — Te,)ll2
JEN;
JEN;
< viLa,Gilleilla + 7% Lo Gill Gk, 2 + viLull Y al@r, = Fr) 2,
JEN;
so the evolution ofle; |2 during the time intervalty,,tx,+1) is bounded by the solution to
d ~ ~ ~
E(b(t) = YiLa, Gd(t) + i L, G| Uk, |12 + viLw, Z a(Ur, — Ur.)l2, (22)

JEN;



3t ZjENi ||/y\k1, _/y\k]‘ Hg

TS sox. G, 50T is lower bounded

with initial condition ¢(tx,) = 0. Thus the time fot|e;||2 to evolve from O to

_ 51 ZjENi ”@’% _@kj Hg
122 sen, Wiy =k )2

Let

by the solution top(tx, + 7x,)

Oop = = = > (23)
132 5en; Wk, — Ukl
then we can get L¢
1 (o
T, = ———In {1+ — Tixt 70 — — . (24)

So before agenfd; output synchronizes with its neighbors, we will hamg > 0. Moreover, whenH; output
synchronizes with its neighbors, then there is no need fta ttansmission any more, thug, = co. The proof is
completed. |
Remark 1. As shown in (24), when we are dealing with multi-agent systeith heterogeneous dynamics, it is
usually difficult to get a common lower bound dmy, }s. Thus, it is not very practical to impose an common
upper bound on the admissible network induced delays baseldeointer-event time implicitly determined by the
triggering condition.

VI. CASE STUDY: EVENT-DRIVEN CONSENSUSPROBLEM

In this section, we apply the results obtained in the previgections to study the first order consensus problem.
Since data transmissions among those coupled agents arebased rather than synchronized, one could consider
the control problem studied in this section as “asynchremmnsensus” problem reported in [2], [3].

The system considered consists/éfagents, withz; € R denoting the state of ageff;. Note that the results
derived in this section are extendable to arbitrary din@msby using Kronecker algebra. We assume that agent’s

motion obeys a single integrator model

(25)
Yi = T4
with control
wit) = Y al@i, — i) (26)
JEN;

for ¢t € [tk,,tr,+1), Wherea > 0 is some positive scalar.

Theorem 2. Consider a network ofV agents with each agent’s dynamics described by (25)-(263uske there

is no data transmission delay in the network. Under assomptl, if each agentH; transmits its current output
information to its coupled neighbors whenever the trigggreondition (11) is satisfied, then those coupled agents
output synchronize to their initial average asymptotigdle.,

1 N
Jim i) =7 = ; z;(0), (27)

fori=1,2,...,N.

Proof: The proof to show output synchronization under the trigggidondition (11) is identical to the proof
shown in Theorem 1 since single integrator model is lossEsss, we havéim; . (z; —z;) = 0, Vi, j, it remains
to show agents output synchronize to their initial average.

1 N
i=1
then we have
1 Y 1 Y 1 Y
x:NZxZ—NZui— ZZa(ack — Tk,)
=1 =1 =1 jeN,

(29)



under assumption Al, we hawe= 0, V¢t > 0, thus
1
T=7(0)=— > z(0). (30)

Sincelim;_,o(z; — z;) = 0, Vi, j, this implies thatlim;_,., z; = % EiNzl x;(0), Vi, and the proof is completed.

[ |
Proposition 2. Consider a network oV agents with each agent's dynamics described by (25)-(263uske there
is no data transmission delay in the network. Under assomptl, the inter-event timgty, .1 — tx,] implicitly
determined by the triggering condition (11) is lower boushdby

01 jen, 1T, — T |13

thor1 — th, > T, = — (31)
all jen, @, — Tw,)II3
for k=0,1,2,..., with §; € (0,0.5].
Proof: Fort € [ty,, tk,+1),
d A . ~
gplleillz < lléillz = lldsllz = llullz = lla > @k, — Bn)ll2, (32)
JEN;
so the evolution ofle;||2 during the time intervalty,,t;,+1) is bounded by the solution to
d o
700 = lla > (@, — Tn,)l2 (33)
JEN;

51 ZjENi ”@’% _/Z;kj Hg

TS ox. G, 51T is lower bounded

with initial condition ¢(tx,) = 0. Thus the time fot|e;||2 to evolve from O to
o 01 Zje_/\fi ”@h _@kJHg
- ”Z]‘e/\fi(@kj_/gki)"?’
Y en |, — T |13
_ D e T, T 2. (34)

all 22 jen, Tk, = 7)) l2
The proof is completed. |

Example 2.We consider the “asynchronous consensus” problem as disdw@bove, the topology of the underlying
communication graph is given by

by the solution top(ty, + 7%,) and we can get

Tk.

i

1 0 0 0 -1
-1 1 0 0 0
L=|0 -1 1 0 0 (35)
0 0 —-1 1 0
0 0 0 -1 1

The simulation results are shown in Fig.2 and Fig.3.

In Fig.2, the x-axis shows the time instants of events wihigeyt-axis shows the length of inter-event time of each
agent. Fig.3 shows the evolution of agent’s state. Withahatatex;(0) = 20, z2(0) = 4, z3(0) = 100, z24(0) =
—60, z5(0) = —15, and EiNzl z;(0) = 9.8, the agent’s state converges to their initial average.
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Fig. 3: simulation result of example 2: consensus
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VII. OUTPUT SYNCHRONIZATION WITH EVENT-DRIVEN COMMUNICATION AND CONSTANT
COMMUNICATION DELAYS: A SCATTERING TRANSFORMATION APPROACH

In this section, we propose a set-up to achieve output sgnctation of multi-agent systems in the presence
of constant network induced delays by using event-drivemroanication and scattering transformation. Scatter-
ing transformation has been used earlier in the problem latdral teleoperation and NCSs to guarantee delay
independent stability, see [10], [13], [16] and [17]. In @atting for event-driven communication with scattering
transformation, the agents transmit the so called “séagierariables” instead of their outputs to the neighbors,
and the data transmissions are event-based. The set-upefervent-driven communication strategy with scattering
transformation is illustrated schematically in Fig.4.

,'j(t Ujl(t Ujl(t) a[yts<t)_j>lg]
y 3 1 +
A o Mll Im o TI] >| Z0H o M Im
Vi =
\ -
JOH i network 7 \
ED MZ] 1,| |Agent j
) °
Y A
M, Y
Agenti| | My " ZOH ED
A - 05(1) Ul U0 I
+ [ Yy
-— Mzzlm «— ZOH :/ Tﬁ =,-' M, 1, |=
a [yjs ()= V4]
{ network |

Fig. 4: event-driven communication with scattering transfororati

In Fig.4, the “ED” block represents the “event-detector’'ndawhenever the event-detector detects that the
corresponding agent satisfies its specific triggering dardian updated scattering variable%(t) or ’Uj_z-(t) as
shown in Fig.4) will be obtained and sent to the neighboriggras. The event time of agenis defined by the time
sequencety, },k; = 0,1,2,... and the event time of agejtis defined by the time sequengg, },k; =0,1,2,....

The “ZOH” block represents the zero-order hold, thijrg(t) holds the last sample m‘;;(t) andu;;(t) holds the

last sample oful.;(t). T;; represents the communication delay form aggenod agent: while T;; represents the
communication delay form agento agentj. 7;; andT}; are not necessarily equal to each other. As the scattering
variables are transmitted over networks, we have

v;fi(t) = v;; (t —T;;) and v (t) = vy (t—Tj), Y(i,j) € E(G). (36)
Let the agents be coupled together using the control
ui(t) = alyjs(t) — Yu,], for t € [ty tr,41), ki =0,1,2,..., (37)
with gk, = vi(tx,), and
uj(t) = alyis(t) — U, ], fort € [tn,, te,41), kj =0,1,2,..., (38)

with ui,, = y;(tx,), V(i,7) € E(G). a > 0 is a constant representing the coupling among agents asnsimow
the adjacency matrix of the underlying communication graple assumey;s(t), y;s(t), yx, andyy, are signals
belonging toL,.. The variables);4(t) andy;,(t) are derived out of the scattering transformation which v@giby

1 __ Moy ~
Fort € [ty tr,+1), M—mvij(t) - M—z;yki = aly;s(t) — Ui, ]

At ¢t = tk” Mllﬁki = U;;-(t)

(39)
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and

1 ~
Fort € [ty tr,+1), M—szﬁ(t) o,k = alyis(t) — Uk, |

At t = tkj? Mllgkj = Uj_i(t)7

(40)

V(i,j) € E(Q). Positive constantd/;;, M, My are the parameters of the scattering transformation. Thersu
script +, — for the scattering variables is a convention for the digecf the power flow.

As shown in Fig.4, agent transmits the scattering variable%(t) to agent; who receives it as the scattering
variabIeSU;.;(t). Agentj then uses the contral|y;s(t) — Ji;]| to extract the variableg;;(¢) output of the variable
17;.;(75). A similar procedure is used to obtain the variablgs(t) by agenti. One should notice that agentis
participating in|V;| closed-loops as the one demonstrated in Fig.4, whereis the number of neighbors of agent
1.
Theorem 3.Consider the set-up of event-driven communication withtedag transformation between any coupled
lossless agentand ageny with m inputs andn outputs as shown in Fig.%¥(i, 7) € E(G). ChooseM; = My =
@, Moo = ia Assume that the communication delays between agant ageny are constant and finite. Then
if agenti transmits its current output information to its neighborsewever the following triggering condition is
satisfied )
03 ZjeM Hyﬂ's(t) - g’f“z
132 en, [is(®) = ],

wheree;(t) = vy;(t) — yi,, for t € [ty,, tx,,,), anddz € (0,1], then underA2, those coupled agents will output
synchronize asymptotically.

Proof: The proof is provided in the Appendix A. [ |
Remark 2. If T;; = Tj; = 0, since

lei(t)]l2 = L VE>0 (41)

Uy = MGk, = Ma1 i, + Mazalys(t) — Ui, ], for t € [t ty, 41, (42)
we can get
Yis(t) = %(% + U, ), for t € [ty ty,11)- (43)
Similarly, we can obtain
Yjs(t) = %(1719 + Uk, ), for t € [tr,, ty,41]- (44)

wherey;,, andyy, are the latest output information sent by agémind agentj respectively. And one can verify
that, in this case, the triggering condition (41) becomes

” EjEM @\ka — Uk,)
with §; € (0,0.5], V¢t > 0, which is the same as the triggering condition derived incorem 1 for no data
transmission delays case.

Example 3. We consider again the “asynchronous consensus” problediestun section VI, the underlying
communication graph is given by

2
2

les (8)]l2

; (45)

B

3 -1 -1 0 -1
-1 2 0 -1 0

L=|-1 0 1 0 0], (46)
0 -1 0 2 -1
-1 0 0 -1 2

thus the topology of the underlying communication graplisas A2. Let the communication delay between
each coupled agents be randomly generated from the intéhv2ls, and we use the set-up of event-driven
communication with scattering transformation for eachpted agents, the simulation results with initial condition
21(0) = —20,22(0) = 15, 23(0) = 32,24(0) = 68, 25(0) = 0 are shown in Fig.5-Fig.6, the states of agents finally
converge to a value around 10.4 while their initial averagd 9. Thus in this case, the event-driven consensus
problem cannot guarantees agreement around the initishgeef we consider arbitrary constant communication
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delays among the coupled agents. Also observing from stionky with different communication delays, the final
agreement is also different. Fig.7 and Fig.8 show the sitimularesults by randomly generating communication
delays from the interval0, 1]s and [2, 3]s while the initial conditions of agents are kept the same. e\, if
there is no communication delays between any coupled agbets the states of agents will still converge to their
initial average with the scattering transformation setdhgs is shown in Fig.9.
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Fig. 5: simulation result of example 3: event time with communimatdelays in [1,2]s
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Fig. 6: simulation result of example 3: consensus with commurdcatielays in [1,2]s reaches agreement at 10.3
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Fig. 7: simulation result of example 3: consensus with commurdcatielays in [0,1]s reaches agreement around 12.6
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Fig. 8: simulation result of example 3: consensus with commurdcadielays in [2,3]s reaches agreement around 5.6
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VIIl. T RIGGERING CONDITION FOR OUTPUT SYNCHRONIZATION WITHOUT COMMUNICATION DELAYS:
QUANTIZATION EFFECTS

It was assumed in the previous sections that each agent ispeguwith an “event-detector” which is able to
measure the output of the agent with infinite precision, dedevent-detector uses that measurement to examine
the corresponding triggering condition of the agent anddmait that measurement through the network whenever
the triggering condition is satisfied. In reality, howevilte transmitted measurement first has to be quantized
in order to be represented by a finite number of bits and to leel irs processor operations and carried over a
digital communication network. Thus, it becomes necessarstudy the effects of quantization error on output
synchronization of the networked multi-agent system withrg-driven communication.

Assume that the control input to ageHt is given by

ui(t) = Z alq(@r,) — q(@k,)], for t € [ty,, te,1), ki =0,1,2,..., 47)
JEN;
q(yx,) is the quantized latest transmitted output information géra [; by the timet andq(yx,) is the quantized
latest transmitted output information of ageiit by the timet. We first assume there is no communication delay
in the networks.

Each agent is equipped with an “event detector” and a “gmariti The event detector can continuously (or
with adequately small sampling period) monitor the outpluthe agent, and whenever it detects the “triggering
condition” associated with the corresponding agent issBadl, it will get a sample of the agent’s current output
information denoted by);(tx,) = yk, (With ¢;, denoting the event time of agefjtand sends this sampled output
information to the quantizer. The quantizer then procefiseseceived data and the quantized output information
q(yk,) will be sent to the neighboring agents of agéfit We assume the data processing time in the quantizer is
negligible.

Fort € [tk tk,+1), let e;(t) = yi(t) — yx, denote the output novelty error with respect to the samplegud
information; letey, = yi, — q(yx,) denote the quantization error with respect to the samplégubduinformation;
let e;(t) = vi(t) — q(yx,) denote the output novelty error with respect to the quadtsampled output information.
One can verify thag;(t) = yi(t) — Yk, + €x,. With event-driven communication and quantized sampleghudu
information transmitted between coupled agents, we hawdaliowing theorem.

Theorem 4. Consider a network ofV lossless agents with control (47). Under assumpfdn if each agentH;
transmits its current output information to its neighbotsewever the following triggering condition is satisfied
1—r

lest®ll = 845~ = 35) 7 3 llat@i,) - a@)
tjen;

) (48)

whereds € (0,1], 0 < k < 1 andl < ﬁ < (3, then the output synchronization error of the studied ragdent
system is bounded by the quantization errors of agentsstlatansmitted output information by the time
Proof: The proof is provided in the Appendix B. [ |

IX. SPECIAL CASE: EVENT-DRIVEN CONSENSUSPROBLEM WITH QUANTIZATION

In this section, we study the consensus problem with evewerd communication and quantization as a special
case for the problems investigated in the previous sectMmassume that agent’s motion obeys a single integrator
model as shown in (25) with control

wit) = ala@r,) — a(@k,)] (49)

JEN;

for ¢ € [ty,, tk,+1), Whereq(T,) is the quantized value of ageht;'s latest transmitted output information(gy,, )
is the quantized value of ageht; s latest transmitted output information.
Lemma 2. The cascade connection of an integrator and a passive miEs®rfynctionk as shown in Fig.10, is
still lossless fromu to h(x).

Proof: Passivity ofh guarantees thaf h(o)do > 0 for all z. With V (z) = [ h(c)do as the storage function,
we haveV = h(x)z = yu. Hence the system is lossless. [ |
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u J. x he) y=h(x)

\

Fig. 10: cascade connection of an integrator and a passive memsifylestion

Remark 3. Lemma 2 indicates that the cascade connection of an integaad a passive memoryless quantizer
can be studied as a lossless system with the quantized aagpgbe new output of the system. This result enables
us to derive the triggering condition for the event-trigeggticonsensus problem with quantization.

Assume that each agent is equipped with a passive memorylesgizerqg(-) and an event detector which is
denoted by “ED"as shown in Fig.11. The event detector cowotisly (or sampling with an adequately fast sampling
rate) monitors the output of the quantizer connected with agent, and whenever it detects that the triggering
condition associated with the agent is satisfied, a quahte¢put information;(yy,) at that event timetf;,) will be
transmitted to the agent’s corresponding neighbors. Therdm below provides a triggering condition to achieve
consensus among the coupled agents.

u,(t) f i o) Q(yi(t))= D q(¥,)

Fig. 11: cascade connection of an integrator and a passive memsylestizer

Theorem 5.Consider a network oV agents with each agent's dynamics described by (25) and A43Jme there
is no data transmission delay in the network. Under assomptl, if each agentH; transmits its current output
information to its coupled agents whenever the followiriggering condition is satisfied

_ %52 jen; la@r,) — a@r.)
15 jen: [2(@,) — a(@n,)]]

for somed; € (0,0.5], wheree;(t) = q(vi(t)) — q(yk,), then those coupled agents will converge to a value around
their initial average asymptotically, i.e.,

‘2, vt >0, (50)
2

Ei(t)

N
: 1 .
thm zi(t) =& = N E_l x;(0), Vi.

Proof: The proof is provided in Appendix C. [ |
Example 4. We consider the “asynchronous consensus” problem as disdwsbove, the underlying information
exchange graph is given by (35), which satisfies assumptloissume that each agent is equipped with a uniform
mid-tread quantizer with quantization level 0.5 (one carifyehat a uniform mid-tread quantizer is passive since
yi(t)q(yi(t)) > 0). The simulation results are shown in Fig.12-Fig.15. In E2y the x-axis shows the time instants of
events while the y-axis shows the length of inter-event toheach agent. Fig.13 shows the evolution of quantized
output of each agent, Fig.14 shows the evolution of the sihteach agent and Fig.15 shows the evolution of
average of the agents’ state. With initial statg0) = 20, z2(0) = 4, 23(0) = 100, z4(0) = —60,z5(0) = —15,
we have% Zf\il x;(0) = 9.8. And one can see from Fig.13-Fig.15 that while the quantzefput of each agent
converges to 10, the average of the agents’ state keepsaobasttheir initial average 9.8 along with time, and the
state of each agent finally converges to a value around 9.8.



7527 { _—0 event time of agent 1
A leray Tpn o .
~1F

HERERN: THQ_)HT B MO .
QJTHTTTTHTTT [ty | ‘
0 5 10 15
£
EOTHHTTLMTH, IM .
£
~2r

Slew e Tee Tas T ‘I |

0 5 10

[

5

Fig. 12: example 4: event time

120

110F

100~
901
80r
701
60
50

40¢

30F

20 \

10 \ N e s

-10F
-20t+
-30t+
—40t+
—-50F
-60}-
-70t+
-80 I I I I I I I I I

converge to 10

Fig. 13:example 4: evolution of quantized output of each agent

=

12 13 14

=

5

17



18

110

120F —7
100~ Z4

20 \ converge around 9.755

-70t+

Fig. 14:example 4: evolution of the state of each agent

5
— i)

9.8

9.81

9.8

980 1 1 |
t(s)

Fig. 15: example 4: evolution of average of the states



19

X. TRIGGERING CONDITION FOR OUTPUT SYNCHRONIZATION WITH CONSTANT COMMUNICATION DELAYS:
QUANTIZATION EFFECTS
In section VII, we proposed a set-up to achieve output syordhation among coupled agents with event-driven
communication in the presence of constant network induedalyd by using scattering transformation. In this section,
in addition to communication delays, we take quantizatioio iconsideration and further study the quantization
effects on the output synchronization based on the set-aprsin section VII.
Let the agents be coupled together using the control

uz(t) = Z a[yjs(t) - q(MQIZ/J\kl)]? fort e [tk’mtk’ri-l)» kl = 07 17 27 TR and
JEN;
uj(t) = Z a[yzs(t) - q(MQIZ/J\kj)]v fort e [tkj7tkj+1)7 k] = 07 17 27 CRR
1EN;
Y(i,7) € E(G), whereq(Mglyk ) andq(Ma13,) denote the quantized values bfy y,, and Mo, respectively.
The variablesy;s(t) andy;s(t) are derived out of the scattering transformation which avergby

(51)

M |, 1

1 4m

1 1
fOI’th t — U (t) = ——q(Ma17s. ) = alyis(t) — q(Ma17s,
ks theit1) i () M22Q( 219k,) = alyjs(t) — a(Mo1Gi,)] (52)
att=ty, v(t)=q(Mugy), and
1 1 ~
fort € [ty,, th,4+1), v 0 (t) — M—2Q(M21yk: ) = alyis(t) — ¢(Ma1 Gy, )] (53)
att = tk: ) Uji( ) = (Mllykj)
v(i,j) €
+ + ~ +
U?/(t) Uji(t) Uji(t) a[yij(t)_q(le-j)k/)]
* olrr, 1, |—w] On [—o] 7, || ZOH :A; lm—t?—
j}ki My 1, fi:networkf:i A/} I v
ED + 4 Agent ]
(@)
/) +" 20H
T
ZOH
Agent 1 + On ED
A P )
M O50) UG 0G0 Mool Yy
- é}:—j\;nu, <] zon : r, : On | 1

{ network |

Fig. 16: event-driven communication with scattering transformatand quantization effect

Positive constantd/1, Moy, Moo are the parameters of the scattering transformation. Tpersaript+, — for the
scattering variables is a convention for the direction efgtbwer flow. The set-up for the event-driven communication
strategy with scattering transformation is illustrateesmatically in Fig.16. The “ED” block represents the “event
detector” , and whenever the event-detector detects tlatdhresponding agent satisfies its specific triggering
condition, a newly sampled output information will be senttte quantizer (denoted by “Qn”) and updated scattering
variables (;;;(t) or v;;(t) as shown in Fig.8) will be obtained and sent to the coupleditagdhe event time of
agent: is defined by the time sequenég, },k; = 0,1,2,... and the event time of ageritis defined by the time
sequencety, }, k; = 0,1,2,.... The “ZOH” block represents the zero-order hold, tthj‘l‘ls(t) holds the last sample
of v;.g(t) andv,;(t) holds the last sample af;;(t). T}; represents the communication delay form agetd agent
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i while T;; represents the communication delay form agetdt agent;j. 7;; and7}; are not necessarily equal to
each other. As the scattering variables are transmitted roetsvorks, we have
v (t) = vl (t = Ty;) and v (t) = vy (t — Tj), V(i,5) € E(G). (54)

Jt v

Agent i transmits the scattering variabl@,@fj (t) to agentj who receives it as the scattering variab@;(t)
Agent j uses the controk[y;(t) — q(M217k;)] to extract the variableg;s(¢) output of the variable?jg(t). A
similar procedure is used to obtain the variabjegt) by agent.. One should notice that agehis participating in
|V;| closed-loops as the one demonstrated in Fig.16, WiAéiies the number of agents that send output information
to agenti.

Theorem 6. Assume that the underlying information exchange graplsfeegiassumptioA2 and the data transmis-
sion delays between each coupled agents are constant aad@ansider the set-up of event-driven communication
with scattering transformation and quantization betwemn @upled lossless agentand agentj (with m inputs
and m outputs) as shown in Fig.16. The control action for each agegiven by (51). The parameters of the
scattering transformation are chosen such that = M;; > 0 andaMy, = 2. Definee;(t) = My [yi(t) — gk]

as the output novelty error of ageiti = 1,2,..., N. If agenti transmits its current output information to its
neighbors whenever the following triggering condition aisfied

e (t)ll2 = Wr Z yjs(t) — a(MarGi,) ||, V>0 (55)

JjEN;

for somedg € (0, 1], where0 < v < 1 and0 < 8 < 2. Then the output synchronization error of the studied multi
agent system is ultimately bounded by the quantizationremb agents’ latest transmitted outputs information in
the networks.

Proof: The proof is provided in the Appendix D. [ |
Example 5. We consider again the “asynchronous consensus” problentudged in section V, the underlying
information exchange graph is given by (46), thus the togwlof the underlying information exchange graph
satisfiesA2. Let the communication delay between each coupled agentobstant and we randomly choose
the delays from the intervdll, 4]s. We use the set-up shown in Fig.16 for each coupled agentswanchoose
My = Myy =1, Mas = 2,6 =1, v = 0.9 and g = 0.1. The quantizer of each agent is a uniform mid-
tread quantizer with quantization level 0.5. The simulatresults with initial conditionz;(0) = —20,22(0) =
15, 23(0) = 32,24(0) = 68,25(0) = 0 are shown in Fig.17-Fig.19, the states of agents finally emye/to a value
around 3.4. However, if we randomly choose the delays froeititerval [0.5,1]s, the states of agents finally
converge to a different value which is around 9.5 as shownignlB.
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Remark 3. It could be seen from Example 3 and Example 5 that when arpit@nstant network induced delays
are considered in our proposed set-up, the event-drivesecsuis problem may not be able to achieve agreement
at the agents’ initial average, and with different constdelays, the final agreement value could be different.
However, as seen from Example 2 and Example 4, it is still iptesso achieve average consensus with event-
driven communication (and with signal quantization) in fresence of network induced delays as long as the
delays are upper bounded by the inter-event time implici#yermined by the triggering condition. It is interesting
to further study distributed algorithm which could achiesserage consensus with event-driven communication
in the presence of arbitrary constant network induced delblpwever, it is not the focus of our interests in the
current paper. Note that in many control applications oftiragent systems, in order for all the agents to achieve
output synchronization at some specific value or within sgreedetermined set (i.e., leader following problem
or rendezvous problem), we could designate certain agentsaalers in the group and send important leading
information to the leaders from time to time, while the infation exchange between leaders and their followers
are still event-based as the event-driven communicatibasahown in the current paper.
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XIl. CONCLUSION

In this paper, we study the output synchronization probldrmolti-agent systems with event-driven commu-
nication. We assume all the agents in the network are lassled we use scattering transformation to deal with
network induced delays between coupled agents. Whenexexgbnt satisfies its triggering condition, a scattering
variable which contains the sampled output informationhaf agent will be sent to its coupled neighbors, and the
neighbors will extract reference information from its riweel scattering variables for its control action updatee Th
proposed set-up allows us to find a composite storage funétibich is derived from the scattering transformation)
to analyze the stability of the entire system. The resuls@néed in this paper is an important extension of applying
event-driven communication to control of multi-agent syss, especially when it is difficult to derive a common
upper bound on the admissible network induced delays or whenetwork induced delay between coupled agents
is larger than the inter-event time implicitly determiney the event triggering condition. Quantization effects
on output synchronization with event-driven communiaatiave also been investigated in this paper. We have
shown that output synchronization error of coupled agentsltimately bounded by the quantization errors with
the event-driven communication set-up proposed in thipap
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APPENDIXA
PROOF OFTHEOREM 3

Proof: With T;; andT}; being constant and finite, we can verify that

t t t t
| e < [l and [ fegelar < [ ool (56)
Since . . n
i ? ki+1
[ lslizar = >0 s —womt i< >0 [ i or 7)
k;=0 k;=0 " tki

whered(-) is the Dirac delta functiony; is the number of scattering variables sent from agdotagent; during
the time intervall0, ¢]. Similarly, one can obtain

t n; n; tkj+1
[ sl = 3 dte—npaatlg < S0 [ 2k e 58)
k]‘:O kJIO kj

wheren; is the number of scattering variables sent from agetat agent: during the time intervalo0, ¢]. Denote

t . 9 U tki +1 TR 9
[ s =Y [
0 k=0 " thi

t _ 5 n Lk j+1 9 ([~
[l =3 [ i,
0 k;=0 b,

If we let n; denote the number of scattering variables received by agdating the time interval0, t], then we
can obtain

(59)

2
2dT .

t n;
[l lar = 3 ste —, ~ T)023 | (60

Note that due to dela¥;; from agenti to agentj, we haven; < n;. Sinceﬂ;.g(t) holds the last sample oj;.g(t),
we have

0 (t) = Mg, for t € [ty, + Tij, te, 41 + Tij), (61)
therefore R
t _ 9 i tr, +1+7Ti; 42
L@z = > [ g ar
0 k=0 Ytk T
‘. (62)
i tre; 41
= M3 |[G, |3
ki=0"1
Similarly, sincev;;(t) holds the last sample af;;(¢), we can get
0;:(t) = Muy,, fort € [ty + Tji,tg,+1 + Tjal, (63)
therefore R
t 9 nj tkj+1+Tji 9
[l =3 [ g, s
0 ky=0 7t + 15
; (64)

n; thj+1 .
= Z/ M7 Yk, ll2d.
k]‘:O tkj

Sincen; > n; andn; > n;, thus we have

s [l + [ 5l [ el 2o ©



Since fort € [ty,, tx,41], we have

1
N_;’_ _ ) o~
]\422 ]z(t) - 2y1€1 - a[yzs(t) ykj]

= Uﬂ( ) = [Ma1Gk, + Maza(yis(t) — Uk,) ]
and fort € [tg,, tx,+1], we have

T Moy .
Moy Uz’j(t) - —29191 = a[yjs(t) - ykl]

= Uy;(t) = [Mark, + Maza(y;s(t) — Gi,) ]
therefore

t 7 try+1
/0 Ha;;(T)Hng = Z /t Hlegkj + M22a(yis(t) - gkj) H;dT
k;=0""*j
t B 9 Mg tkiJrl R R 9
L IO =3 [ 0 + Mo uste) = )
k;=0" "ki

with M1 = My = \f and My, = \/a' we can get

s 2 [t ra

[ e =% [ (Sl
k;j=0""%;

t . 9 n; th,+1 a, . 12 T 9

[ Voselaar= 30 [ [fl0 1 - ot + s ]

[ uw—Z/ e

/MIW>Z/ i |

3 — oy, + aljyis 3] dr

thus if we define

vi = [geliar - [ ezl [ ool - [ el

then we can get

n; tr, 41
Vi — Z/ ' (a7, — al| ()3 ar
k=0 thi
n; tkj+1
=3 [ a0, — alluto)|ar
k;=0 b,

Consider a storage function for the multi-agent systemrglwe
N 1 .
=1 (1,4)€E(G)

whereV; is the storage function of agentsuch thatV; = u! (t)y;(t), ¥t > 0. Since

Z Vi= Z 2 /tkﬁl w; (7)y;(7)dr
i=1 i—1 k=0 thi
N m ot .
- ;;_:O/t a%\% [yjs(t) - yk} [62(7’) + Uk ]dT
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(73)
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and
tk +1

> VU—ZZ JARED DR TR 7

(i,§)EE(G i=1 k;=0 JEN;

therefore, we further get

V=

-

@
I
I
<.
m
2

N
h@) = Ge] e+ a S [WhE) — k] Gk
i=1 jeN;

+
KMZ
IS

[ (0)Tk, — ;s (®)]13]

=1 jEN;
N . N ) (75)
= Za [yjz;(t) - gky] ei(t) - Za Z Hyjs(t) - :'/J\kl 2
i=1 jeN; i=1 jeN;
N
Z el D [wis®) =T lly =D a D st
i=1 GEN; i=1 jeN;
so if )
. (1) — Ur.
ool < ol ® ZBely 76)

H 2 jeN, [Yjs(t) — Ui, 2

then V < 0. Notice that the triggering condition (41) guarantees {7&) holds. Invoking LaSalle’s Invariance
principle[1], we can conclude théitn; .., V' = 0, thus we can further conclude that

Jim [y;s(t) = k] = JHim [yis(t) = G, ] = 0, V(i,5) € E(G). (77)
Under the triggering condition (41), (76) and (77) also imaplthat
tlim ei(t) = tlim [y,(t) — g’jk] =0, Vi, (78)

which yields
lim y;4(t) = lim g, = lim y;(t) and
tfoo t.—>oo/\ t.—>oo (79)
thm Yis(t) = thm Uk, = thm y;i(t)

V(i,j) € E(G). Since

hm Mgy, = hm U;;( )= tlgglo [ M1k, + Maza(yis(t) — Ui, )], (80)

thuslim; o Yk, = lim;—c Yk, . Similarly, we have
Jim Mgy, = lim 0;; (t) = Jim [ M1, + Maza(y;s(t) — Uk,) ], (81)

thuslim; oo Yk, = limy .0 Yi,- UnderA2 and in view of (79), we can conclude tham; . y;(t) = limy oo %4(t),
V(i,j) € E(G), which completes the proof. [ |
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APPENDIX B
PROOF OFTHEOREM 4

Proof: Consider a storage function for the multi-agent systemmghe V' = ZiNzl Vi, whereV; > 0 is the
storage function for agentt; such thatV; = u? (t)y;(¢), vt > 0. Since all the agents are lossless, then we have

|
.MZ

V=33 ala(@,) — a@)] wt)
i=1 jeN;
al T
=> > ala@r,) — a@r)]" [E() + a(@i.)]
i=1 jeN;
N N (82)
=S8N alai,) - a@e)] @@ + 33" ala@y,) — a@i)] 4,
i=1 jeN; i=1 jeN;
N N N
=3 afa@,) — a@)] " Z > aq@e) a@r) =YY aq(@r) " a(Gi.)
i=1 jEN; =1 jEN; i=1 jEN;
as the underlying information exchange graph is balancedhave
N N N
SO ag@)Ta@) =053 7 ag@i)Ta@i) + 055 > aq(i,) a@,), (83)
i=1 jeN; i=1 jeN; i=1 jeN;
and therefore, it follows that
N
V=" ale@,) - a@i)] Et Z > —Hq Tr,) — a2
i=1 jEN; i=1 jeN;
al T
=3 alq(@,) — a@r,)] [ei®) +ex,] Z > —Hq Tr,) — a2
i=1 jEN; i=1 jeN;
N
<2 2 alla@) = a@e) el +Z > alla@,) = a@i)llollen. ],
=1 jEN; =1 jEN; (84)
N a )
- Z Z §HQ(§I¢J) - Q(?/J\k)Hg
i=1 jeN;
al 2
< Z a||q@,) — a@r.) ||, ||ei )], +Z Z qu Ur,) — a5
i=1 jeN; i=1 jeN;
N
DIDIE ez Z > 5lla@,) — a@)|3. wheres >0,
i=1 jeN; i=1 jeN;
choosel < k < 1 such thatl < % < f3, then we can further get
a ~ ~
V3 Y o) - el -3 Y [ D 2@ - ae)):
i= 1]6./\/ i=1 jEN; (85)
+Z >, —H enll; - Z >~ Fllati) - a5
i=1 jeN; =1 jeN;
so if we can guarantee that
o (=E = DV @) — q@i)12

S ien: aGi,) — a@i) |,
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then we will have

N
Z > eI - Z > S llati,) — a5 Ve > o. (87)
i=1jeN; i=1 jEN;
Note that )
3 Hq@m—q@ki)!i_ (Z la(@e,) - a@e)l,) -
JEN; JEN;
thus )
S en: [952 = L laG) — a@)lE (55 = 3) i ( Syen la@,) — a@i),)
Y ien: a@r,) = a@r)|], - Sien, la@r,) = a@r.)|| (88)
-G ];;/quk — ai)|
so if 1— & 1 1 R R
ei(®)ll2 < (T - %)my%\; HQ(Z/kJ) - Q(yki)Hz, vt >0, (89)

then (86) holds and so does (87). Note that the triggeringlition (48) actually guarantees that (89) is satisfied.
In view of (89), we can further get

Z > llei®lz = Z\N\Hez )2 <

i=1 jEN; i= 1]6./\/

Hq @,) — 4@ |, (90)

sincee;(t) = e;(t) + ex,, we can get

N N N N
YodlE®la <D0 > le®llz+Y - > llewlla =Y INilllea®)ll2 + Z Willlew,ll2

i=1 jEN; i= 1j€N i=1 jEN; i=1

2 Hq Uk,) — a(@r) ||, + Z|N|H5k [[2-

21]6./\/ =1

(91)

Since the underlying information graph is balanced, we have

N N
SN HEmla=>" > M. (92)

i=1 jeN; i=1 jeN;
Now, let’s integrate both sides of (87) frotp to ¢, Vt > ¢, > 0, then we will get

V(zy) = V(xy,) / ”Ek I3dT —/ Z > —Hq Tr,) — (@) || 2dr, (93)

to 1= 1]€N to j= 1]€N
0<V(xy) / ”Ek |3dr —/ Z Z _Hq Ur,) /y\ki)Hng—i_V(xto)- (94)

02‘1]6/\/ to =1 jeN;

thus

Since we can arbitrarily chooge> ¢y, we can conclude that

ZZ HEk 15+ V (21, >ZZ_quk 4T3,

i=1 jEN; i=1 jEN;

Vi > to. (95)
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Moreover, since

=z

Z > —Hq Tr,) —a@) s = 2(3\7‘ ( > la@r,) - q(%)Hz)2

i=1 jeN; =1 o jen:

N
F (2o X I - anal,)
WZHQ Yr;) @a)”2>

(96)

v

we have

N
; 97)
2

§ Nl I3+ V (i)

Taking the square root of both sides of (97) yields
N
akK ~ ~ af
Vay Z JW > lla@i,) — a@i)ll2 < ; VINIY 5 llewll2 + vV (). (98)

]EM
Let N,,, = max;{|N;|}, then (98) also implies

\/—\/gZZquk ) — a(Ur,) ||2<Z\/—\/7||€k”2+\/7150

i=1 jeN;
BNN INN,,
Z > lla@,) — a@r)ll2 < Z vV Willler ll2 + V(zy,)- (99)
i=1 jeN;

since|q(@i,) — a(@i)|5 = |y5(6) = &(8) — wi() + @), = ws(t) = v, — [E@)]2 — [&(0)]2, replace it
into (99), we can get

NN, < 2NN,
S5 )~ Ol < 4 2 S W+ yf 2 )
=1

=1 jeN;

N N (100)
+> > @@l + > > 1&g @)l
i=1 jEN; i=1 jEN;
in view of (91) and (92), we get
BNN 2NN,
Z Dy —wi®)llz <y Z vV INilllek, |2 + V()
i=1 jeN; (101)
+Z > 1—m—— ) la(@r,) @ki)HerZW\/i\HEki”Z-
i=1 jeN; i=1
In view of (99), (101) further yields
N N
1. /[BNN,,
>0 3 las(t) = wi(0)lla < 30 | (@ = 5 = )y F VIV 4 2 e
i1 jen; -1 (102)
(2—/&— B) 2N N VV(xy,), YVt > 1.

(102) implies that the output synchronization error in th@ltmagent system is bounded by the quantization errors
of agents’ latest transmitted output information by theetimThe proof is completed. ]
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APPENDIXC
PROOF OFTHEOREM5

Proof: Based on Lemma 1, choo3&(x;) fo o)do as the storage function for each agent then we have

Vi = ui(t)q(yi(t)), vt > 0. Consider a storage functlon for the multi-agent systenergiby V' = ZZ 1 Vi, then
we have

I
AMZ
S

4 ZZ k) — q(Ok,)] [£:(t) + a(Tr,)]

i=1 i=1 jeN;
N

=Y > ala@r,) — a(@r)]eit) + Z > ala(@r,) = a(@r.)] a(Gr,) (103)
i=1 jeN; i=1 jeN;
N N

=3 alq(@,) — a@r,)]et) + Z > aq@e)a@,) — Y D aq(@i,),
i=1 jEN; i=1 jEN; i=1 jEN;

as the underlying information exchange graph is balancedhave

N N N
SN ag@)? =05 > aq@e,)®* +05> > aq(@i,)?,

i=1 jeN; i=1 jeN; i=1 jeN;
and therefore it follows that

V= Z > ala(@r,) — a(@r.) Z > 0.5al|a(@x,) — aGiv.);

i= lyEN i=1 jeN; (104)
<ZHEZ Ol > ala@r,) = a@)]ll, - ZZOmeq e,) — 4@
JEN; i=1 jeN;
so if we can guarantee that
s 0.5 U ) — q(Y. v 0.5|la(@r,) — a(@;
)]s < \2\:]&\/1» alla@r,) = @), Xjen; 0-5]a(@r,) — a@i)||, w0 (105)

Sien: ala@i,) —a@e)lll, 12 en; [a@h,) — a@i)] ],

then we will havel” < 0, Vvt > 0. Note that the triggering condition (49) actually guarastéhat (105) is satisfied.
Moreover, we can rewrite (103) as

I
AMZ

v > ala(@,) — a(@r)]a(wi(t)

i=1 jeN;
N

= iz:;jej\/ alq(y;(t) — j(t) — q(yi(t)) +ei(t)] q(i(t)) (106)
N

=> ) alaly; (1) — qluilt Z > alei(t) — =) a(wi(t))
i=1 jEN; =1 jEN;

= —q(Y)"Lq(Y) + E"Lq(Y),

whereY = [y1,92,...,yn]7, E= [e1,€2,...,en]T, q(-) acts component wise on the vecldr and L is the graph

Laplacian of the underlying information exchange grapinc8iunder the triggering condition, we have< 0, in
view of (106), based on LaSalle’s Invariance Principle assuanptionAl, V' < 0 also implies that

Jim [q(yi(t) — a(y; ()] =0, V(i,j) € E(G). (107)
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Further more, since
| X N N
Nzw'(t)zﬁz sz\; k) — a(Ur,)]
N N
NZ Z - q xz Z Z _El )]
i=1 jEN; i=1 jeN;

under assumptioAl, we have

N
N2 alue0) )] =0 and L35 afey0) -] =0,
i—1 jEN,

i=1 jeN;

(108)

thus L SN di(t) = 0 and & S a(t) = oI, #;(0) = 0, V¢ > 0. In view of (107), we can further conclude that
the state of each agent will converge to a value around thigialiaverage asymptotically. The proof is completed.
[ |

APPENDIXD
PROOF OFTHEOREM 6

Proof: With T;; andT}; being constant and finite, one can verify that

t t t t
/0 [ (r)3dr < /0 lo(r)|3dr and /0 g ()| 2dr < /0 w5 (7) 2.
b, +1

/ o (r HQdT— <Z / la(Myigie) |2

whered(-) is the Dirac delta funcUonmi is the number of scattering variables sent from adgentagent; during
the time intervall0, ¢]. Similarly, one can get

/ vy (r)|3dr = Z 8(t — tr,)lg(Mir Tk, I3 < Z / la(My13i,)||5dT,

k;=0

Since

wheren; is the number of scattering variables sent from ag;em agent: during the time interval0, ¢]. Let’s

denote . ne
: ki+1
L@ e =3 [ a5
k1=0 ki

to 9 ni Thjt1 R 9
[l = 30 [ fagi,) |
0 k;=0 b,

let n; denote the number of scattering variables received by agenting the time interval0, t|, then we have
t n;
2 ~ 2
/0 [vfi(7)]|5dr = Z S(t — te, — Tij) || (M1, |5 (109)
=0

Note that due to the delay;; from agenti to agentj, we haven; < n;. Sinceﬂj.;(t) holds the last sample of
v (t), we have
05;(t) = q(Mugy,), fort e [ty, + Ty, t, 41 + Tigl,

therefore

t L 9 ;i tr+1+7T55 R 9 i et . 2
[l =3 [ aomglior = 3 [ a0
0 ;=0 tr, +T5; k:=0 tr;



Similarly, sincev;;(t) holds the last sample af;;(t), we have

0;;(t) = q(Muiy,), fort € [ty + Tji, th,41 + Tjil,

therefore _ ~
t B 9 ) Ui +1+T5 R 9 e bij+1 . 2
[ @l = [ aong) Bar =3 [ o)
0 Jey=0 " tr; T T k=0 tr;

Sincen; > n; andn; > n;, we have

t t t t
| s = [+ [ ek - [ ek = o
Moreover, based on the scattering transformation (52) &8y (ve have

U5 (t) = a(Ma1Gi,) + aMas [y;s(t) — a(Ma1,)], for ¢ € [ty ty,11)
0} (t) = a(Ma1Gi;) + aMoa[yis(t) — ¢(MorT, )], for t € [ty th, 1),

¢ 2 b iy 41
[l =Y [
0 k=0 "tk

therefore
2
a(Marfi,) + aMas [yo(7) = a(MonTie)] a7

i th, +1
=3 [ [0 2ades + @20 a(0erT)
k=0 " tr

— (2a® M3, — 2aM32)q" (Mar iy, )yjs(7) + azMzngyjs(T)Hﬂ dr.

Similarly, we can get

2
2

t U] th; 1
[ lEolzar =Y [ [0 - 200t + 2383 a0,
kj=0""kj

— (2a° M3, — 2aM32)q" (MorG, )yis (7) + G2M222Hyz‘s(7')H§} dr.
With My = M5, we have

[ s = [+ [ el - [ 5

v tk.+1
K ~ 2 ~
=> / [(2GM22 — a®M3,) || g(MarBi,)||; + (2a° M3, — 2aMa2)q" (MarFk, )y;s(7)

nj Tej41
— MO r+ 3 [ [2adn — M) aMari, )
k;=0 J

+ (2a* M3, — 2aMa22)q" (M1 G, )yis(7) — G2M222H?Jis(T)H§} dr,

with aMsyy = 2, we can further obtain

t t t t
Vi =[5l [ i@l + [ 5ol - [ 5ol

i th;+1
- Z /t [4qT(M21§ki)yjs(T) - 4Hyj8(T)H§}dT
ki=0" "ki

7 try+1
e 30 [ (10" Ot 7))}
k=0 " th;
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(110)

(111)

(112)

(113)

(114)



consider a storage function for the multi-agent systemrglwe

N
V=MuY Vitg Y Vy

i=1 (z] €E(G)
by +1
= Mn ZV + Z Z / T (Mor G, )yss(7 — [y )Hg] dr
i=1 k;=0" ki ]e/\/

whereV; is the storage function for agentsuch thatV; = u? (t)y;(t), V¢ > 0. Fort € [tg,, tr,+1], let
€i(t) = Muyi(t) — ¢(M119,),
&;(t) = M [yi(t) — U],
Bk, = Muyk, — ¢(M11Yr,),
and one can see thai(t) = ¢;(t) + M1y, — ¢(M11Yk,) = €;(t) + Ek,, for t € [ty,, tk,+1]. SO

N
My ) Vi= Z Z / Miia Z Yjs(T) — ¢(M21 Y, )} MLH [éi(T) + q(Mllgjki)]dT
=1

i=1 k;=0 JEN;

Z_: /ttk o a Z y]é’ q(Ma1 9, )]T {éi(T) + q(Mllgki)] dr

JEN;
with 0 < 8 < 1, we can get

V Mlle—l-g Z sz

=1 (i,J)€E(G

N T
=>a) [yjs(t) - (J(le%)} [Ez(t) + Q(Mnﬂki)]

=1 jeN;

al 2
+ Z Z a[ (M1, )yjs(t) — |Jys(t H2]

i=1 jeN;

ol 2
=> a[yjs(t) — q(Ma1 Y, } &(t Z > alla(MarGi,) — st

i=1 jEN; i=1 jEN

N R T 2
= Z a[yjs(t) - Q(Mmyki)} ) + Zk,] Z Z a|lq(Ma G, yjs(t)HQ

i=1 jEN; i=1 jEN;

thus
_ N
V<D allyis) = a(Mxgi) |, [[E @), +Z > allyis(t) = a(Meafi)||,|[Ew. |
i=1 jEN; i=1 jEN;
N
- Z allg(Ma1i,) — y;s(t H2

i=1 jEN;

aHst —q M21yk H Hez ||2 +Z Z BHEk H2

1 j5eN; =1 jeN;
2

N
+2 %Hyjs(t) — (M), - Z 3" alla(Magi,) - yss 0|2

i=1jeN; i=1 jeN;

34

(115)

(116)

(117)

(118)

(119)
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choosel < v < 1, then we have

N N
V< Z Z al|y;s(t) — q(Mar g, )|, lI€:(8)]2 — Z Z a(l — g)’YHyjs(t) - Q(legki)H;

i;l JEN; . , i=1 jeN; (120)
302 gglEle = 303 alt= ) = ss) — a5
i=1 jEN; i=1 jeN;
so of we can guarantee that
A e, (1= Dlluis®) — oMo i) |5
(), < . — , Vt € [tg, te,41), 1=1,2,..., N, 121
He ( )HQ ZjeM Hyjs(t) _ Q(M2lyk7;)H2 [ ki kl—i—l) 1 ( )
then we will have
. N a 2 N 5 2
V< Z Z %H@HQ - Z Z a(l - 5)(1 —N|yjs(t) — a(Maai,)||5, vt > 0. (122)
i=1 jEN; i=1 jeN;
Note that -2y )
> jen,(1— %)’vajs(t) - Q(legki)Hg S |A€|Fy<zj€/\fi [[yjs(t) — Q(Mﬂgki)Hz)
Sien |wis(®) = a(Mn i) B Y ien |wis(®) — (Mg, (123)
1-8 -
! ’N?’W Z |wss(t) — a(Ma17,) ||,
o jen,;
thus a sufficient condition for (121) to be hold is given by
18

JEN;

Note that the triggering condition (55) actually assures {124) is satisfied. Now integrating both sides of (122)
from ¢y to t, Vt > tg, then we have

t N a t N 3
V() — Vi(zy,) < Z Z —Hng;dT - Z Z a(l = 2)(1 = 9)||yjs(r) — Q(M21z7kj)H§dT,
¢ 25 ¢ 2

0 i=1jEN; 0 i=1 jeN;
and
P a _ 2 & B 12
0 < V(we) < V(w,) +/ Z Z %HﬁkindT —/ Z Z a(l — 5)(1 —N||yjs(T) — a(Mor ) ||5d7,
to j=1 jeN, to j=1 jeN;
thus

t N t N a
/t >3 alt = D)0 lysa(r) — oMo, |27 < Vo) + / > glEklldr @2s)

0 =1 jeN; 0 =1 jeN;

since we can arbitrarily chooge> ¢, (125) also indicates that

N N
>3 alt = D)0 lselt) — M) 2 < Vi) + D0 S aglEnll vzt 26)

i=1 jEN; i=1 jeN;
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Moreover, because

Z Z )Hyjs( ) — Q(Mmyk H2

i=1 jEN;

N (1 — By -
ZZ - IZA)/Z-(Il V)(ZHyjs(t)—q(leﬂki)H2)2 (127)

so (126) also implies

a(l —

(Z\/— > s — a(Mea )|, ) < V() +ZZ 26H6k 15, V ¢ >t

]EN i=1 jEN;
which further indicates

i=1 m

al-901-7& 1
\/ 2]\[ Z N Z Hyjs M21yk H2
jEN;

5 N
< \/ bl Uisl®) — a(Mar7 (128)
Z\/—]%\:/ H J 219k; H2
N

i=1 jeN;

. YVt >t

where N,,, = maxi{\/\/ |}, or we can rewrite (128) as

Z Z [yjs(t) — a(Mar )|, < \/a(l _NgNm — V(x,)
=1 jeN;
1 3 DY NN Y

i=1 jeN;
SinceaMss = 2, in view of (52), we can conclude that

. . N ~
lim [yjs(t) — ¢(MnGi,)] = lim o [05;(t) — (M1, )]

(129)

. YVt >t

t

wherelim;_. -, ¢(M21yx,) could be considered as the latest transmitted scatteringb@ of agent by the time
t — oo. Moreover, sincdim;_, s ’U”( ) = limy oo q(M119k, ), Wherelim; ., g(M11yk,) could be considered as
the latest transmitted scattering variable of ageby the timet — oo, we have

. . 1 I ~
Jim [y;s(t) — q(Mani,)] = lim = 3 la(M113k,) — ¢(Ma1Gk,) ],

replace it into (129), we can further get

> NN,
hm Z Z |¢(M11k,) — g(Marg,) ||, < 2\/@(1 - ﬁ)("; . V(xy,)
" 1]EN ’ (130)
+ lim 222 Bk ]5> ¥ t > to
t—o00 =1 jen PY)
Note that N N
|¢(M11Gr,) — a(MorGi,) ||, = || M1y, () —&;(t) — Muyi(t) + (1), 131)

> My 0) w0, ~ 550, — et ve> 0
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so we can conclude that

hm Z Z Hy] yi(t)H2 < lim —

< la(Mi1Tk,) — a(Ma1 ) ||
i=1 jeN; e Ml ZZ;J%\; 2
I 35 3] U RS T 5 Sy AOTH
i=1 jEN, i=1 jeN;
- (132)
2 NNwm o 1 E:ZH| oIl
lim —— - K
= My ;j%\:/ B2 —-B8)(1—-7) HElez—Fti’n&O MH i=1 jeN; 3 ’
NN,
lim —— i m vz
+ lim M11 ;%\; [, + Mll\/ 1-9)y1-9) )

because the underlying information exchange graph is bathnwve hav@fv 1 de/\/ HEJ
where

(75)H2 = Zﬁil djeN Héi(t)Hz’
N N N
> lle®l, =D Willle®ll, < Y INll[E@l], + D INilllzw |,
=1 i—1 i—1 i=1

i=1 jeN;
in view of (124), we have

iZWWﬁél S st

N
— q(Mo1 )|, + Z IWVil|[z

i=1 jeN; i JEN; i=1
thus
ﬁ
}iﬂ;loz > el < }L“QOZ > lla(Mdi,) — a(Meagi,)|, + ZINIH% I,
i=1 jEN; =1 jEN;
I} NN, I} NN,
<(1- 5)7\/ =517 V(zy,)+ (1 - 5)7\/5(2 A t@&z INil|IEk.]l, (133)
N
and we can obtain
S5 a0 ma%mzzmuz ¢ V&)
i=1 jeN; i= 1]€N
+ lim —— Zk,
t—o0 Mll ; gj\:/ ’Y) H Hz (134)
1 NN,
< M—H{[2+(2—ﬂ)7]\/5(2_5)(1_ }tli@ozwmgk I,
(1—8)y+2 NN,,
T \/ (TR

which shows that the output synchronization error of thelistll multi-agent system is ultimately bounded by the
guantization error of agents’ latest transmitted samplegput information. The proof is completed
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