Chapter 1. Introduction

The words "Computer Ethics" may sometimes evoke the quip: "'Computer Ethics'…isn't that an oxymoron?" Indeed, the computer has received a great deal of bad press over the years because of its association with things like spam, fraud, and impersonalization, but the computer is not to blame for these things. Obviously it is the people who misuse computers who are unethical, not the computers themselves. This book will show that there are indeed ethics that govern computing. It will examine the basis for ethical decision-making and a methodology for reaching ethical decisions concerning computing matters. Finally, it will concentrate not only upon the theory of computer ethics but also upon its practice, using a case-based approach. 

1.1. An outline of this book


In the remainder of Chapter 1 we will be considering a brief history of computers and the Internet, the meaning of ethics, the distinction between law and ethics, the subjects of ethics, and whether computer ethics is a unique kind of ethics. Chapter 2 will deal with the computer as a humanizing agent. This chapter will show that computers are not the antithesis of what it means to be human. Chapter 3 will allow you to identify your own philosophic worldview. First you will complete the Ross-Barger Philosophic Inventory. Then you will interpret its results and learn how the inventory was formulated and validated. Chapter 4 will give you a systems approach to ethics. Here you will study the philosophies of Idealism, Realism, Pragmatism, Existentialism, and Logical Analysis. Chapter 5 will consider some additional philosophical outlooks that affect ethics. These include Eclecticism, Historicism, Scientism, Nihilism, and Postmodernism. Chapter 6 will provide a framework for making ethical decisions that you can use in solving computer ethics cases. This book will take a case-based approach to computer ethics. Most of the cases that we will use have arisen out of the experience of several computer professionals who have worked with this class over the years. Chapter 7 goes beyond philosophy to consider psychological factors affecting computer ethics. Here we will distinguish between philosophical ethical theories and moral development theories. Then we will look at one of the leading theories of moral development developed by Lawrence Kohlberg. Chapter 8 will pursue the question of whether a common viewpoint can be found for computer ethics. Chapter 9 raises the question of whether computing can be considered a profession. As a follow up to Chapter 9, Chapter 10 will look at the codes of conduct of two leading professional associations, namely, the Association for Computing Machinery and the Institute of Electrical and Electronics Engineers. This chapter will also consider the Ten Commandments of Computer Ethics, a code of ethics formulated by the Computer Ethics Institute in Washington, DC. Chapter 11 will examine a number of computer dilemmas in the category of piracy. Chapter 12 will examine a number of computer dilemmas in the area of privacy. Chapter 13 will examine a number of computer dilemmas in the category of power. Lastly, Chapter 14 will consider Parasitic Computing -- a truly unique case of computer ethics.

1.2. A brief history of computers and the Internet          

At the beginning of a study of computer ethics we need to have some understanding of  how computing has developed in society.  In one sense, computers have been around for a long time, and in another, they are a fairly recent phenonmenon on the human scene. Historically, the first computers were simply fingers and toes. As calculation became more complex, other tools began to be used to leverage the calculating load. This technology developed along the lines of sticks and stones, then the abacus about 1,000 B.C.E. in China, and finally the machines produced during the period of formal mechanics. The inventor of the first mechanical computer was Charles Babbage. [1] In 1822 he produced a working model of a machine he called the Difference Engine. The purpose of this machine was to calculate numbers for use in mathematical tables. In 1830 he invented a programmable "analytical engine" which was intended to use punched cards. This machine never went into production, but its mechanisms for doing branching, loops, and subroutines qualify it to be regarded as a prototype for computers that were produced in later years.

Herman Hollerith was a nineteenth century inventor who actually did use punched cards in computing. He designed a machine for the 1890 U.S. Census that, through a combination of the use of electricity and information punched into cards, greatly increased the speed with which census data could be tabulated. He later left the Census Bureau and founded a private company that eventually evolved to become IBM. [2]

The first electronic computer, ENIAC (an acronym for "Electronic Numerical Integrator and Computer"), began operating at the University of Pennsylvania in 1946. It was invented by John W. Mauchly and J. Presper Eckert. It used an external type of programming made up of cables and switches. There are still programmers working today who once used these "wiring  boards" to program their computers. Although it is apparently a myth that ENIAC dimmed the lights throughout Philadelphia when it was turned on, it did make use of a total of 18,000 vacuum tubes. [3] Computer hardware has progressed over the years from vacuum tubes, to transistors, to integrated circuits, to microprocessors or microchips. These advances have made posssible tremendous increases in speed of operation and in reduction of size. This "smaller but faster" technology allowed for the development of personal computers in the 1970s and 1980s. 

ENIAC was an early form of digital computer. Digital means that data is represented as discrete units, e.g., ones and zeros. Analog, on the other hand, means that data is represented as continuous quantity. An example of analog representation would be a timepiece with smoothly sweeping hour, minute, and second hands. An example of digital representation would be a timepiece with hours, minutes, and seconds that change by discrete numbers. It is interesting that these different representations make for a different "conception" of time. For instance, a person wearing an analog watch is likely to report the time as being "a quarter to eleven," whereas the wearer of a digital watch -- because of the discrete digits that appear on the face of the watch --  might say that the time was "ten forty--five."

A quantum leap in computing occurred with the development of communication between distant computers. The initial work on this type of communication was done in the late 1960s by a U.S. Defense Department agency known as the Advanced Research Projects Agency (ARPA). It constructed a computer network between contractors working for the Defense Department which was known as the ARPANET. A major concern in the development of this network was to insure that if a node on the network were obliterated by an atomic attack, messages would be routed around this node so that communication with the rest of the network would not be disrupted. The ARPANET was followed in the 1970s by the development of the Internet, which was essentially a network of networks. The Internet made it possible for virtually an infinite number of servers to communicate with one another. Its development was enabled by the invention of the Transmission Control Protocol and the Internet Protocol, known by the acronym TCP/IP. These protocols were invented by Vinton Cerf and Robert Kahn. The TCP/IP protocols will be explained in detail in Chapter 14 in the context of the Parasitic Computing Case. The last major development in worldwide computer communication was the hypertext transfer protocol (http). It was invented in 1989 by Tim Berners-Lee while he was working at the European Particle Physics Laboratory in Switzerland. The http protocol facilitates communication by a browser on the World Wide Web (www).

1.3. The meaning of ethics

Ethics is defined by Webster's Third International Dictionary as "the discipline dealing with what is good and bad or right and wrong or with moral duty and obligation." [4] Ethics is a part of philosophy, not science. As John Horgan says: "Science tells us that there are limits to our knowledge. Relativity theory prohibits travel or communication faster than light. Quantum mechanics and chaos theory constrain our predictive ability. Evolutionary biology keeps reminding us that we are animals, designed by natural selection, not for discovering deep truths of nature, but for breeding. The most important barrier to future progress in science -- and especially pure science -- is its past success." [5] Philosophy, on the other hand, does not place limitiations on our knowledge. It deals with questions of quality, not quantity. It is not so much concerned with measuring amounts of things as it is with understanding ideas and concepts. A more rigorous investigation of ethics will be undertaken in Chapter 4, but for now let us conclude by saying that the words "Computer Ethics" do not denote the oxymoron spoken of at the beginning of this chapter. Rather, they symbolize the hope that dilemmas involving one of the world's most complex machines, the computer, can be analyzed with a systematic use of normative value theory. This investigation will not be an easy task. Heinz von Foerster, Professor Emeritus of Biophysics and Electrical Engineering at the University of Illinois at Urbana-Champaign, has suggested the difficulty of such a study. He said: "The hard sciences are successful because they deal with the soft problems; the soft sciences are struggling because they deal with the hard problems." [6]

1.4. The distinction between law and ethics

An assumption is often made that what is right is also what is legal and what is legal is also what is right. However, it is possible for an act to be ethical but illegal, or, conversely, unethical but legal. An example of the former might be the case of objection to fighting in a war by one who truly has a conscientious objection to participating in violent actions, but where the government has not provided for excusing such an individual from service. An example of the latter might be the case of a government sanctioning capital punishment when a majority of its citizens believe it to be an immoral means of punishment.

You will find that computing dilemmas will be analyzed in this textbook more from the standpoint of ethics than from the standpoint of law. I sometimes ask an attorney to visit my computer ethics course and comment on computer ethics dilemmas. Of course the attorney's comments tend to be legally based rather than philosophically based. I do believe that the law is very important and that our society could not survive without it, but I always remind my students that ethics and law are not always the same thing. Computer ethics dilemmas should be analyzed and solved on the basis of enduring ethical principles, even if there is an argument about which of these principles should enjoy priority. Dilemmas should not be analyzed and solved primarily on the basis of legal precedents that change with time, shifting majorities, and revisions of law.

1.5. The subjects of ethics

By "subjects of ethics," I mean those persons to whom ethics applies. As might be concluded from the statement in the previous paragraph that it is people who are unethical and not computers, the subjects of ethics are basically individual human beings. Human beings are the subjects of ethics because they are free in their actions and therefore are responsible. To the extent that a person's action or choice is constrained in some way, to that extent a person is not acting or choosing freely. Such a person is therefore limited in the responsibility that she/he has for her/his actions or choices. Thus, those actions or choices cannot be called either fully ethical or unethical.

Besides individuals, moral or corporate persons may also be the subjects of ethics. What this means is that institutions and organizations must bear responsibility for their corporate activity just as individuals do. Corporations may have a broader scope of activity and may not be as easy to isolate as are individuals, but they bear the same degreee of responsibility for the effects of their actions as individuals do.

1.6. Whether Computer Ethics is a unique kind of ethics

A word of acknowledgement should be given at the start of this section to James H. Moor, a philosopher at Dartmouth College, for his groundbreaking article in 1985 on computer ethics. [7] In that article Moor spoke of computers as "logically malleable," in other words as able to occasion all sorts of new possibilities for human action and hence also able to create "policy vacuums" (absence of policies for dealing with these new possibilities). He saw computer ethics as a way to analyze these policy vacuums and to formulate appropriate policies.

Since Moor's article, other questions have arisen concerning the field of computer ethics. A central question has been whther computer ethics is essentially different from other kinds of ethics. Traditional computer ethicists maintain that the principles of ethics are relatively constant, no matter to what areas of activity they might be applied. That is to say, the principles of medical ethics, legal ethics, and computer ethics are all the same. They do not differ from one professional field to another. Another way to put this is: theft is theft, no matter whether it is done at the point of a gun or by means of a computer. Some computer ethicists, such as Deborah G. Johnson, suggest that new circumstances occasioned by the usage of a computer make for new questions about how ethical principles are to be applied. [8] In this sense the unique features of the computer do give rise to new ethical problems. Undoubtedly, the way in which computers operate has created new ethical problems. These problems, if not "new" in the sense of a new genus of problem, are at least new in the sense of a new species. This is true because of the change in the scope and scale of the "old" problem brought about by the way in which the computer operates. Consider the following problems as examples:

1.6.1. Speed/reflex behavior

Computers have facilitated an increasing speedy form of communication. However, an example where this speed can cause unique problems is the "flame" phenomena. This occurs when, after reading some posting or e-mail, a person immediately sends off an e-mail response in which the person uses an immoderate tone which the person would not use if she or he had taken the time to write a traditional letter or had contacted the recipient in person or by phone.

1.6.2. Storage/privacy

Massive numbers of files can be retained on a computer for indefinite periods of time. Once information is recorded in these files and shared with other computers at lightning rates of speed, information about people (whether accurate or inaccurate) can take on a life of its own and invade people's privacy in a way never before possible.

1.6.3. Identity theft

It is possible, using a computer, literally to steal another person's identity. The large number of people who have been victims of such theft can testify to the great amount of time and trouble that are involved in recovering from such theft.

1.6.4. Internationality

Computer transmissions do not stop at national boundaries. For example, what is considered obscene (and perhaps illegal) in one country, can be sent into that country from another country in which there is no such prohibition. 

1.6.5. Copying/stealing

In a few seconds with a few clicks of a mouse images and text can be stolen using a computer and can then be applied out of context or without attribution to their true author.

1.6.6. Perversion

Pornography: Sites exist which display material without regard to the age of the viewer and which can be disguised to avoid detection by pornography filters (see, for example, http://www.whitehouse.com).

Gambling: Sites exist (some of which are located offshore) where one can remotely gamble for money, using a credit card. This gambling is done against computer programs rather than against human beings. These gambling sites may use unfair odds and may not pay off a player's winnings.

Stalking: Stalking with a computer may best be illustrated by presenting the first of the cases to be used in this textbook. The case concerns a student who used a computer to monitor his ex-girlfriend by checking how often she logged on, from what terminal she logged on, and with whom she communicated. It is entitled the "Fingering" ethics case. It was written by John Halleck of the University of Utah, copywrited in 1996, and is used with Mr. Halleck's permission. First a bit of background is provided on this case. Most computer systems have a "finger" command of some sort. This command tells if a given user is on the system or not, information about when that person was last on, and, often, information as to the location where the person logged in. The finger command on a system at a fictitious university that will be known as Whatsamatta U. also says whether the person has new mail (and when it was last read). Some finger commands even tell from whom the person last received mail. This "feature" would no doubt have been disabled on machines at the University in the years after this case was written. Most people at the University would agree that this information is more or less "public." Now for the substance of the case: Administrators discovered that one of their student machines was severely bogged down, in a manner that made it painful for the average student to use. It was discovered that a particular student's script was eating up all the available resources of the machine. Contrary to stated policy, it was a background script that continued running 24 hours a day, whether or not the student who had written the script was logged on. This script had large amounts of network bandwidth communicating with other machines and used large amounts of central processing unit time. Since this was a student who had been the source of prior problems, the administrators were very curious as to what the student was doing. They were afraid he was trying to crack other systems using the University's system. It was discovered that the student was doing the finger command on his ex-girlfriend on every machine she had access to, several times a second. The result of these fingers was being compiled by the script to form a profile of when and where she was logging in, reading mail, etc. The script was gathering statistics on which labs she used, and how often she used them. The student thus had statistics on the labs where she read mail and what hours she kept. At the time this incident happened, the system mail logs were readable by users. So the student was searching the mail logs regularly (every 60 seconds) to see what mail had been delivered to her. He was collecting lists of the people with whom she corresponded, and how often she corresponded with them. The student's account was terminated on grounds that he violated the policy against background processes. The person being fingered was also informed of what was happening. There are a number of very serious ethical issues here concerning what the limits should be in investigating the student, what the student was doing, and what the administration's response should be. The student argued that the information was "public" and there was nothing wrong with what he was doing (except for the background process issue). By the student's argument, what he was doing would be acceptable if he were actually at the terminal doing it. The student also argued that the administration went too far in investigating what he was doing and that it should have just terminated the account when the problem was traced back to him. He argued that anything further that the administration did was just prying into his private life. The student argued that the administration violated his privacy by informing his ex-girlfriend of what he had been doing. The administration, on the other hand, argued that what he was doing was an invasion of his ex-girlfriend's privacy. It argued that what he was doing was an excessive waste of computer resources. It argued that his history with the University meant that the administration didn't have to give him the benefit of the doubt on anything he was up to, and that meant that he would be investigated more than other students. It argued that his behavior was such that his ex-girlfriend had a right to know what he had done. Any of these points could, in good faith, be argued either way. The issues here are serious, involving policy, ethics, social norms, and even the responsibilities of administrators who go beyond the written rules. Here are the subsequent developments in the case. The ex-girlfriend regarded the student's actions as frightening, and these actions were added to the stalking complaint that she had already filed with the local police. Some things have changed since this case was written a number of years ago. There are still vendors whose "finger" command gives out full information, but it would now be rare for administrators to allow that to happen. Having the system logs readable (so that one can see what mail went through) is also less common. However many vendors still set that level of readability as the default. [9]

1.7. Social issues

    1.7.1. Gender

Computer Science is still a male-dominated field. Research indicates that this is the result of social ineqities. [10]

    1.7.2. Race and Social Class

Consider these statistics from a 1998 study published by Henry Jay Becker of the University of California, Irvine. Only about 22% of children in families with annual incomes of less than $20,000 have access to a home computer, compared with 91% of children in families with incomes of more than $75,000. [11] Clearly, the rich have more access to computing resources than do the poor. But is not this the same as saying that the rich have more access to all the more expensive things in life? After all, this is the way things work in a capitalist society. However, can it not be argued that the computer is such a basic tool in modern life that it is morally wrong for the poor not to have equal access to it?

1.8. Privacy

    1.8.1. Selling private data

Is it fair for someone to harvest e-mail addresses on the Web, along with other information about the holders of these e-mail addresses such as their browsing interests and purchasing activity, and then sell this information to mass marketers who will then send unwanted spam to these addresses?

    1.8.2. Opt-in vs. opt-out of sollicitation

Is it unfair to marketers to prevent them by law from sending e-mail only to those who have in some way requested it? 

1.9. Conclusion


Besides the "new" ethical problems mentioned above which are caused by a change in scope and scale of old problems, there is also the question of whether new features of computer technology can raise moral dilemmas which amount to a new genus of problem rather than just a new species. Herman Tavani speaks of this possibility in an article on the uniqueness debate in computer ethics. [12] Questions concerning changes in ethics occasioned by new computer features will be addressed in Chapter 14. In that chapter a unique computer ethics case called Parasitic Computing will be examined. Basically new and different dilemmas can also raise the question of whether new ethical systems might be required for their solution. This possibility is addressed by Luciano Floridi and J.W. Sanders in a proposal for a new ethical system known as Information Ethics. This proposal suggests that "information" be given moral status and that the realm of morality no longer be limited to human beings, or even to living entities. [13] It might be said that this proposal tests the boundaries of ethics, since ethics has until now been  anthropocentric. That is, it has been concerned exclusively with human beings. We will return to this question in Chapter 4 when we consider systematic ethical theories.

Clearly the computer, as a tool, has raised new problems for society. Some would claim that it is more than a tool simply because of its widespread impact on society. I agree indeed that the computer is having a radical impact on society, but I maintain that the computer is simply a tool. The fact that it can be employed in many different areas of life, inside or outside the workplace, does not stand in the way of its being understood basically as a tool. Its great utility and its great potential for social good or evil comes from the fact that it is a very fundamental kind of tool, as James H. Moor has said. We might think of it as an extension of the human nervous system with input, processing, and output functions. Its potential comes from the fact that is so similar to human operation. Its processing ability, which enables it to do programmed decision-making, makes it a unique extension of the human person. This is a topic that will be considered in the next chapter.

In summary, on the question of computer ethics as a unique kind of ethics, I do not believe that computer ethics are qualitatively different from medical ethics or legal ethics or any other kind of professional ethics. I do, however, believe that the nature of the computer and its operation gives certain dilemmas in computing a difference in degree that approximates a difference in kind and that certainly makes Computer Ethics a unique field of study.
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