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Abstract

In this paper we establish new restrictions on the symplectic em-
beddings of basic shapes in symplectic vector spaces. By refining an
embedding technique due to Guth, we also show that they are sharp.

1 Introduction and main results

Consider R2n equipped with coordinates (x1, . . . , xn, y1, . . . , yn) and its stan-
dard symplectic form ω0 =

∑n
i=1 dxi∧dyi. Let B2k(R) denote the closed ball

of radius R in R2k. Gromov’s Nonsqueezing Theorem states that there is no
symplectic embedding of B2n(1) into B2(R)×R2(n−1) for R < 1, [9]. We are
interested here in intermediate nonsqueezing phenomena for domains with a
large factor. Accordingly, we will assume throughout that n ≥ 3. The basic
motivating problem for this work, which remains open, is the following.

Question 1. What, if any, is the smallest value of R > 0 such that there
exists a symplectic embedding of B2(1)× R2(n−1) into B4(R)× R2(n−2)?

Prior to the current paper, the most that could be said is that if such an
emebedding exists, then R must be at least

√
2. This bound is implied by

the second Ekeland-Hofer capacity from [7].
In [10], L. Guth constructs new symplectic embeddings of polydiscs which

represent a major breakthrough in our understanding of the following bounded
version of Question 1.

Question 2. What, if any, is the smallest value of R > 0 such that there
exists a symplectic embedding of B2(1)×B2(n−1)(S) into B4(R)×R2(n−2) for
arbitrarily large S > 0?

1
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Among other things, Guth’s work settles the existence issue here. 1) In the
setting of Question 2, the second Ekeland-Hofer capacity again implies that
R must be at least

√
2. The following improvement of this bound is the main

result of this paper.

Theorem 1.1. For any 0 < R <
√

3 there are no symplectic embeddings of
B2(1)×B2(n−1)(S) into B4(R)× R2(n−2) when S is sufficiently large.

In fact we prove a slightly stronger result. For convenience, identify R2n

with Cn using the complex coordinates zj = xj + iyj. Let

E(1, S, . . . S) =

{
(z1, . . . zn) ∈ Cn |z1|2 +

|z2|2

S2
+ . . .+

|zn|2

S2
≤ 1

}
and denote by CP 2(R) the complex projective plane equipped with the sym-
plectic form R2ωFS where ωFS is the standard Fubini-Study symplectic form.

Theorem 1.2. For any 0 < R <
√

3 there are no symplectic embeddings of
E(1, S, . . . S) into CP 2(R)× R2(n−2) when S is sufficiently large.

A brief outline of the proof. As in [9], Theorem 1.2 is proved via an
existence theorem for certain holomorphic curves. Suppose that for any S > 0
there is a symplectic embedding φ(S) of E(1, S, . . . , S) into CP 2(R)×R2(n−2).
It suffices to show that for every positive integer d < S/

√
3, there exists

a holomorphic plane of degree d in the (negative) symplectic completion of
(CP 2(R)×R2(n−2))rφ(E(1, S, . . . , S)) whose negative end covers the shortest
simple Reeb orbit on the boundary of φ(E(1, S, . . . , S)) a total of 3d − 1
times. In particular, the symplectic area of such a curve is both positive and
equal to dπR2 − (3d− 1)π and so the existence of these curves implies that
R2 > (3d− 1)/d for all d > 0.

To prove this existence result we use a cobordism argument to reduce it
to an equivalent problem for curves in a four dimensional symplectic man-
ifold. Starting with well known results concerning holomorphic spheres of
degree d in a blow-up of CP 2(R), we then settle this alternative existence
problem using automatic regularity theorems, the compactness theorem for
splittings from [2], and several new techniques, many of which involve fami-
lies of holomorphic curves with varying point constraints. In fact, we prove

1)Before Guth’s work it was commonly thought that the answer to Questions 1 and 2
was that no such R exists.
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the existence problem in dimension four first, and then we apply it in the
manner described above.

Sharpness. We also prove that Theorem 1.1 is sharp in the following sense.

Theorem 1.3. For any R >
√

3 there exist symplectic embeddings of B2(1)×
B2(n−1)(S) into B4(R)× R2(n−2) for all S > 0.

The proof of Theorem 1.3 involves a refinement of Guth’s embedding proce-
dure from [10].

Remark 1.4. We do not know whether there exists a symplectic embedding
of B2(1)×B2(n−1)(S) into B4(

√
3)× R2(n−2) for all large S.

1.1 A related result

Our approach also allows us to settle the following related problem.

Question 3. What are the smallest value of R1 ≤ R2 for which there are
symplectic embeddings of B2(1)×B2(n−1)(S) into B2(R1)×B2(R2)×R2(n−2)

for all S > 0?

More precisely, by compactifyng B2(R1)×B2(R2) to CP 1(R1)×CP 1(R2),
and replacing the study of holomorphic curves of high degree, say d, in CP 2

by curves of degree (d, 1) in CP 1 × CP 1, an identical argument to the one
used to prove Theorem 1.1 yields the following result.

Theorem 1.5. If R1 <
√

2 then there are no symplectic embeddings of
B2(1) × B2(n−1)(S) into B2(R1) × B2(R2) × R2(n−2) when S is sufficiently
large.

This restriction is again stronger than those imposed by the Ekeland-
Hofer capacities which imply that no such embeddings exist, for large enough
S > 0, when R1 < 1. Moreover, Guth’s embedding results again imply (this
time directly) that Theorem 1.5 is sharp in the following sense.

Theorem 1.6. ([10]) For any R >
√

2 there exist symplectic embeddings of
B2(1)×B2(n−1)(S) into B2(R)×B2(R)× R2(n−2) for all S > 0.
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1.2 Organization

The next section contains some background material and the proof of the
crucial existence result, Theorem 2.36, which concerns special holomorphic
curves in certain four dimensional symplectic manifolds. Theorem 1.2 is then
proved in Section 3. Our proof of Theorem 1.5 is completely similar and is
thus omitted. In Section 4, we construct the embeddings of Theorems 1.3
and 1.6.

1.3 Acknowledgements

The authors would like to thank Dusa McDuff for helpful comments and
suggestions. We also thank an anonymous referee for pointing out gaps in
previous proofs of Proposition 2.33 and Proposition 3.4, as well as for many
other helpful remarks incorporated into the text.

2 On holomorphic curves in dimension four

Throughout this section we fix a real number R > 1 and a positive integer
d. As described below, we also fix a symplectically embedded ellipsoid E
in CP 2(R), the complex projective plane equipped with the symplectic form
R2ωFS. The main result in this section is Theorem 2.36 which establishes
the existence of certain holomorphic planes of degree d in the negative sym-
plectic completion of CP 2 r E. Starting with a well known moduli space of
seed curves in CP 2#CP 2, the symplectic manifold obtained from CP 2(R)
by blowing up a ball inside of E, we detect the desired curves as part of the
possible limits which occur when one stretches the neck along the boundary
of E.

2.1 An embedded ellipsoid

Let us first recall some basic facts concerning standard ellisoids in R4 = C2.
For a < b, let E(a, b) denote the ellipsoid

E(a, b) =

{
(z1, z2) ∈ C2 |z1|2

a2
+
|z2|2

b2
≤ 1

}
.

If a2

b2
∈ R r Q, then the standard Liouville form on C2 restricts to ∂E(a, b)

as a contact form αE(a,b) which has exactly two simple Reeb orbits, γ1 and
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γ2, which lie in the planes {z2 = 0} and {z1 = 0}, respectively. The action
of γ1 is πa2 and the action of γ2 is πb2. The Conley-Zehnder indices of these
orbits, with respect to the natural trivialization of the z1 and z2 coordinate

planes, are given by µ(γ1) = 3 and µ(γ2) = 2 + 2
⌊
b2

a2

⌋
+ 1. More generally, if

γ
(r)
j is the r-fold cover of γj, then we have

µ(γ
(r)
1 ) = 2r + 2

⌊ra2

b2

⌋
+ 1 (1)

and

µ(γ
(r)
2 ) = 2r + 2

⌊rb2

a2

⌋
+ 1. (2)

These trivialization along closed Reeb orbits will be used throughout, see
Section 2.4 below.

Now for S >
√

2 it follows from Theorem 2 of [17] that the ellipsoid
E(1/S, 1) can be symplectically embedded into the interior of B4(1) and
hence CP 2(R). For a fixed degree d we now fix such an embedding of
E(1/S, 1) for an S satisfying

S >
√

3d. (3)

In what follows, we will denote E(1/S, 1) by E and will identify E with its
image in CP 2(R).

2.2 Moduli spaces of seed holomorphic curves

For an r < 1/S, let (CP 2#CP 2, ωR,r) be the symplectic manifold obtained
from CP 2(R) by blowing up the ball B4(r) inside E. 2) Let J be the space
of smooth almost-complex structures on CP 2#CP 2 which are tame with
respect to ωR,r and denote the homology class of the exceptional divisor in
CP 2#CP 2 by E and the homology class of a line in CP 2 by L.

For a fixed J in J and an ordered collection of points p1, . . . , p2d in
CP 2#CP 2, we consider the moduli space Md(J, p1, . . . , p2d) defined as{

(f, (y1, . . . , y2d)) | ∂̄Jf = 0, f(yi) = pi, [f ] = dL − (d− 1)E
}
/G,

where f is in C∞(S2,CP 2#CP 2), (y1, . . . y2d) is a 2d-tuple of pairwise distinct
points in S2, and G is the reparameterization group PSL(2,C) of the domain.

2)The choice of the radius r of this ball will be used explicitly later, see Lemma 2.29.
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We will also consider the moduli space of unconstrained holomorphic
spheres associated to an almost-complex structure J ∈ J and a homology
class A ∈ H2(CP 2#CP 2) defined as

MA(J) =
{
f ∈ C∞(S2,CP 2#CP 2) | ∂̄Jf = 0, [f ] = A

}
/G.

Definition 2.1. A collection of points {pi}2d
i=1 is said to be in general position

relative to J if no somewhere injective J-holomorphic sphere of virtual index
2k has image intersecting more than k of the points. In particular, there are
no somewhere injective J-holomorphic spheres of negative virtual index.

The main result of this section is

Proposition 2.2. Suppose that the points {pi}2d
i=1 are in general position

relative to J . Then the moduli space Md(J, p1, . . . , p2d) consists of a single
class represented by an embedded, regular holomorphic sphere.

2.2.1 The proof of Proposition 2.2

We begin with a few technical preliminaries.

Proposition 2.3. The space Md(J, p1, . . . , p2d) has virtual dimension 0.

Proof. The index formula for closed holomorphic curves is well known, see
for example the book [15].

Lemma 2.4. Suppose that the points {pi}2d
i=1 are in general position relative

to J . If f is any curve representing a class in the space Md(J, p1, . . . , p2d)
then f is embedded and the linearized Cauchy-Riemann operator at f is sur-
jective. The canonical orientation of every class in Md(J, p1, . . . , p2d) is +1.

Proof. As the class dL − (d − 1)E is primitive, holomorphic spheres repre-
senting this homology class are necessarily somewhere injective.

The adjunction formula, Theorem 2.6.3 in [15], now implies that f is
actually embedded. It now follows from automatic regularity, see [11] or
Lemma 3.3.3 of [15], that f is regular inMd(J, p1, . . . , p2d). Indeed, as shown
in Section 3 of [11], any element s of the kernel of the relevant linearized
operator can be represented as a section of the normal bundle ν of the image
of f in CP 2#CP 2 which is holomorphic with respect to a certain complex
structure for which the zero section is also holomorphic. But as the normal
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bundle has Chern class c1(ν) = 2d−1 and s has zeros at p1, . . . , p2d, it follows
from positivity of intersection that s must vanish identically. Thus the kernel
is trivial and as the virtual index is 0 the curve is regular. We thank the
referee for this argument.

For f as above, let Df denote the Cauchy-Riemann operator at f . The
canonical orientation of the class [f ] ∈ Md(J, p1, . . . , p2d) is determined by
the mod 2 spectral flow of a family of linear operators of the form Df +P t

where the P t are compact and the end point Df + P 1 is complex linear
and bijective, see Remark 3.2.5 of [15]. The automatic regularity argument
above applies to the operators Df +P t as well. Since these operators all have
Fredholm index zero, their kernels must all be trivial and hence the spectral
flow has no crossings. From this is follows that the canonical orientation of
any class [f ] is (−1)0 = +1.

Lemma 2.5. Assume that J ∈ J is regular for every moduli space of holo-
morphic spheres MA(J) 3), that is, the linearized Cauchy-Riemann operator
is surjective at all somewhere injective curves. The sets of 2d-tuples of points
which are not in general position relative to J is of codimension 2. In other
words, such sets of points in (CP 2#CP 2)2d lie in the image of countably
many smooth maps from manifolds of dimension at most 8d− 2.

Proof. Let B be a moduli space of somewhere injective holomorphic spheres
of virtual index 2k. Let Bk+1 denote the corresponding moduli space of
curves equipped with k+1 marked points. There is a smooth evaluation map
Bk+1 → (CP 2#CP 2)k+1. Since J is regular, if B is nonempty then k ≥ 0
and Bk+1 has dimension 2k + 2(k + 1) while (CP 2#CP 2)k+1 has dimension
4(k + 1). The points {pi}2d

i=1 are not in general position only if some subset
of size k + 1 lies in the image of one of these evaluation maps, and so our
result follows.

An identical argument gives the following. For a family of almost-complex
structures {Jt} and for t ∈ [0, 1] we define the moduli spaces

MA({Jt}) =
{

([f ], t) | [f ] ∈MA(Jt)
}
.

We now consider tuples of points of the form

(p1, . . . , p2d, t) ∈ (CP 2#CP 2)2d × [0, 1].

3)The set of such almost-complex structures is of the second category, see for instance
[15], Theorem 3.1.5.
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Lemma 2.6. Assume that {Jt} is regular for every moduli space of holo-
morphic spheres MA({Jt}). 4) The set of points (p1, . . . , p2d, t) such that
{pi}2d

i=1 is not in general position relative to the corresponding Jt is of codi-
mension 2 inside (CP 2#CP 2)2d × [0, 1]. In other words, these points in
(CP 2#CP 2)2d × [0, 1] lie in the image of countably many smooth maps from
manifolds of dimension at most 8d− 1.

Corollary 2.7. The set of maps p̄ ∈ C∞([0, 1], (CP 2#CP 2)2d) such that
p̄(t) = {pi(t)}2d

i=1 is in general position relative to Jt for all t, is of second
category.

Lemma 2.8. Suppose that the points {pi}2d
i=1 are in general position relative

to J . Then the moduli space Md(J, p1, . . . , p2d) is compact. That is, any se-
quence of holomorphic curves representing classes in Md(J, p1, . . . , p2d) has
a convergent sequence which converges C∞-uniformly modulo reparameteri-
zation.

Proof. Holomorphic spheres representing the homology class dL − (d − 1)E
have unconstrained deformation index 4d. By Gromov compactness, for any
sequence as above there exists a subsequence converging in a certain sense
to a cusp curve. This cusp curve consists of a number, say l, of holomorphic
spheres intersecting at nodal points. Suppose that there are N of these
nodes. Letting 2ki be the deformation index of the ith sphere, we then have
the formula

2N +
l∑

i=1

2ki = 4d.

Now, each of our constraint points must lie on at least one of the holomor-
phic spheres, and each of the spheres multiply covers a somewhere injective
sphere of lower index (strictly lower if the cover is nontrivial). Therefore by
the assumption of general position we have

∑l
i=1 ki ≥ 2d. Combining the

two formulas we see that N = 0 and so the cusp curve is in fact a single
(somewhere injective) holomorphic sphere and Gromov compactness gives
C∞-uniform convergence as required.

Similarly we have the following.

4)Again, the set of such families of almost-complex structures is of the second category,
see for instance [15], Theorem 3.1.7.
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Lemma 2.9. Suppose that a sequence of point constraints {p(j)
i }2d

i=1 converges

to {pi}2d
i=1, and let Cj be a class in Md(J, p

(j)
1 , . . . , p

(j)
2d ) for all j. Then if the

{pi}2d
i=1 are in general position for J a subsequence of the Cj converges to a

class C ∈Md(J, p1, . . . , p2d).

At this point we continue with the proof of Proposition 2.2. Choose J and
the constraints {pi}2d

i=1 as in the statement of Proposition 2.2. By Lemma
2.4 and Lemma 2.8 there are finitely many classes in Md(J, p1, . . . , p2d), all
of which have canonical orientation +1. We now show that the number of
these classes is independent of the choice of J and the constraint points. Let
J ′ and {p′i}2d

i=1 be another good set of data. Let {Jt} be a smooth family of
regular almost complex structures, as in Lemma 2.6, such that J0 = J and
J1 = J ′, and let p̄ ∈ C∞([0, 1], (CP 2#CP 2)2d) be such that p̄(0) = {pi} and
p̄(1) = {p′i}. Set

N (Jt, p̄) = {(C, t)|C ∈Md(Jt, p̄(t)) and t ∈ [0, 1]}.
We may assume that p̄ and Jt are chosen such that N (Jt, p̄) is a smooth
oriented 1-dimensional manifold. By Corollary 2.7 we may also assume that
p̄(t) is in general position relative to Jt for all t ∈ [0, 1], and so by Lemma 2.9
the space N (Jt, p̄) is compact. Hence, N (Jt, p̄) is an oriented cobordism be-
tweenMd(Jt, p̄(0)) andMd(Jt, p̄(1)). The number of classes in these spaces,
when counted with sign, must therefore be equal. Since these signs are all
+1, these moduli spaces have the same absolute number of classes.

To show that this number of classes is one we consider the case when
J is integrable. Then CP 2#CP 2 is a holomorphic CP 1-bundle over a CP 1

of degree 1, i.e., there is a holomorphic projection to the line at infinity in
CP 2 whose fibers are lines intersecting the exceptional divisor. There are
meromorphic sections of this bundle with d zeros (corresponding to inter-
sections with the line at infinity) and d − 1 poles (corresponding to d − 1
intersections with the exceptional divisor). These are holomorphic spheres
in our homology class. Picking our 2d points to lie on such a curve we have
a nonempty moduli space. But the self-intersection number of curves in this
class is 2d− 1 and so by positivity of intersection our section will in fact be
the unique curve passing through these points as required.

2.3 Stretching the neck along ∂E

Recall that we have a symplectically embedded ellipsoid E ⊂ B4(R) ⊂
CP 2(R) and we have blown-up a ball B4(r) ⊂ E, where r < 1/S, to ob-
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tain the manifold CP 2#CP 2. We now choose our constraint points pi to be
in E r B4(r) ⊂ CP 2#CP 2, split the manifold CP 2#CP 2 along the bound-
ary ∂E, as in [2], and analyze the limits of holomorphic spheres representing
classes in Md(J, p1, . . . , p2d) under this process. In the present section we
describe the relevant details of the splitting procedure and the immediate
implications of the compactness theorem of [2]. In the section which follows
we refine these compactness results using some of the special features of our
setting.

It will useful to first restrict the class of of almost complex structures on
CP 2#CP 2 that we consider. Let Σ be the exceptional divisor in CP 2#CP 2

and let CP 1(∞) be the line at infinity in CP 2(R). Denote by J ? the subset
of J consisting of almost-complex structures for which Σ and CP 1(∞) are
complex, and which are standard in a fixed open neighborhood UΣ of Σ. In
the remainder of Section 2 we will restrict ourselves to the almost complex
structures in J ?. The fact that Σ and CP 1(∞) can now be assumed to be
holomorphic will allow us to use the positivity of intersection theorem to
control their intersections with other holomorphic curves. This strategy is
used several times (see, for example, the first paragraph of Section 2.4.1).
The restriction on the neighborhood of Σ is used in the proofs of Lemma
2.28 and Proposition 2.37. It is also important to note that in restricting
ourselves to J ? we are not introducing any new difficulties. For example,
the various genericity statements in Section 2.2 continue to hold when J is
replaced by J ? since, when thought of as holomorphic curves, Σ and CP 1(∞)
are automatically regular, and by positivity of intersection multiple covers
of Σ itself are the only curves contained in the fixed neighborhood of Σ.
Moreover, as ∂E is disjoint from both Σ and CP 1(∞), the restriction to J ?

does not influence the neck stretching procedure, the details of which we now
recall.

Let X be the vector field defined near ∂E as the symplectic dual of the
Liouville form. An almost-complex structure J on CP 2#CP 2 is said to be
compatible with E if the contact structure {αE = 0} on ∂E is equal to
T (∂E)

⋂
JT (∂E), and JX is equal to the Reeb vector field of αE. Denote

by J ?
E the set of J ∈ J ? which are compatible with E.

For every natural number N ∈ N, the union of the three pieces(
E#CP 2, e−NωR,r

)
, (∂E × [−N,N ], d(eταE)) , and

(
CP 2 r E, eNωR,r

)
,

attached along their appropriate boundary components, is a symplectic mani-
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fold ((CP 2#CP 2)N , ωNR,r). We recall that αE is the restriction of the standard
Liouville 1-form to ∂E, see section 2.1, and τ here denotes the coordinate on
[−N,N ]. For a J in J ?

E, let JN be the continuous almost-complex structure
on (CP 2#CP 2)N which equals J on the disjoint union of (CP 2 r E) and
E#CP 2, and is translation invariant on ∂E × [−N,N ]. To make each of
the JN smooth one must perturb J near ∂E. As noted in §3.4 of [2], the
choice of this perturbation is irrelevant for the compactness theorem below.
Accordingly, we will henceforth assume that this choice has been made, and
that the almost-complex structures JN are smooth.

Fix constraint points pi in E r B4(r) ⊂ CP 2#CP 2 and a J in J ?
E. For

each N ∈ N let CN be a class inMd(J
N , p1, . . . , p2d) and fix a representative

curve fN for CN . The following compactness theorem is proved by Bourgeois,
Eliashberg, Hofer, Wysocki and Zehnder in [2].

Theorem 2.10. (Theorem 10.6 of [2]) There exists a subsequence of the fN
which converges to a holomorphic building, F.

We now describe the aspects of this theorem which are relevant to our
purposes. The reader is referred to [2] for the precise definitions, statements
and proofs of the general compactness theorem for holomorphic curves under
splittings.

The limits. We begin by describing a holomorphic building F which arises
as the limit of a subsequence of the curves fN (see Chapter 9 of [2]). The
domain of F is a nodal Riemann sphere (S, j) with punctures. The building
F then consists of a collection of finite energy holomorphic maps from the
collection of punctured spheres of Sr{nodes} to one of the three symplectic
manifolds:

•
(
E∞+ , ω

∞
+

)
=
(
E#CP 2, ωR,r

)
∪ (∂E × [0,∞), d(eταE)) ,

• (SE, ωSE) = (∂E × R, d(eταE)) ,

•
(
(CP 2 r E)∞− , ω

∞
−
)

= (CP 2 r E,ωR,r) ∪ (∂E × (−∞, 0], d(eταE)) .

These target manifolds are equipped with compatible almost-complex struc-
tures which are induced by J and are translation invariant on the subsets
which are cylinders over ∂E. The curves of F are then holomorphic with
respect to these almost-complex structures and the complex structures on
the punctured spheres induced by the structure j on S.
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Since each curve of F has finite energy, they are all asymptotically cylin-
drical near each of their punctures, to some multiple of either γ1 or γ2. If F is
a curve of F with image in (CP 2rE)∞− , then the punctures in its domain are
all negative, i.e as z ∈ S2 approaches a puncture on the domain of F , F (z)
takes values in ∂E × (−∞, 0] and its (−∞, 0]-component converges to −∞.
Similarly, each curve of F with image in E∞+ has only positive punctures,
and curves of F with image in SE have both negative and positive punctures
(but by the maximum principle not only negative punctures).

The limiting building F is also equipped with a level structure. For a
building F of level k, this structure is encoded by a labeling of the punctured
Riemann spheres of S r {nodes} by integers from 0 to k + 1, called levels,
such that the levels of two components which share a node, differ at most
by 1. Let Sr denote the union of components of level r and denote by vr
the holomorphic curve of F with (possibly disconnected) domain Sr. Then
v0 : S0 → E∞+ , vr : Sr → SE, for 1 ≤ r ≤ k, and vk+1 : Sk+1 → (CP 2 rE)∞− .
Moreover, each node shared by Sr and Sr+1 is a positive puncture for vr and a
negative puncture for vr+1, each asymptotic to the same Reeb orbit. As well,
vr extends continuously across each node within Sr. As part of the definition
of a limiting building from [2] it is assumed that none of the curves vr, for
1 ≤ r ≤ k, consist entirely of trivial cylinders over Reeb orbits. (Although,
F itself can include some trivial cylinders.) With this, the level structure of
a specific limit is well defined (whereas the limit itself is not, see Remark
2.12).

Lastly, we recall that the curves of F have two collective properties. The
first of these is the fact that the sum, over components, of their virtual
indices is equal to 0, the deformation index of the curves fN . (Formulas for
the virtual indices of the curves of F are described in detail in Section 2.4.)
To state the second collective property, we must first recall the definition of
a compactifcation of a curve of F. This definition depends on the target of
the curve. For a curve G of F with image in SE = ∂E × R one can write
G = (g, a) where g maps the domain of G to ∂E. The map g then extends
to a continuous map G, the compactification of G, which takes the oriented
blow-up of the domain of G to ∂E such that the circle corresponding to
each puncture is mapped to the closed Reeb orbit on ∂E which determines
the asymptotic behavior of G near that puncture, (see Section 4.3 of [2]
for a description of the oriented blow-up, and Proposition 5.10 of [2] for
the asymptotic behavior). Let F be a curve of F with image in (CP 2 r
E)∞− . As described in Section 3.2 of [2], one can identify (CP 2 r E)∞− with
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CP 2 r E via a diffeomorphism Ψ− which is the identity map away from an
arbitrarily small tubular neighborhood of ∂(CP 2 r E) in CP 2 r E. One can
then extend the map Ψ− ◦ F to a smooth map F which takes the oriented
blow-up of the domain of F to CP 2 r E such that each boundary circle
goes to the appropriate closed Reeb orbit on ∂E. A choice of this extension
F is a compactification of F . Similarly, for a curve H of F with image
in E∞+ , one can use a diffeomorphism Ψ+ : E∞+ → E#CP 2 r ∂E to define
a compactification H of H as a smooth extension of Ψ+ ◦ H which takes
the oriented blow-up of the domain of H to E#CP 2, and again takes each
boundary circle to the corresponding closed Reeb orbit on ∂E. If one fixes
a compactification for each of the curves in F, then these maps must fit
together to form a continuous map F : S2 → CP 2#CP 2. The map is smooth
away from the boundary circles and there ωR,r pulls back to a nonnegative
multiple of an area form on S2. The pull-back degenerates only on the parts
of S2 mapping onto Reeb orbits in ∂E, corresponding to curves in SE which
cover the trivial cylinders.

Given the asymptotic convergence of finite energy holomorphic maps the
following is well defined in terms of the notions described above. It gives a
meaning to symplectic area directly in terms of our original symplectic form,
and of course differs from the areas defined by the symplectic forms ω∞+ , ωSE
and ω∞− defined above.

Definition 2.11. The symplectic area of a finite energy holomorphic map
G = (g, a) with image in SE, F with image in (CP 2rE)∞− , or H with image

in E∞+ is defined by
∫
S
g∗ωR,r,

∫
S
F
∗
ωR,r or

∫
S
H
∗
ωR,r, respectively. In the

first integral ωR,r represents the restriction of ωR,r to ∂E, and in all three
integrals the Riemann surface S denotes the domain of the map.

The convergence. Let F be a holomorphic building of level k, as above,
whose domain is the Riemann surface with nodes (S, j). If F is a limit of the
holomorphic spheres fN in the sense of [2], then there exist maps σN : S2 → S
and sequences srN ∈ R, r = 1, . . . , k, such that:

(i). The σN are diffeomorphisms except that they may collapse a finite
collection of circles in S2 to nodes in S. Moreover, σN∗i converges to
j away from the nodes of S, where i is the standard complex structure
on S2.

(ii). The sequences of maps fN ◦ σ−1
N : S0 → E∞+ and fN ◦ σ−1

N : Sk+1 →
(CP 2 r E)∞− converge in the C∞loc-topology to the maps v0 and vk+1,
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respectively. For 1 ≤ r ≤ k the maps ψs
r
N ◦ fN ◦ σ−1

N : Sr → SE
converge to vr in the C∞loc-topology where ψs

r
N is the diffeomorphism of

SE = ∂E × R which translates the R-component by srN .

Here, as is necessary, we are identifying ∂E × (−N,N) ⊂ (CP 2#CP 2)N

with an increasing sequence of domains in SE, E#CP 2 ∪ ∂E × (−N,N) ⊂
(CP 2#CP 2)N with an increasing sequence of domains in E∞+ , and CP 2 r
E ∪ ∂E × (−N,N ] ⊂ (CP 2#CP 2)N with an increasing sequence of domains
in (CP 2 r E)∞− .

Remark 2.12. As described above the limiting building F of a convergent
sequence of holomorphic spheres is certainly not unique. The holomorphic
maps defining F could be reparameterized, and the maps to SE of a fixed
level can all be translated the same distance. As in the closed case con-
stant maps, or ghost bubbles, could be defined on additional components of
S. Finally, in this setting, it is also possible to add additional levels to F
consisting only of trivial cylinders, that is, maps from the punctured plane
which are unbranched covers of the cylinder over a closed Reeb orbit. These
ambiguities can be avoided as in [2] by working only with equivalence classes
of stable buildings.

Notational convention. Sometimes it will be useful to view a holomorphic
building F as a collection of holomorphic curves each of whose domains are
single components of S r {nodes}. These curves, whose domains are all
punctured spheres, will be denoted by a capital letter such as F . It will also
be necessary to view F as being comprised of curves with a fixed level but
with possibly disconnected domains. As in the previous section, such curves
will be denoted by a lower case letter such as v.

2.4 Finer restrictions on the limiting buildings

Exploiting the special nature of the Reeb flow of αE on ∂E, together with
standard regularity results, see for example [15] Chapter 3, we obtain more
restrictions on the curves, with connected domains, that comprise our limit-
ing holomorphic buildings. Along the way we prove some similar restrictions
for some more general classes of curves which will be used later (see Lemma
2.25 and Lemma 2.27).
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Virtual indices. We first derive formulas for the virtual deformation indices
of any finite energy holomorphic curve with genus zero and image in one of
three possible targets resulting from the splitting procedure. We note, in
advance, the following fact which will be exploited later repeatedly.

Lemma 2.13. All finite energy holomorphic curves with genus zero and im-
age in either (CP 2 r E)∞− , SE, or E∞+ represent moduli spaces with even
virtual indices.

This will be seen directly from the index formulas given in Propositions
2.14, 2.16 and 2.17 below.

Before computing indices we first must fix a convention for defining the
Chern number of a finite energy curve F whose target is some ambient sym-
plectic manifold, say X, with cylindrical ends. Such curves do not generally
give closed cycles in X. However, they are asymptotic at their punctures to
closed Reeb orbits and hence can be compactified to give 2-dimensional cycles
with boundary, which can always be perturbed to be defined by immersions.
The definition of the Chern number here then depends upon a choice of triv-
ialization of TX along these boundary orbits. We fix these trivializations to
be compatible with the one used in Section 2.1 to define our Conley-Zehnder
indices.

To be precise, in all cases considered in this paper our Reeb orbits γ will lie
in the boundary of an ellipsoid E in Cn. Thus we have a standard symplectic
trivialization of T (X)|γ coming from restriction of the standard trivialization
on Cn. The linearization of the Reeb flow along γ (extended to act trivially
on the normal vector to ∂E|γ) induces a family of symplectomorphisms ηt ∈
Symp(Cn) for 0 ≤ t ≤ L, where L is the length of the Reeb orbit. We then
define the Conley-Zehnder index µ(γ) following [16], as was done above in
Section 2.1. Suppose that X has real dimension 2n and is equipped with
an almost-complex structure J . The determinant line bundle Λn(X, J) has
a standard section S over E, again using our trivialization. Then c1(F ) can
be defined to be the number of zeros (counted with multiplicity) of a section
of Λn(X, J)|F which agrees with S over γ.

Consider now a finite energy holomorphic curve F with genus zero and
image in (CP 2rE)∞− . As described above, the punctures of F are all negative.
Suppose that F has s−1 ≥ 0 negative ends asymptotic to multiples of γ1, and
s−2 ≥ 0 negative ends asymptotic to multiples of γ2. Say that the ith negative
end covering γ1 does so a−i times, and the ith negative end covering γ2 does
so b−i times.



2 ON HOLOMORPHIC CURVES IN DIMENSION FOUR 16

Proposition 2.14. The virtual deformation index of F (in the moduli space
of finite energy curves with the same asymptotics, modulo reparameteriza-
tion) is

index(F ) = −2 + 2c1(F )− 2

s−1∑
i=1

(a−i + ba−i /S2c)− 2

s−2∑
i=1

(b−i + bb−i S2c). (4)

Remark 2.15. Applying our conventions, the Chern number appearing in
(4) is the same as the usual Chern number, 〈c1(CP 2, J), [F̂ ]〉, where [F̂ ] is the

homology class represented by the cycle F̂ formed by gluing the appropriate
discs in E to the compactification of F . By Poincaré duality this is just three
times the intersection number of F with the line at infinity in the complex
projective space. Hence we will often say that a curve in (CP 2 r E)∞− with
Chern number 3d has degree d.

Proof. The general index formula for genus zero finite energy curves, taken
for example from [8], is

index(F ) = (−1)(2− s−1 − s−2 ) + 2c1(F )−
s−1∑
i=1

µ(γ
(a−i )
1 )−

s−2∑
i=1

µ(γ
(b−i )
2 ). (5)

By the iteration formulas (1) and (2), this formula simplifies to the one in
our statement.

Now, let G be a finite energy curve of genus zero in SE. Suppose that
G has s+

1 positive ends asymptotic to multiples of γ1 with the ith such end
covering this orbit a+

i times, and s+
2 positive ends asymptotic to multiples

of γ2 with the ith such end covering γ2 a total of b+
i times. Suppose also

that G has s−1 negative ends asymptotic to multiples of γ1 with the ith such
end covering this orbit a−i times, and G has s−2 negative ends asymptotic to
multiples of γ2 with the ith such end covering γ2 a total of b−i times.

Proposition 2.16. The virtual deformation index of G is equal to

index(G) = 2(s−1 + s−2 − 1) + 2

s+1∑
i=1

(a+
i + ba+

i /S
2c) + 2

s+2∑
i=1

(b+
i + bb+

i S
2c)

−2

s−1∑
i=1

(a−i + ba−i /S2c)− 2

s−2∑
i=1

(b−i + bb−i S2c).
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Proof. This follows from the general formulas in the same way as Proposition
2.14. In this case, for our trivialization the Chern number term vanishes for
curves in SE.

Finally we consider a genus zero finite energy curve H mapping to E∞+ .
The curve now has only positive ends. Suppose that H has s+

1 positive ends
asymptotic to multiples of γ1 with the ith such end covering this orbit a+

i

times and H has s+
2 positive ends asymptotic to multiples of γ2 with the

ith such end covering this orbit b+
i times. We must also specify the relative

homology class of H. This is determined by the intersection number H · Σ.
With our trivializations for the Conley-Zehnder indices the Chern number
term becomes −H · Σ and we derive the following formula.

Proposition 2.17. The virtual deformation index of H, index(H), is equal
to

2(s+
1 + s+

2 − 1)− 2H · Σ + 2

s+1∑
i=1

(a+
i + ba+

i /S
2c) + 2

s+2∑
i=1

(b+
i + bb+

i S
2c).

If H, as above, represents a class in the moduli space of finite energy curves
contrained to pass through M points then its virtual index decreases by 2M .

Curves in our limiting buildings. We now establish restrictions for those
curves which may appear as part of the limiting buildings from Section 2.3,
as well as other classes of curves with similar properties (see Lemma 2.25
and Lemma 2.27).

First, in analogy with Definition 2.1 we describe what is meant by saying
that a collection of points in E∞+ is in general position relative to the almost-
complex structure on E∞+ determined by J ∈ J ?

E.

Definition 2.18. A collection of points {pi}2d
i=1 in E∞+ is in general position

relative to J if no somewhere injective finite energy holomorphic curve of
genus zero and virtual index 2k has image intersecting more than k of the
points.

As noted in Lemma 2.13 we need only consider curves of even index. We
also recall that the exceptional divisor Σ ⊂ E∞+ is chosen to be holomorphic
and has index 0, and so the definition implies that if the points are in general
position then none of the pi lie on Σ.
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Lemma 2.19. The set of all J ∈ J ?
E which are regular for genus zero finite

energy curves (that is, J such that the linearized deformation operator is sur-
jective at all somewhere injective curves) in any of our three target manifolds
is a subset of the second category. For a fixed regular J ∈ J ?

E the sets of
points which are not in general position is of codimension 2.

Proof. The proof of the first statement is identical to that contained in [15],
Chapter 3. The proof of the second statement is identical to that of Lemma
2.5.

Proposition 2.20. Let F be a holomorphic building which is the limit of
a sequence of curves fN representing classes in Md(J

N , p1, . . . , p2d). For a
regular J in J ?

E, points {pi}2d
i=1 in general position relative to J , and a blow-up

radius r sufficiently close to 1/S we have:

(i). Each curve of F with connected domain and image in (CP 2 r E)∞− is
somewhere injective, regular, and has deformation index equal to zero.
Its (negative) ends are all asymptotic to multiples of γ1 and, in total,
they cover γ1 at most 3d− 1 times.

(ii). Each curve of F with connected domain and image in SE is a multiple
cover of a holomorphic cylinder over γ1, and has virtual index zero.

(iii). Each curve of F with connected domain and image in E∞+ has deforma-
tion index equal to zero (with the point constraints), and its (positive)
ends are all asymptotic to multiples of γ1.

Remark 2.21. As closed curves in CP 2 all have positive deformation index,
part (i) of Proposition 2.20 implies immediately that all curves of F with
image in (CP 2 r E)∞− must have at least one negative end, that is, not
all punctures are removable singularities. If a curve with only removable
singularities appears in E∞+ then up to covers it must be the exceptional
divisor Σ. Our proof will also exclude these possible components (see the
argument at the very end of the proof). Indeed, if we remove this curve then
some component of the remaining building must have a negative constrained
index (since the remaining, possibly disconnected, building still has 2d point
constraints but now its intersection number with Σ is strictly greater than
d−1). Curves in E∞+ without marked points and which miss the exceptional
divisor Σ all have deformation index at least 2, see Proposition 2.17, and so
we see that each curve in E∞+ must intersect either a constraint point or Σ.
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2.4.1 The proof of Proposition 2.20 and some related results

We start our analysis at the top level. Let F be a genus zero finite energy
curve of F with image in (CP 2 rE)∞− . Suppose that F has s−1 ≥ 0 negative
ends asymptotic to multiples of γ1, and s−2 ≥ 0 negative ends asymptotic
to multiples of γ2. Say that the ith negative end covering γ1 does so a−i
times, and the ith negative end covering γ2 does so b−i times. We recall from
Remark 2.15 that the Chern number of such components, with respect to
our trivialization, is just three times the intersection number with the line at
infinity CP 1(∞). This intersection number is nonnegative for each curve of
F (since for J in J ?

E the line at infinity, CP 1(∞), is holomorphic) and the
sum of these intersection numbers over all the curves of F is d (since F is
a limit of holomorphic spheres having intersection number d with CP 1(∞)).
Hence 0 ≤ c1(F ) ≤ 3d. As well, the bound on S from (3) implies that
bb−i S2c ≥ b−i 3d, and so by Proposition 2.14

index(F ) ≤ −2 + 2c1(F )− 2

s−1∑
i=1

a−i − (2 + 6d)

s−2∑
i=1

b−i .

These inequalities lead immediately to the following result.

Lemma 2.22. If a holomorphic curve F of F with image in (CP 2rE)∞− has

nonnegative virtual index, then c1(F ) > 0, s−2 = 0 and
∑s−1

i=1 a
−
i ≤ c1(F )− 1.

Moreover,

index(F ) = −2 + 2c1(F )− 2

s−1∑
i=1

a−i .

If F is somewhere injective, then regularity with respect to generic almost-
complex structures follows from [15], Chapter 3. In this case we can immedi-
ately apply Lemma 2.22. To deal with the possibility that F is not somewhere
injective we require the following result.

Proposition 2.23. Let X be a symplectic manifold perhaps having cylindri-
cal ends and equipped with a compatible almost-complex structure as described
above. A finite energy holomorphic curve u : Z → X is either somewhere in-
jective or there exists a proper holomorphic map φ : Z → Z ′ and a somewhere
injective curve u′ : Z ′ → X such that u = u′ ◦ φ.
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Proof. This follows almost exactly as in the case of closed holomorphic curves,
see for example Proposition 2.5.1 of [15], at least if we assume that the Reeb
flow is nondegenerate. Then our finite energy curves converge asymptotically
to cylinders over closed Reeb orbits and in particular have only finitely many
critical points, see [12]. The proof has already been adapted to finite energy
planes in [13], Theorem 6.2, in which case the map φ is shown to be poly-
nomial. At least in the nondegenerate case this proof applies equally well to
finite energy curves with multiple ends and perhaps higher genus (although
of course in the higher genus case φ may not necessarily be polynomial).

So, if the curve F is multiply covered, then it is a p-fold cover of a simple
curve F̃ . Suppose that F̃ has s̃−1 ≥ 0 negative ends asymptotic to multiples
of γ1, and s̃−2 ≥ 0 negative ends asymptotic to multiples of γ2. Say that the
ith negative end covering γ1 does so ã−i times. It follows from the regularity

of J , that index(F̃ ) ≥ 0. Lemma 2.22 then implies that c1(F̃ ) > 0, s̃−2 = 0,∑s̃−1
i=1 ã

−
i ≤ c1(F̃ )− 1, and

index(F̃ ) = −2 + 2c1(F̃ )− 2

s̃−1∑
i=1

ã−i .

Hence, for F we have s−2 = 0,

s−1∑
i=1

a−i ≤ p

s̃−1∑
i=1

ã−i ≤ c1(F )− p,

and thus
index(F ) ≥ −2 + p(index(F̃ ) + 2) ≥ 0. (6)

The hypothesis of Lemma 2.22 therefore holds for each curve F of F with
image in (CP 2 r E)∞− and we have the following result.

Lemma 2.24. Let F be a curve of F with image in (CP 2 rE)∞− . Then the
virtual index of F is nonnegative and is strictly positive when F is a multiple
cover. The ends of F are all asymptotic to some multiple of γ1, c1(F ) > 0,
and (in the notation above) the total multiplicity of all the negative ends of
F is

s−1∑
i=1

a−i ≤ c1(F )− 1. (7)
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Futhermore, the total multiplicity of the negative ends of all such curves is
at most 3d − 1, with equality only if there is a single component of F with
image in (CP 2 r E)∞− .

Proof. Only the last assertion remains to proved. It follows immediately
from inequality (7) and the observation that if one sums the Chern number
terms c1(F ) over all curves F appearing F one gets 3d.

Arguing as above we get the following useful variation of Lemma 2.24 for
curves not necessarily in F.

Lemma 2.25. Let F be a finite energy curve in (CP 2 r E)∞− of genus zero
such that c1(F ) = e ≤ 3d. Then the virtual index of F is nonnegative and
is strictly positive when F is a multiple cover. Furthermore, c1(F ) > 0, the
ends of F are all asymptotic to some multiple of γ1, and the total multiplicity
of all negative ends is at most 3e− 1.

Now consider a curve G of F whose image lies in the symplectization SE.
Suppose also that G has the highest level among such curves, k. Since none
of the curves of F in (CP 2rE)∞− have negative ends asymptotic to multiples
of γ2, it follows from the existence of the map F that the positive ends of G
can only be asymptotic to multiples of γ1. Suppose that G has s+

1 such ends,
and that the ith one covers γ1 a total of a+

i times. As established above,
curves of F in (CP 2 rE)∞− have in total at most 3d− 1 negative ends when
counted with multiplicity. Hence

s+1∑
i=1

a+
i ≤ 3d− 1 < S2. (8)

Suppose that G has s−1 negative ends asymptotic to multiples of γ1 with
the ith such end covering this orbit b−i times, and G has s−2 negative ends
asymptotic to multiples of γ2 with the ith such end covering γ2 a total of c−i
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times. Then, by Stokes’ Theorem we have

0 ≤
∫
G

dαE

=
π

S2

 s+1∑
i=1

a+
i −

s−1∑
i=1

b−i

− π
 s−2∑

i=1

c−i


≤ π

S2

s+1∑
i=1

a+
i − π

s−2∑
i=1

c−i

≤ π(3d− 1)

S2
− π

s−2∑
i=1

c−i .

Our choice of S satisfying (3) implies that

s−2∑
i=1

c−i ≤
3d− 1

S2
< 1,

and so s−2 = 0. Integrating dαE over G once again, we now have

s+1∑
i=1

a+
i −

s−1∑
i=1

b−i ≥ 0. (9)

Hence the total number of positive ends of G, counted with multiplicity, is
no less than the total number of its negative ends and by (8) and (9) and
Proposition 2.16 we have

index(G) = −2 + s+
1 − s−1 +

s+1∑
i=1

µ(γ
(a+i )
1 )−

s−1∑
i=1

µ(γ
(b−i )
1 )

= −2 + 2s+
1 + 2

s+1∑
i=1

(a+
i + ba+

i /S
2c)− 2

s−1∑
i=1

(b−i + bb−i /S2c)

= 2(s+
1 − 1) + 2

 s+1∑
i=1

a+
i −

s−1∑
i=1

b−i


≥ 0.
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Hence, the virtual index of G is strictly positive unless s+
1 = 1 and

∑s+1
i=1 a

+
i =∑s−1

i=1 b
−
i . This condition is equivalent to the curve being a multiple cover of

a cylinder over γ1. As G has no negative ends asymptotic to γ2 the same
conclusions apply by induction to lower level curves mapping to SE. To
summarize, we have

Lemma 2.26. Let G be a curve of F with image in the symplectization SE.
The positive and negative ends of G are all asymptotic to some multiple of
γ1 and the positive ends cover γ1 at least as many times as the negative ends.
The virtual index of G is nonnegative and is strictly positive unless G has
one positive end and is a multiple cover of a cylinder over γ1.

Again, the same proof yields the following useful result for curves not
necessarily in F.

Lemma 2.27. Let G be finite energy curve in SE of genus zero whose pos-
itive ends are all asymptotic to multiples of γ1 and have total multiplicity at
most 3d − 1. Then the negative ends of G are also asymptotic to multiples
of γ1, the positive ends cover γ1 at least as many times as the negative ends,
and the virtual index of G is nonnegative and is strictly positive unless G has
one positive end and is a multiple cover of a cylinder over γ1.

Finally, we consider a curve H of F whose image is in E∞+ . Our analysis of
the curves G above implies that none of the positive ends of H are asymptotic
to multiples of γ2. Suppose that H has s+

1 positive ends asymptotic to
multiples of γ1 with the ith such end covering this orbit a+

i times. As before
we let M be the number of point constraints on the corresponding moduli
space. Let N be the intersection number of the curve with the exceptional
divisor Σ. The fact that the negative ends of the collection of curves of F
in (CP 2 r E)∞− cover γ1 at most 3d − 1 times, together with the fact that
positive ends of the curves in SE cover γ1 at least as many times as their
negative ends, implies that

s+1∑
i=1

a+
i ≤ 3d− 1 < S2.

Hence the index formula in Proposition 2.17 reduces to

index(H) = 2(s+
1 −M −N − 1) + 2

s+1∑
i=1

a+
i .
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Arguing as above, the curve H can be realized as a p-fold cover of a some-
where injective curve H̃ with the same point constraints. Suppose that this
curve has s̃+

1 positive ends with the ith having multiplicity ã+
i . Then our as-

sumption that the points are in general position implies that the constrained
index

index(H̃) = 2(s̃+
1 −M − Ñ − 1) + 2

s̃+1∑
i=1

ã+
i ≥ 0

where pÑ = N . Since
∑s+1

i=1 a
+
i = p

∑s̃+1
i=1 ã

+
i and s+

1 ≥ s̃+
1 , we then have

index(H) ≥ index(H̃)− 2Ñ(p− 1) + 2(p− 1)

s̃+1∑
i=1

ã+
i

and hence

index(H) ≥ index(H̃) + 2(p− 1)

 s̃+1∑
i=1

ã+
i − Ñ

 . (10)

As with the curves of F with images in the other two targets, we would
like to conclude that the curves like H always have nonnegative virtual index.
It is clear from inequality (10), and regularity, that this requires us to show

that the term
∑s̃+1

i=1 ã
+
i − Ñ is nonnegative. It is precisely at this point where

we need to use the freedom to choose the blow-up radius r.

Lemma 2.28. If the blow-up radius r is sufficiently close to 1/S, then for

every H (and H̃) as above we have

s̃+1∑
i=1

ã+
i − Ñ ≥ 0.

Proof. Since J belongs to J ?
E, the exceptional divisor Σ is holomorphic and J

is standard on the neighborhood UΣ of Σ. By positivity of intersection then
the set H̃−1(Σ) is finite. Denote the restriction of H̃ to the complement of

H̃−1(Σ) by H̃ ′. Symplectically we can identify ErΣ with ErB4(r) (recalling
that Σ was the result of blowing up a ball of radius r). Holomorphically, we
can identify UΣ r Σ with an open neighborhood of the origin in C2. Under
these identifications, our restricted map H̃ ′ extends to the oriented blow-up at
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each of its punctures, as a map (still denoted by H̃ ′) which takes a boundary
circle to a cover of a Hopf circle on ∂B4(r). (The oriented blow-up is again
defined as in [2] section 4.3.) More precisely, if a puncture corresponds to an
intersection point with Σ of multiplicity m, then the corresponding boundary
circle gets mapped by H̃ ′ to the m-fold cover of a Hopf circle. Gluing the
m-times cover of a complex line through 0 ∈ B4(r) to this m-fold covered
Hopf circle, and repeating this for each puncture, we obtain a continuous
map H̃ ′′, holomorphic away from the Hopf circles, whose domain is given by
gluing disks to boundary circles of the domain of H̃ ′, and whose target is
now the positive symplectic completion of E,

(E,ω0) ∪ (∂E × [0,∞), d(eταE)).

As in section 2.3 we can associate to H̃ ′′ a map with domain the oriented
blow-up S of the domain S of H̃ ′′ and target E. Let us denote this map
simply by H and compute its symplectic area with respect to the standard
symplectic form ω0 on E (rather than a form on E#CP 2 as in Definition
2.11). The form ω0 is just the restriction of the standard form on R4 and has
a primitive λ0 whose restriction to ∂E we always denote by αE.

By Stokes’ Theorem we have

∫
S

H
∗
ω0 =

∫
∂S

H
∗
αE =

π

S2

s̃+1∑
i=1

ã+
i .

By construction, we also have∫
S

H
∗
ω0 =

∫
S′
H
∗
ω0 + Ñπr2.

In the second integral S ′ denotes H
−1

(ErB4(r)). The formula holds as the
disks we glue all have area πr2.

Since
∫
S′
H
∗
ω0 ≥ 0 this implies,

π

S2

s̃+1∑
i=1

ã+
i ≥ Ñπr2. (11)

Now d− 1 ≥ N ≥ Ñ and so choosing r sufficiently close to 1/S, say within

1/S4 of 1/S, we can then conclude from (11) that for any curve H (and H̃)
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as above, we have
s̃+1∑
i=1

ã+
i ≥ Ñ .

Together, equation (10) and Lemma 2.28 imply that

index(H) ≥ index(H̃) ≥ 0. (12)

We then have

Lemma 2.29. If the blow-up radius r is sufficiently close to 1/S then for
any curve H of F with image in E∞+ , the positive ends of H are asymptotic
to some multiple of γ1 and the virtual index of H is nonnegative.

Note that the deformation index of the curves in Md(J
N , p1, . . . , p2d) is

zero, and so the sum of the virtual indices of the curves of F, plus twice the
number of nodes connecting components of the same level, is also zero. It
follows from Lemmas 2.24, 2.26, and 2.29, that every curve of F must have
virtual index zero (as we have shown that none can have negative virtual
index). The same three lemmas then yield the three statements of Propo-
sition 2.20. Furthermore, for our sum to be zero we also see that there
can be no nodes connecting components of the same level, and in particular
each component has a positive or negative puncture (that is, a nonremovable
singularity). This was already observed in Remark 2.21.

2.4.2 Monotonicity and still finer restrictions.

For any integer l > 0, one can symplectically embed l disjoint open balls of
radius one into the ellipsoid E(1,

√
l), [19]. Hence, for S satisfying (3), and

given a symplectically embedded E = E(1/S, 1) ⊂ B4(R) ⊂ CP 2(R), we
may choose the constraint points p1, . . . , p2d to lie at the center of disjoint
embedded Darboux balls in E which have radii equal to the blow-up radius
r < 1/S and whose closures lie in the interior of E. We may also assume that
these balls are all disjoint from the ball B4(r) ⊂ E that we have blown-up
to obtain our symplectic manifold (CP 2#CP 2, ωR,r).
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Let J ∈ J ?
E be an almost-complex structure which agrees with the stan-

dard complex structure in the balls around the points pi and induces almost-
complex structures on (CP 2rE)∞− , SE, and E∞+ which are regular for some-
where injective, finite energy curves of genus zero. As no holomorphic curves
have image contained entirely in these balls such J exist. In fact, the al-
most complex structures in J ?

E which satisfy both of these conditions form
a subset of the second category in the set of structures which satisfy just
the first. Assume now that the point constraints are in general position rel-
ative to J . Consider again a sequence of curves fN which represent classes
inMd(J

N , p1, . . . , p3d−1) and converges, in the sense of [2], to a holomorphic
building F. For this new choice of J we get the following refinements of
Proposition 2.20.

Lemma 2.30. With J as above and r sufficiently close to 1/S, the limit
F contains exactly one curve whose domain is connected and whose image
lies in (CP 2 r E)∞− . This curve, F , has exactly 3d − 1 negative ends when
counted with multiplicity. Moreover, the curves of F with connected domain
and image in SE each have exactly one positive puncture, and the curves of
F with connected domain and image in E∞+ are all holomorphic planes.

Proof. Our choice of J forces the negative ends of the curves of F with image
in (CP 2 rE)∞− to cover γ1 at least 3d− 1 times and hence, by Lemma 2.24,
exactly 3d−1 times. To see this, let GE be the collection of curves of F with
images in either SE or E∞+ . Denote by GE the map to E#CP 2 formed by
fitting together compactifications of the curves of GE. By the existence of
the map F : S2 → CP 2#CP 2, the ends of GE cover γ1 the same number of
times, say t, as the curves of F with image in (CP 2 r E)∞− .

Arguing as in the proof of Lemma 2.28, we see that the symplectic area
(see Definition 2.11) of GE is tπ/S2 − (d − 1)πr2 where the negative terms
correspond to the d−1 intesections of GE with Σ. The monotonicity theorem
for holomorphic curves and our choice of J implies that the intersections of
GE with the balls centered at the points pi each have symplectic area bounded
below by πr2. Hence, tπ/S2− (d− 1)πr2 ≥ 2dπr2 and for r sufficiently close
to 1/S we can conclude that t ≥ 3d− 1.

In summary, the curves of F with connected domain and image in (CP 2r
E)∞− have a total Chern number of 3d and, collectively, their negative ends
cover γ1 exactly 3d − 1 times. As shown in the proof of Proposition 2.20,
the deformation index of a curve F in F whose image lies in (CP 2 rE)∞− is
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given by

index(F ) = −2 + 2c1(F )− 2

s−1∑
i=1

a−i .

where s−1 represents the number of negative ends and a−i is the number of
times the ith negative end covers γ1. If there are K such curves, then their
total deformation index is

−2K + 2(3d)− 2(3d− 1) = −2K + 2.

Since the total index must be nonnegative we have K = 1. Hence, there is
exactly one curve, say F , of F in (CP 2 r E)∞− , and F has index zero and
exactly 3d− 1 negative ends, when counted with multiplicity.

The remaining statements of Lemma 2.30 follows easily from the first as
F is a limit of genus zero curves.

Henceforth, we will always assume that the blow-up radius has been cho-
sen sufficiently close to 1/S for Proposition 2.20 and Lemma 2.30 to hold.

2.4.3 Limits of finite energy curves in (CP 2 r E)∞−

The compactness theorems of [2] also cover appropriate sequences of finite
energy curves mapping to (CP 2 r E)∞− , and in our specific setting we can
again obtain some finer restrictions on the possible limits.

Proposition 2.31. Let Fi be a sequence of finite energy holomorphic curves
with connected domains and image in (CP 2 r E)∞− , such that each Fi has
genus zero, degree k < d, index 0, and exactly s negative ends (not counting
multiplicities) each asymptotic to γ1. There is a subsequence of the Fi which
converges in the sense of [2] to a pseudo-holomorphic building consisting of
curves mapping to either (CP 2 rE)∞− or SE. Moreover, the top level curve
of any such limit, say F, consists of a single curve in (CP 2 r E)∞− with a
connected domain. This curve has degree k and s′ ≤ s negative ends. If
s′ = s then we may assume that F has no additional curves with image in
SE.

Proof. The existence of a convergent subsequence follows immediately from
Theorem 10.2 of [2], so for simplicity let us assume that the Fi converge to
F in the sense of [2]. The nature of this convergence has, among others, the
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following four implications: (i) the curves of F with image in (CP 2rE)∞− have
total degree k < d (first Chern number 3k < 3d); (ii) the compactifications
of the curves of F fit together to form a continuous map F from a connected
compact surface with genus zero and s boundary circles to CP 2 r E; (iii) the
sum of the virtual indices of all curves of F is equal to 0, the virtual index
of the Fi; and (iv) F has a level structure and the lowest level curves of F
(with connected domains) have, collectively, the same asymptotic behavior
as the Fi, i.e., a total of s negative ends (not counting multiplicities) each
asymptotic to γ1.

Lemma 2.25 together with property (i) above, implies that the curves
of F with image in (CP 2 r E)∞− , like the Fi themselves, have nonnegative
deformation index and their (negative) ends are all asymptotic to multiples
of γ1 and cover γ1, in total, at most 3k − 1 times.

This asymptotic behavior of the the curves of F with image in (CP 2rE)∞−
together with the existence of the map F implies that each positive end of the
top level curves of F with image in SE must also be asymptotic to multiples
of γ1. By Lemma 2.27 it then follows that the negative ends of the top level
curves with image in SE are also asymptotic to multiples of γ1. By iteration
on the level, we see that for each curve of F with image in SE both the
positive and negative ends are asymptotic to some multiple of γ1. Lemma
2.27 also implies that the virtual index of each of these curves is nonnegative
and is strictly positive unless the curve has one positive end and is a multiple
cover of a cylinder over γ1.

It now follows from the discussion above and property (iii) that each curve
in F has index 0, and that each curve of F with image in SE has a single
positive end and is a multiple cover of a cylinder over γ1. Together with the
fact that the map F has a connected domain, this implies that there is a
single curve, say F , of F with connected domain and image in (CP 2 rE)∞− .
Again, by the discussion above we also see that F has degree k.

Finally, to verify the statement on the asymptotics of F , we utilize prop-
erty (iv). If the collection of lowest level curves of F is F itself, then (iv)
implies that s′, the number of negative ends of F , is equal to s and we are
done. Suppose then that the lowest level curves of F instead map to SE.
As described above, each of these curves has exactly one positive end and
is a multiple cover of a cylinder over γ1. Hence, the existence if F implies
that s′ ≤ s. If s′ = s, then all curves of F with image in SE are unbranched
multiple covers of the trivial cylinder over γ1. In this case, one can omit
these curves from the limit and our sequence still converges to F = F (see
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Remark 2.12).

2.5 Holomorphic curves with varying point constraints

In this section we prove two results involving families of (moduli spaces of)
curves with varying point constraints.

2.5.1 Curves in CP 2#CP 2

Let JN be the almost-complex structure on ((CP 2#CP 2)N , ωNR,r) defined by
J ∈ J ?

E in the manner described in Section 2.3.
Consider the space of smooth paths

Λ(E r Σ) = C∞([0, 1], (E r Σ)2d).

For p̄(t) = {pi(t)}2d
i=1 ∈ Λ(E r Σ), a J in J ?

E and an N ∈ N set

N (JN , p̄) = {(C, t)|C ∈Md(J
N , p1(t), . . . , p2d(t)) and t ∈ [0, 1]}.

Proposition 2.32. Suppose that for a J in J ?
E, the almost-complex struc-

ture JN is regular for every moduli space of holomorphic spheres MA(JN).
Then there exists a subset of Λ(E r Σ) of the second category such that the
corresponding moduli space N (JN , p̄) is a compact 1-dimensional manifold
and the natural projection onto [0, 1] is a diffeomorphism.

Proof. By Corollary 2.7, there is a set of the second category such that for
all t the {pi(t)}2d

i=1 are in general position with respect to JN . By Lemma
2.9 this implies that N (JN , p̄) is a compact 1-dimensional manifold. Finally,
by Proposition 2.2, the space N (JN , p̄) intersects the fibres of the projection
transversally in single classes and so the projection is indeed a diffeomor-
phism.

2.5.2 Stretching the neck

Given an almost-complex structure JN and path p̄ as in Proposition 2.32, let
fN(t) be a smooth family of JN -holomorphic curves such that [fN(t)] is the
unique class of holomorphic spheres for which ([fN(t)], t) ∈ N (JN , p̄).
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Proposition 2.33. There is a subset of J ?
E of the second category such

that for each J in this subset the induced JN are all regular in the sense
of Lemma 2.5 and the corresponding limiting almost-complex structures on
(CP 2 r E)∞− , SE and E∞+ are regular for somewhere injective finite energy
pseudo-holomorphic curves of genus zero. For such J there exist a subset of
paths in Λ(ErΣ) of the second category such that the conclusions of Propo-
sition 2.32 hold for all N . Furthermore, if subsequences fNj(0) and fNj(1)
both converge, then the top level curves of the two corresponding limiting
holomorphic buildings (that is, the two collections of limiting curves which
map into (CP 2 r E)∞− ) have identical images.

Proof. The first statements on regular almost-complex structures and paths
follow from Lemmas 2.5 and 2.19.

In particular by Lemma 2.19 we may assume that for paths p̄ in our
subset the corresponding points {pi(t)} are in general position for all t for the
limiting almost-complex structure on E∞+ . We conclude that the restrictions
of Proposition 2.20 hold for any holomorphic building which arises as the
limit of a subsequence of curves of the form fN(tN).

Let F0 and F1 be the limiting buildings of fNj(0) and fNj(1), respec-
tively. Denote the top level curves of F0 and F1 by v0 = {F 0

1 , . . . , F
0
m0
}

and v1 = {F 1
1 , . . . , F

1
Mε

1
}. Each of the holomorphic curves F 0

i and F 1
j here

has a connected domain of genus zero, finite energy, index zero, and is reg-
ular. Arguing by contradiction, we assume that the images of v0 and v1 are
distinct.

For any sequence of points tNj ∈ [0, 1] we may assume that, after passing
to a further subsequence, the tNj converge and the corresponding holomorphic
spheres fNj(tNj) converge to a holomorphic building such that, by Proposition
2.20, the curves of this building with image in (CP 2rE)∞− have finite energy,
genus zero and index zero. Choose a sequence tNjk in [0, 1] such that tNjk →
t∞ and the curves fNjk (tNjk ) converge to a holomorphic building G whose
top level curve vG is of the form {G1, . . . , Gm0}, where the set of degrees
of the Gi is equal to the set of degrees of the F 0

i . (For example, we can
choose tNjk = 0). Assume further that the total number of negative ends of
vG (not counting multiplicity) is maximal amongst all such limits. This last
condition implies that vG is isolated in the following sense.

Lemma 2.34. If V is the set of all top level curves of limiting buildings of
sequences of the form fNj(tNj), then there is no nontrivial sequence (that is, a
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sequence in which infinitely many terms are distinct) vj in V which converges
in the sense of [2] to a holomorphic building whose top level curve is vG.

Proof. Suppose that such a sequence vj exits. Without loss of generality
we may assume that vj = {G1

j , . . . , G
m
j } where the asymptotic behavior and

the degree of Gi
j do not depend on j. Applying Proposition 2.31 to each

sequence Gi
j it immediately follows that m = m0, and the set of degrees

of the component curves of the vj must match the set of degrees of the
component curves of vG. Relabeling, if necessary, we may assume that the
top level of the limit of Gi

j is Gi. Now the curves Gi are regular and have
index zero, and thus are isolated among curves with the same degree and
asymptotic behaviour. Therefore, if the vi is a nontrivial convergent sequence
the asymptotic behavior of at least one of the Gi

j must be different than that
of Gi and the limiting building of Gi

j must have nontrivial components in SE.
In this case, Proposition 2.31 now implies that the Gi

j have more negative
ends than Gi and hence the total number of negative limits of the vj must be
strictly larger then the total number of negative ends of vG. The existence
of any such vj contradicts the maximality condition for vG.

By assumption, the images of v0 and v1 are not equal and so the image
vG must differ from one of them. As the argument will be identical in both
cases, let us assume that the image of vG is not equal to the image of v1.

Let IG and I1 be the intersection of CP 2 r E with the images of vG
and v1, respectively. It then follows from the unique continuation principle
that IG and I1 are distinct compact subsets of CP 2 r E. Fixing a metric on
CP 2 r E we consider the corresponding Hausdorff metric on compact subsets

of CP 2 r E. For large k, the sets fNjk (t)(S2) ∩
(
CP 2 r E

)
are arbitrarily

close to IG for t near tNjk , and arbitrarily close to I1 for t near 1. Since
IG 6= I1, we can then choose, for all large k, a time tεNjk

∈ (tNjk , 1) such that

fNjk (tεNjk
)(S2) ∩

(
CP 2 r E

)
is a fixed distance, say ε > 0, from IG. Passing

to a subsequence, if necessary, we may then assume that the tεNjk
converge to

some tε∞ ∈ [0, 1] and that fNjk (tεNjk
) converges to a holomorphic building, Fε.

By the choice of the tεNjk
, the image of the top level curve vε of Fε intersects

CP 2 r E in a set whose distance from IG is ε in the Hausdorff metric. Letting
ε→ 0 we can find a nontrivial sequence of top level curves vεl converging to a
building whose top level curve has image IG when intersected with CP 2 r E,
and is somewhere injective by Proposition 2.20. By the unique continuation
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principle, this top level curve must be vG itself. This contradicts the fact
that vG is isolated in the sense of Lemma 2.34.

Let fN(t) and Nj be a family of curves and a sequence as in the statement
of Proposition 2.33. The above proof gives the following information on
the images of the fNj(t), which is a convenient way to apply Proposition
2.33. Let K ⊂ (CP 2 r E)∞− be a compact subset with smooth boundary
∂K such that the limiting component of the fNj(0) in (CP 2 r E)∞− , say v,
intersects ∂K transversally. Define D = v−1(K) and Dj(t) = fNj(t)

−1(K)
where in the latter expression we have identified K with a compact subset
of (CP 2#CP 2)Nj for large j.

Corollary 2.35. Given any ε > 0 there exists a j0 such that if j ≥ j0

then for all t ∈ [0, 1] there is a diffeomorphism gj(t) : D → Dj(t) such that
fNj(t) ◦ gj(t) is ε-close to v|D in a C∞-norm (defined by fixing metrics on D
and K).

Indeed, if the fNj(t) converge uniformly to a building with top level com-
ponent identical to v then we can take the gj to be a small perturbation of
the maps σ−1

Nj
implicit in the definition of convergence in Section 2.3. We

notice that if fNj ◦ σ−1
Nj

is sufficiently C∞-close to v and v intersects ∂K

transversally then by the implicit function theorem fNj ◦ σ−1
Nj

can be slightly
perturbed such that the preimage of ∂K coincides with that of v. On the
other hand, if the fNj(t) do not converge uniformly to a building with top
level component identical to v (up to reparameterization, of course) then
after taking a subsequence and reparameterizing our path we will derive a
contradiction to Proposition 2.33.

2.6 An existence theorem

The key to the proof of Theorem 1.1 is the following existence result.

Theorem 2.36. For any integer d ≥ 1 and a suitable choice of almost-
complex structure J ∈ J ?

E, there exists a regular, finite energy holomorphic
plane of degree d in (CP 2rE)∞− whose negative end covers the periodic orbit
γ1 precisely 3d− 1 times.

Here, as before, E is the (the image of the) ellipsoid E(1/S, 1) and we assume
that S >

√
3d.
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2.6.1 The proof of Theorem 2.36

An overview. As the proof is quite long we will begin with an outline of its
structure. The proof is divided into 7 steps. In the first of these we observe
that for a suitable choice of J , which we fix, Lemma 2.30 provides us with a
viable candidate for the desired curve in (CP 2 rE)∞− . This candidate, F , is
the unique top level curve of a holomorphic building F0 which arises as the
limit of J-holomorphic spheres satisfying special point constraints.

In Step 2, we observe that Proposition 2.33 allows us to view F as part of
the limit F of a sequence of curves which are also J-holomorphic but which
satisfy a different, essentially arbitrary, choice of point constraints. This
freedom to choose point constraints will be crucial in what follows. Also in
Step 2, we use Corollary 2.35 to explore some relationships between F and
F0. These are expressed in terms of the behavior of F on the complement of
a subset of its domain of the form D = F−1(K) where K is a fixed compact
subset of (CP 2 r E)∞− .

To verify that F is the desired curve it suffices at this point to show that
F has exactly one negative end. In Step 3 we prove that, in fact, it suffices
to prove that there is a marked point in each component of the complement
of D in the domain of F. This leaves us with the task of choosing point
constraints so that the resulting limit F has this property.

In Step 4, we define the desired point constraints ( in good position relative
to J) and prove that they exist. These points are first chosen to lie in a
neighborhood of the exceptional divisor Σ where J is standard. Identifying
this neighborhood with a small disk bundle VΣ in the tautological line bundle
L over Σ = CP 1, we then place further restrictions on the points. These
restrictions are expressed in terms of the almost-complex structures which
occur in the process of splitting along ∂E and/or ∂VΣ and the holomorphic
curves in the resulting symplectic completions.

In Step 5 we begin the final formal argument. Arguing by contradiction,
we assume that for our special point constraints there are no marked points
in some component of the complement of D = F−1(K) in the domain of
F. We then discuss a few immediate implications of this assumption and
define a function which measures the distance to F of finite energy curves
in (CP 2 r E)∞− , or in fact of any curves mapping to (CP 2#CP 2)N for N
sufficiently large.

In Step 6, we prove that for all small ε > 0 there exist curves f εN which
map into (CP 2#CP 2)N and are a distance ε away from F in the sense of
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Step 5. The key result is Proposition 2.47 whose proof is the most technical
section of the total argument.

Finally, in Step 7, we complete the proof by taking a limit of the curves
f εN as N → ∞. This limit, Fε, will have total index zero. However, the
fixed distance requirement, for a generic choice of ε, implies that some curve
of Fε which maps into (CP 2 r E)∞− must have positive index. Our various
regularity conditions imply that all the other curves of Fε have nonnegative
indices. Thus, we will obtain the desired contradiction.

Step 1. Identifying a candidate. We begin by fixing points p0
1, . . . , p

0
2d in

ErΣ and an almost-complex structure J ∈ J ?
E which meets all the conditions

required for us to apply Lemma 2.30 and Proposition 2.33. In particular, we
assume that the points p0

1, . . . , p
0
2d lie at the center of disjoint Darboux balls

in E r Σ of radius r (arbitrarily close to 1/S) and that J agrees with the
standard complex structure in these balls. By Lemma 2.19 we may assume
that the JN are all regular and that J induces almost-complex structures on
(CP 2 r E)∞− , SE, and E∞+ which are regular for somewhere injective, finite
energy curves of genus zero. We may also suppose that the p0

i are in general
position for all of the almost-complex structures induced by J .

Let f 0
N be a sequence of curves with [f 0

N ] =Md(J
N , p0

1, . . . , p
0
2d), and let

F0 be the limiting building of a convergent subsequence of the f 0
N . By Lemma

2.30, F0 has a single curve, say F , with image in (CP 2rE)∞− . Moreover, the
domain of F is connected, its negative ends are all asymptotic to γ1 and they
cover γ1 a total of 3d− 1 times. To prove that F is the desired holomorphic
plane it suffices to show the following.

Proposition 2.37. The curve F has exactly one negative end.

Remark 2.38. The point-wise restrictions we have imposed on J all occur
within E#CP 2. Hence, the conclusion of Theorem 2.36 holds for any almost-
complex structure on (CP 2 r E)∞− which is obtained by a splitting along
∂E, is regular for somewhere injective, finite energy curves of genus zero in
(CP 2 r E)∞− , and for which CP 1(∞) is complex.

Step 2. Reidentifying our candidate. To prove Proposition 2.37 we will need
to view F as the unique top level curve in the limiting building of a different
sequence of J-holomorphic curves which satisfy different, carefully chosen,
point constraints. The following immediate consequence of Proposition 2.33
gives us the freedom to do so.
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Lemma 2.39. Let p1, . . . , p2d be any collection of points in E r Σ which
are in general position for all of the almost-complex structures induced by
J . There is a convergent sequence of curves fNj representing classes in
Md(J

Nj , p1, . . . , p2d) whose limiting building, F, has a single curve with im-
age in (CP 2 r E)∞− and this curve has the same image as F .

In what follows, we will simplify notation by writing N instead of Nj and
calling the top level curve of the new building F, F .

We now use Corollary 2.35 to establish a deeper relationship between the
curves of F0 and those of the limiting building F. As in Corollary 2.35, we
first choose a compact subset K of (CP 2 rE)∞− such that F (the unique top
level curve of both F0 and F) intersects ∂K transversally. Here it will be
useful to choose a K of the form

K = (CP 2 r E) ∪ (∂E × [τ, 0])

for some τ < 0. Choosing τ to be sufficiently negative we may assume that
the complement of D = F−1(K) (in the domain of F ) consists of a collection
of once punctured disks, one for each negative end of F , where the boundaries
of the disks are mapped to ∂K, and F is asymptotic at each puncture to a
cover of γ1. Fixing a δ > 0 and with area defined as in Definition 2.11 we
may also assume that the total area of the punctured disks is at most δ. In
other words, the area of F |D is bounded below by dπR2 − (3d− 1) π

S2 − δ.
Denoting the domain of F0 by S0 and the domain of F by S, we now

prove the following result.

Lemma 2.40. There is an unambiguously defined bijection between the com-
ponents of S0 r D and the components of S r D. Moreover, if c0 and c
are corresponding components of S0 r D and S r D, respectively, then c0

and c have the same number of marked points and the collections of curves
c0 = F0|c0 and c = F|c have same total symplectic areas and intersection
numbers with Σ.

Proof. Choose a path p̄(t) = {pi(t)}2d
i=1 ∈ Λ(E r Σ) from the points {p0

i }2d
i=1

to the points {pi}2d
i=1 such that the spaces

N (JN , p̄) = {([fN(t)], t) | [fN(t)] =Md(J
N , p1(t), . . . , p2d(t)) and t ∈ [0, 1]}

are as in Proposition 2.32, where fN(0) = f 0
N and fN(1) = fN . Now choose

a subsequence Nj →∞, such that sequences f 0
Nj

and fNj both converge.
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Corollary 2.35 implies that, for j sufficiently large, up to reparameteri-
zation, the curves fNj(t), for all t ∈ [0, 1], are all C∞-close to one another
when restricted to the preimage of K. Thus we can identify the components
of S2 r (fNj(0))−1(K) with the components of S2 r (fNj(t))

−1(K), contin-
uously in t. As marked points must map to constraint points in E r Σ,
they cannot enter the preimage of K and so corresponding components of
S2 r (f 0

Nj
)−1(K) and S2 r (fNj(t))

−1(K) have the same number of marked
points for all t ∈ [0, 1]. Corresponding components also have approximately
the same boundary image in K. Thus, the symplectic areas of the images
of corresponding components are arbitrarily close for large j, and the inter-
sections numbers of corresponding components with Σ are constant in t for
large j. Passing to the limit j →∞ the result follows.

It will be useful to group the components of S rD into two subsets, C,
the collection of components which contain no marked points, and C̃, the
remaining components. Set C = F|C.

Lemma 2.41. For any δ > 0 and r sufficiently close to 1/S the total area
of the curves in C is less than 2δ.

Proof. Let C0 be the collection of components of S0 r D which contain no
marked points and set C0 = F0|C0 . By Lemma 2.40 it suffices to show that
the statement of the lemma holds for C0 in place of C.

It follows from our choice of K, that the total area of F0|S0rD is at most

(d− 1)π

(
1

S2
− r2

)
+

2dπ

S2
+ δ.

Since the point constraints p0
1, . . . , p

0
2d lie at the center of disjoint Darboux

balls in E rΣ of radius r and J agrees with the standard complex structure
in these balls, we can invoke the monotonicity theorem as in Lemma 2.30.
Let C̃0 be the components of S0 r D not in C0 (which therefore contain all
the marked points) and set C̃0 = F0|C̃0 . Monotonicity then implies that the
curves in C̃0 have area bounded below by 2dπr2. From this and the upper
bound for the area of F0|S0rD above, it follows that for r sufficiently close to
1/S the total area of the curves in C0 is less than 2δ, as required.
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At this point we fix our set K with δ < πr2/3. This is possible as long
as r2 >

(
9d−3
9d−2

)
1
S2 .

Step 3. A sufficient condition. A careful choice of the point constraints
{pi}2d

i=1 will give us enough control over the limiting building F to establish
a condition which is sufficient to imply Proposition 2.37. In this step of the
proof we describe this condition and establish its sufficiency.

Proposition 2.42. If each component of the complement of D = F−1(K) in
S contains at least one marked point, then F has exactly one negative end.

Proof. Arguing by contradiction we assume that each component of the com-
plement of D contains at least one marked point and F has more than one
negative end. Given this we can find two marked points, say y1 and y2,
which lie in different components of S r D. Choose a path of constraints
p̄(t) = {pi(t)}2d

i=1 ∈ Λ(E r Σ) which switches p1 and p2 and leaves the other
points fixed. More precisely, suppose that pi(0) = pi for all i, p1(1) = p2,
p2(1) = p1, and pi(1) = pi for all i > 2. By Lemmas 2.5 and 2.19, for our
fixed regular J we may assume that the pi(t) are in general position for all t.
By Proposition 2.32 for each N there exist corresponding families of curves
fN(t) with ([fN(t)], t) ∈ N (JN , p̄). Moreover, our choice of the path p̄ im-
plies that the curves fN(0) and fN(1) intersect the same constraint points.
By Proposition 2.2, it follows that their images coincide.

Now choose a subsequence Nj as in Proposition 2.33. As described in the
proof of Lemma 2.40, Corollary 2.35 implies that, for j sufficiently large,
we can identify the components of S2 r (fNj(0))−1(K) with the compo-
nents of S2 r (fNj(t))

−1(K), continuously in t. Consider the component
of S2 r (fNj(0))−1(K) containing the marked point y1. The image of this
component under fNj(0) intersects p1 and doesn’t intersect p2 (as our curves
are embedded), whereas the image of the of the corresponding component
of S2 r (fNj(1))−1(K) must intersect p2 and not p1. This implies that the
curves fNj(0) and fNj(1) must have different images which is the desired
contradiction.

Step 4. Good point constraints. We now define and establish the existence
of special point constraints {pj}2d

j=1 which will allow to prove Proposition 2.37
using Proposition 2.42. The conditions imposed on these points all refer to a
new splitting defined near the exceptional divisor Σ which we now describe.
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A splitting near Σ. Recall that the assumption that J belongs to J ?
E

implies that J is equal to the standard integrable complex structure in a small
open neighborhood UΣ of Σ. For a sufficiently small εΣ > 0 we can choose
a closed subset VΣ of UΣ which can be identified with a small disk bundle
in the the holomorphic line bundle L of degree −1 over Σ = CP 1, in such a
way that VΣ r Σ equipped with J is biholomorphic to B4(εΣ) r {0} ⊂ C2.

For N ∈ N and M ∈ [0,∞), let JNM denote the result of stretching J
to length N along ∂E and to length M along ∂VΣ. Note that each JNM is
biholomorphic to JN by a biholomorphism which equals the identity away
from VΣ and simply contracts the stretched ball onto the original one. We will
also denote by JM the almost complex structure on E∞+ given by stretching
J to length M along ∂VΣ. Again, JM is biholomorphic to J and so if J is
regular on E∞+ then so are all JM .

In the limit M → ∞ (with N fixed) we will obtain two new almost-
complex manifolds with cylindrical ends which are not symplectizations. One
of these will be the (positive) completion of VΣ. This is just the full line
bundle L. The Reeb orbits on the boundary correspond exactly to the fibers
of our line bundle, or Hopf fibers on S3 = ∂B4. Finite energy curves in L
are algebraic curves with poles corresponding to asymptotic limits on Reeb
orbits. If the projection of a curve to the zero section Σ has degree a then
a ≥ 0, and if the curve has k poles and l zeros counted with multiplicity, and
does not cover Σ, then k − l = a. Curves of degree zero are just multiple
covers of fibers. If we choose εΣ small with respect to r then the symplectic
area (see Definition 2.11) of a curve in L of degree a is approximately aπr2. In
particular curves with symplectic area less than πr2 must cover fibres. (This
fact informs our choice of δ < πr2/3 at the end of Step 2.) We also remark
that the integrable complex structure on L is regular in that somewhere
injective curves appear in manifolds of dimension equal to their index, as
do curves with poles constrained to lie on certain orbits. As well, multiply
covered curves cover curves of strictly smaller index.

The other manifold obtained in the limit M →∞ is the (negative) com-
pletion of the complement of VΣ. Holomorphically this is just CP 2#CP 2rΣ
(in particular the negative cylindrical end is biholomorphic to our punctured
ball) and under this identification finite energy curves are closed holomorphic
curves in CP 2#CP 2 with the preimage of Σ removed.

If we also letN →∞ then we will also need to study ErVΣ with a positive
completion at ∂E and a negative completion at ∂VΣ. We can identify this
with E∞+ r Σ and so finite energy holomorphic curves here correspond to
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finite energy curves in E∞+ with the preimage of Σ removed. The index of
these curves is given by the expression in Proposition 2.17 where the term
H ·Σ now represents the number of negative ends counted with multiplicity.

Point constraints in good position. To each moduli space P of finite
energy curves in E∞+ r Σ of dimension zero we associate a family of moduli
spaces of curves in L each of which has a nonnegative even dimension. Let BPn
denote the class of curves in L with one positive end (that is, one pole) and
virtual deformation index 2(n + 1) such that the positive end is asymptotic
to a negative asymptotic orbit of a curve in P . Set Bn = ∪PBPn . As we
assume that J restricts to a regular almost-complex structure on E∞+ and
hence E∞+ r Σ, the set of possible limiting orbits coming from somewhere
injective curves in some P is of dimension zero. The same is true of the ends
coming from multiply covered curves by equation (12). Thus, by regularity
of the standard complex structure on L and because the limiting Reeb orbits
appear in 2 dimensional families, each moduli space Bn has virtual index 2n.

Following Definition 2.18 we will say that a collection of points {pi}2d
i=1 in

L is in general position if no somewhere injective finite energy holomorphic
curve of genus zero and virtual index 2k has image intersecting more than k
of the points.

Definition 2.43. A set of points {pi}2d
i=1 in VΣ is in good position relative to

J provided the following conditions hold.

(i). The set {pi}2d
i=1 is in general position relative to JNM on (CP 2#CP 2)N

and to JM on E∞+ for all N ∈ N and M ∈ [0,∞).

(ii). The set {pi}2d
i=1 is in general position relative to the standard complex

structure on L.

(iii). No curve representing Bn has image intersecting n+ 1 of the {pi}2d
i=1.

Lemma 2.44. A generic set of points {pi}2d
i=1 in VΣ is in good position rel-

ative to J .

Proof. We study the points which are not in good position. By Lemma 2.5
the points which are not in good position for a given JNM is of codimension
2. Therefore letting M vary, sets of points failing to satisfy condition (i)
for the JNM are of codimension 1. Similarly, by Lemma 2.19, recalling that
each JM is regular (as they are biholomorphic to J), points which are not in
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good position for each JM are also of codimension 2 and so points failing to
satisfy condition (i) for the JM are again of codimension 1. As the complex
structure on L is regular, index decreases under multiple covers, and all
moduli spaces have even dimension, the points failing to satisfy condition
(ii) have codimension 2 as in Lemma 2.19. Finally, as Bn has dimension 2n
the same argument as Lemma 2.19 shows that points failing to satisfy (iii)
also have codimension 2.

Remark 2.45. We are really interested in curves in L whose poles corre-
spond to negative ends of index zero holomorphic buildings in E∞+ r Σ. We
recall that a holomorphic building consists of finite energy curves in E∞+ rΣ
and the symplectizations SE and SVΣ of ∂E and ∂VΣ respectively, with
corresponding ends identified. As the Reeb orbits on ∂VΣ = S3 come in
2-parameter families, the virtual index of such a holomorphic building is de-
fined to be the sum of the indices of the various curves minus 2 times the
number of limits required to match on ∂VΣ. With this definition, a conver-
gent sequence of finite energy curves in E∞+ r Σ converges to a holomorphic
building of the same index.

Now, by Proposition 2.16 curves in SE have strictly positive index unless
they are multiple covers of a trivial cylinder. Similarly, curves in SVΣ have
index strictly greater than 2 times the number of positive ends unless the
curve is a cover of a trivial cylinder. (This can be seen intuitively without an
explicit calculation. Indeed, for algebraic curves we always have freedom to
move the locations of the poles in their 2-dimensional families of Reeb orbits,
and if the curve does not cover a trivial cylinder then scaling by non-zero
complex numbers also acts nontrivially.) As the almost-complex structure
on E∞+ and hence E∞+ rΣ is assumed to be regular, by Lemma 2.29 all finite
energy curves have nonnegative index. Together, these inequalities imply
that the negative limits of finite energy curves of index 0 in E∞+ r Σ are
exactly the negative limits of finite energy buildings of index 0 in E∞+ r Σ.

Step 5. Proving Proposition 2.37 by contradiction. In this stage of the
argument we begin the formal proof of a result which will imply Proposition
2.37 and hence Theorem 2.36. We also outline the argument to come and
introduce a useful measure of distance.

Given Lemma 2.44, we can choose points {pi}2d
i=1 ⊂ VΣ in good posi-

tion relative to J . With these points set, we view F as the unique top
level curve of the limit F of a convergent sequence of curves fN representing
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Md(J
N , p1, . . . , p2d) as in Lemma 2.39. Let K be the subset of (CP 2 rE)∞−

from Step 2. By Proposition 2.42 we will be done if we can prove the follow-
ing.

Proposition 2.46. Each component of the complement of D = F−1(K) in
S contains at least one marked point.

Arguing by contradiction, we assume that C, the collection of components
of S r D which contain no marked points, is nonempty. We will derive a
contradiction from this as follows. In the next step we will use the splitting
along ∂VΣ to find, for any sufficiently small ε > 0, a sequence of curves f εN a
fixed distance ε from the candidate F . In the last step of the proof we will
consider a general limit point Fε of the curves f εN and prove that for a generic
choice of ε > 0 no such limits can exist. This contradicts the compactness
theorem of [2]. The assumption that C is nonempty will be invoked twice in
this process, once in each of the two steps to come.

Before proceeding, we observe some immediate implications of our as-
sumption that C is nonempty. Let C̃ be the remaining components of S rD
and set C = F|C and C̃ = F|C̃. As described in Remark 2.21, every compo-
nent of C must include the domain of a curve of F which intersects Σ. We de-
note by C ·Σ the total number of these intersections, counted with multiplic-
ity. Since J belongs to J ?

E, the exceptional divisor Σ is itself J-holomorphic.
We also recall that, by Lemma 2.41 and our choice of δ < πr2/3, the total
symplectic area of the curves in C is less than 2πr2/3. In particular no curve
of C can cover Σ. So, by positivity of intersection, our present assumption
implies that C · Σ > 0.

A measure of the distance from F |D. It will be useful to consider curves
which are close to F when restricted to the preimage of K. We make this
precise using a map dK defined as follows. Let G be a smooth map from
a Riemann surface to (CP 2 r E)∞− or to (CP 2#CP 2)N where N is large
enough for this set to include K. Let DG = G−1(K). If G does not intersect
∂K transversally or DG is not diffeomorphic to D then we set dK(G) = ∞.
Otherwise, we set

dK(G) = inf ‖G ◦ σ − F |D‖C∞ ,
where the infimum is over all diffeomorphisms σ : D → DG and the norm is
defined by fixing metrics on D and K.

For example, consider the case of the maps fN . Since they converge to
F in the sense of [2], for N large there are (approximately holomorphic)
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diffeomorphisms σN : D → f−1
N (K) such that fN ◦ σN is C∞-close to F . In

particular dK(fN)→ 0 as N →∞.

Step 6. Detecting the curves f εN . At this point we establish the existence of
the curves f εN whose limits will lead us to our contradiction. For ε > 0, we
define

UNM(ε) = {f | [f ] =Md(J
N
M , p1, . . . , p2n), and dK(f) < ε}.

Note that for N sufficiently large fN ∈ UN0 (ε).

Proposition 2.47. Given ε > 0 sufficiently small, for all N sufficiently
large, there exists an M0 = M0(ε,N) such that UNM0

(ε) is empty.

Proof. Since our points are in general position for each JNM , by Proposition
2.32 we can find a smooth family of curves fNM for M ∈ [0,∞) such that
fN0 = fN and [fNM ] =Md(J

N
M , p1, . . . , p2n). Here we recall that the JNM are all

biholomorphic to the fixed almost-complex structure JN , and so varying M
is equivalent to moving the point constraints in VΣ ⊂ (CP 2#CP 2)N .

Arguing by contradiction we assume that the lemma is false. In this
case, for an N which we may assume to be arbitrarily large, dK(fNM) < ε for
all M , and so setting DN

M = (fNM)−1(K) ⊂ S2 there exist diffeomorphisms
σNM : D → DN

M such that

‖fNM ◦ σNM − F |D‖C∞ < ε for all M. (13)

Now choose a sequence Mi →∞ and curves fNMi
∈ UNMi

(ε) which converge
in the sense of [2] to a building FN with domain SN . As the fNMi

converge
to FN uniformly on compact sets, there is a curve FN of FN such that
dK(FN |DN ) ≤ ε for DN = (FN)−1(K). Arguing as in Lemma 2.40 one gets
the following.

Lemma 2.48. For sufficiently large N , there is an unambiguously defined
bijection between the components of S r D and the components of SN r
DN . Corresponding components have the same number of marked points and
their images under F and FN have same intersection numbers with Σ. The
difference between the symplectic areas of corresponding components is of
order ε as N →∞.

Proof. By the nature of the convergence of the fN to F, for all sufficiently
large N there is natural bijection between the components of S rD and the
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components of S2 r (fN)−1(K) such that corresponding components have
the same number of marked points, their images under F and fN have same
intersection numbers with Σ, and the difference between the symplectic areas
of corresponding components goes to zero as N → ∞. Hence it suffices to
prove the lemma with S rD replaced by S2 r (fN)−1(K) and F replaced by
fN .

Fixing a large i one replaces the role of the family {fN(t)}t∈[0,1] in the proof
of Lemma 2.40 with the family {fNM}M∈[0,Mi]. Starting with inequality (13),
one can then establish the desired correspondences between the components
of S2 r (fN)−1(K) and those of S2 r DN

Mi
as well as the equality of the

intersection numbers with Σ for corresponding components. The statement
about the symplectic areas of corresponding components also follows easily
from (13). Passing to the limit i→∞ this time, the proof is complete.

The building FN has components mapping to (CP 2#CP 2)N r Σ and to
L. Denote by CN and C̃N the collections of the components of SN r DN

which correspond, via the bijection of Lemma 2.48 to C and C̃, respectively.
Set CN = FN |CN and C̃N = FN |C̃N .

For ε > 0 sufficiently small, it follows from Lemma 2.48, Lemma 2.41, and
our choice of δ in Step 2 that for all sufficiently large N the total symplectic
area of the curves in CN must also be less than πr2. Henceforth we will
assume that ε has been chosen small enough for this to hold. With this, it
follows that for large enough N the curves of CN with image in L are all
multiple covers of fibers (see Step 4).

Lemma 2.48 also implies that CN ·Σ = C·Σ where CN ·Σ is the number of
intersections between Σ and the curves of CN counted with multiplicity. Put
another way, for largeN the curves of CN which have image in L are all covers
of fibres and there are C · Σ such fibers (when counted with multiplicity).

As F is embedded and FN |DN is close to F , the boundaries of CN and
C̃N are disjoint in ∂K. We define the intersection number CN · C̃N by
compactifiying the constituent curves to get maps into the complement Kc

of K in (CP 2#CP 2)N . Then, as the maps have disjoint boundaries the
intersection number can be defined as usual and must be 0 as we are dealing
with limits of embedded curves.

Before completing the proof of Proposition 2.47, we establish some addi-
tional restrictions on the curves of CN and C̃N with image in L.



2 ON HOLOMORPHIC CURVES IN DIMENSION FOUR 45

Lemma 2.49. For all sufficiently large N the following statements hold. The
curves of CN with image in L all cover the same fibre, V . All curves of C̃N

with image in L either have a single positive end asymptotic to the fiber V
or are covers of Σ. At least one of these curves has positive degree.

Proof. First we show that all curves of C̃N with image in L and not covering
Σ have a single positive end. More generally, we show in fact that any
component of C̃N in L consists of curves only one of which can have a single
positive end. This follows from genus considerations as in Lemma 2.30.
Indeed, as FN is a limit of curves of genus zero the compactifications of
its curves must fit together to form a map from S2 to (CP 2#CP 2)N . But
suppose that a component with image in L has more than one positive end.
As DN is connected this implies that FN has a curve in (CP 2#CP 2)N r Σ
with image contained in Kc. By the removable singularity theorem any such
curves can be compactified to give a closed curve with image contained in
Kc. This compactified closed curve is therefore homologous to a multiple of
[Σ]. However, it cannot cover Σ itself (as the original curve has image in
(CP 2#CP 2)N r Σ). This is a contradiction to positivity of intersection.

Fixing a suitably large N we may assume that the curves of CN with
image in L are all multiple covers of fibers. Let V be one of these fibres.
Consider a curve H of C̃N with image in L. As described in Step 4, H either
has degree zero, in which case it covers a fibre, or it has positive degree.

Suppose H has positive degree and is not a cover of Σ. We claim that
H and V cannot intersect. Indeed, if there were an intersection point then
as H and V have distinct images (as H has positive degree) the intersection
point must be isolated. Also as H has positive degree it is the only curve in
its component of C̃N in L with a positive end, and so the other curves are
all covers of Σ. These also intersect V at an isolated point. Therefore by
positivity of intersection, any such intersections would imply self-intersections
of the fNMi

for large i, and as the fNMi
are embedded this is a contradiction.

From this we see that the single positive end of H must be asymptotic to the
fibre V . We also see that the corresponding component contains no copies
of Σ.

Next suppose that H is a cover of Σ. Its component of C̃N in L has a
single curve with a positive end and from the last paragraph we see that this
curve has degree 0. By positivity of intersection again it must be a cover of
the fiber V .

Similarly, any H of positive degree not covering Σ cannot intersect any
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fibre in L covered by a degree 0 curve in C̃N , and curves which cover Σ can
only intersect degree 0 curves of C̃N which cover V .

In summary, if the set of curves of C̃N with image in L and positive
degree is nonempty, then every curve of CN with image in L must cover the
same fibre, V , every curve of C̃N with image in L and degree zero must also
cover V , and every curve of C̃N with image in L and positive degree is either
a cover of Σ or has a single positive end which is asymptotic to the fiber V .

It remains to show that there must be a curve of C̃N with image in L
and positive degree. Assume that all the curves of C̃N in L have degree zero
and hence cover fibres of L. In this case, since we have

C̃N · Σ = d− 1−CN · Σ,

there are at most d − 1 − CN · Σ curves of C̃N with image in L. Since our
constraint points are in good position relative to J it follows, from condition
(ii) of the definition of being in good position, that each curve of C̃N with
image in L can intersect only one of the constraint points. Since the curves
of C̃N must hit all 2d constraints this is a contradiction.

We can now complete the proof of Proposition 2.47. Choose ε > 0 as
above and let N be large enough for Lemma 2.49 to hold. By the removable
singularity theorem, the curves of CN and C̃N in (CP 2#CP 2)N r Σ can
be completed to give collections of curves in (CP 2#CP 2)N with disjoint

boundaries on ∂K, say CN and C̃
N

. The intersection number of these curves
is then given by the formula

CN · C̃N
= CN · C̃N − kCN · Σ. (14)

where k is the sum of the degrees of the curves of C̃N in L (including any

mapping to the symplectization SVΣ = L \ Σ). This holds since C̃
N

is
homologous to C̃N − kΣ relative to its boundary. As described above, we
have CN · C̃N = 0 since FN is a limit of embedded curves. Lemma 2.49
implies that k > 0 and Lemma 2.48 implies that CN ·Σ = C ·Σ. Finally, our
assumption that C is nonempty implies that C ·Σ > 0. Hence, from equation
(14) we derive the inequality

CN · C̃N
< 0.
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As CN and C̃
N

are genuine holomorphic curves this contradicts positivity of
intersection and therefore completes the proof of Proposition 2.47.

Using Proposition 2.47 we now detect the curves f εN . Consider again
the smooth family of curves fNM for M ∈ [0,M0] such that [fNM ] is equal to
Md(J

N
M , p1, . . . , p2n).

Lemma 2.50. Given ε > 0 sufficiently small, for all N sufficiently large there
exists an M ε

1 = M ε
1(N) > 0 and a curve f εN such that [f εN ] =Md(J

N
Mε

1
, p1, . . . , p2n)

and dK(f εN) = ε.

Proof. Let M ε
1 be the minimal M ∈ [0,M0] such that dK(fNM) ≥ ε. Such an

M ε
1 exists by Proposition 2.47. We claim that dK(fNMε

1
) = ε and so setting

f εN = fNMε
1

we will be done. By the definition of dK , it is sufficient to show

that (fNMε
1
)−1(K) has a single component and fNMε

1
is transverse to ∂K. By

the definition of M ε
1 we know that (fNM)−1(K) has a single component for

M < M ε
1. Hence if (fNMε

1
)−1(K) had multiple components then all but one

of these must be intersections with K of holomorphic curves tangent to ∂K
from the outside. But, by the maximum principle, no such tangencies can
occur since K was chosen, in Step 2, to be a subset of (CP 2 r E)∞− of the
form CP 2 r E ∪ (∂E × [τ, 0]) . Next, if fNMε

1
is somewhere tangent to ∂K

then, provided ε is chosen sufficiently small, as F is transverse to ∂K we
must also have dK(fNM) ≥ ε for M slightly less than M ε

1. This is also a
contradiction.

Step 7. Completion of the proof of Proposition 2.46. To complete the proof
of Proposition 2.46 we first make the following simple but crucial observation.

Lemma 2.51. For almost every ε > 0 there are no finite energy J-holomorphic
curves F̃ in (CP 2 r E)∞− with deformation index zero and dK(F̃ ) = ε.

Proof. There are only countably many moduli spaces of such curves, which by
regularity and Lemma 2.24 are of dimension zero. Hence dK takes countably
many finite values on these spaces.

With this, we can choose our ε > 0 to be arbitrarily small, so that, for
example Lemma 2.50 holds, and we may assume that there are no rigid finite
energy J-holomorphic curves F̃ in (CP 2 rE)∞− with dK(F̃ ) = ε. By Lemma
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2.50, there is a sequence of curves f εN with [f εN ] =Md(J
N
Mε

1
, p1, . . . , p2n) and

dK(f εN) = ε. Passing to a subsequence, if necessary, we may assume that
the f εN converge as N → ∞ to a limiting building Fε. We will prove that
any such limit Fε must have a rigid top level curve F ε with dK(F ε) = ε.
Since such curves are forbidden by our choice of ε we will have arrived at the
desired contradiction.

There are two cases to consider.

Case 1. In the first case we suppose thatM ε
1(N) remains bounded asN →∞.

It can then be assumed to converge to, say, M1. The components of Fε

with image in E∞+ are then holomorphic with respect to JM1
. As our 2d

points are in general position with respect to this almost-complex structure
(by condition (i) of being in good position relative to J), it follows from
Proposition 2.20 that the component of the limit with image in (CP 2rE)∞− ,
say F ε, is rigid. However, by uniform convergence on compact subsets we
also have dK(F ε) = ε which contradicts our choice of ε above.

Case 2. If M ε
1(N) is unbounded we may assume that M ε

1(N) → ∞ as
N →∞. In this case Fε has components with images in (CP 2rE)∞− , E∞+ rΣ
and L. It may also have components with images in the symplectizations SE
and SVΣ but, for convenience, we will group these with the components in
E∞+ r Σ, see Remark 2.45.

We first observe that Fε has exactly one component with image in (CP 2r
E)∞− . To see this note that at least one component of Fε with image in
(CP 2 r E)∞− , say F ε, is close (in the sense of dK) to F . The curve F ε

therefore has degree d. Since Fε has total degree d and curves in (CP 2rE)∞−
of nonpositive degree do not exist (they would have negative area), F ε is the
only such curve. As the almost-complex structure is regular, it also follows
from Lemma 2.24 that all the ends of F ε are asymptotic to covers of γ1.
Again, by our choice of the curves f εN with dK(f εN) = ε and the fact that
they converge to Fε uniformly on compact sets, we get dK(F ε) = ε. To
derive a contradiction as in the previous case it now suffices for us to show
that the index of F ε is zero. To do this we must first manage the other curves
of Fε more carefully and then invoke our assumption that C is not empty.

Let Sε be the domain of Fε. Arguing as in the proof of Lemma 2.48, we
can conclude that there is a subset Dε of Sε which is diffeomorphic to D, and
an unambiguously defined bijection between the components of S r D and
those of SεrDε. Denote the collections of the components of SεrDε which
correspond to C and C̃, by Cε and C̃ε, respectively, and set Cε = Fε|Cε and
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C̃ε = Fε|C̃ε . As before, corresponding components have the same number of
marked points, the curves of Cε intersect the exceptional divisor C ·Σ times,
counted with multiplicity, and the curves of Cε have total area less than πr2

(as ε is arbitrarily small). With this area bound and the uniqueness of the
top-level curve F ε established above, one can argue precisely as in Lemma
2.49 to prove the following.

Lemma 2.52. The curves of Cε with image in L all cover the same fibre, V .
All curves of C̃ε with image in L either have a single positive end asymptotic
to the fiber V or are covers of Σ, and at least one of these curves has positive
degree.

We also have the following additional constraint on Cε.

Lemma 2.53. The curves of Cε with image in E∞+ r Σ have deformation
index equal to zero.

Proof. As described above, Fε has a single curve, F ε, in (CP 2 r E)∞− and
its ends are all asymptotic to multiples of γ1. Since Fε is the limit of curves
of genus zero, the curves of Fε with image in E∞+ r Σ must all have a single
positive end and these must be asymptotic to multiples of γ1. Let Gε be
a curve of Cε with image in E∞+ r Σ and suppose that the positive end of
Gε covers γ1 a total of a+ times, and the number of negative ends of Gε,
counted with multiplicity, is a−. The index of Gε is then 2(a+ − a−) (see
Proposition 2.17 and the description of E∞+ r Σ in Step 4). It now suffices
to show that a+ = a−. As it is a curve with image in E∞+ rΣ, the area of Gε

is πa+/S2 − πa−r2. Since this area is bounded from above by πr2 and from
below by 0 we then have

a−r2S2 < a+ < (1 + a−)r2S2.

Thus, for r close enough to 1/S the inequalities above imply that a+ = a−.
(Recalling that a− is bounded by C · Σ ≤ d − 1 it suffices to have r2 >(
d−2
d−1

)
1
S2 ).

With Lemma 2.52 and Lemma 2.53 in hand we can now show that the
index of F ε must be zero, and thus derive the desired contradiction. Let
x and y denote the sums of the indices of the curves of Fε with images in
E∞+ rΣ and L, respectively. Here the contribution to y of a curve in L with
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marked points is defined to be its constrained index. As described in Remark
2.45, the fact that Fε has index zero implies that

index(F ε) + x+ y − 2p = 0

where p is the number of positive ends of the curves of Fε with image in L
(and hence the number of components in L). Now, in the present context,
our (still) standing assumption that C is nonempty implies that there is at
least one curve, Gε, of Cε with image in E∞+ rΣ and another curve, Hε, of Cε

with image in L such that the positive end of Hε is asymptotic to a negative
end of Gε. Lemma 2.52 applies here to say that every curve of Fε with image
in L is either a cover of Σ or has a single positive end and this is equal to
the negative asymptotic limit of Gε ∈ Cε. By Lemma 2.53, the index of Gε

is zero. Therefore, it follows from condition (iii) of the definition of being
in good position, that any curve of C̃ε with image in L and containing a
marked point has constrained index at least 2 (twice its number of positive
ends). The curves of Cε in L also have index at least 2, as do any curves of
C̃ε with a positive end but without marked points, and so summing over all
curves of Fε with image in L we get

y − 2p ≥ 0.

This implies that index(F ε) + x ≤ 0. But as the almost complex structures
on (CP 2 r E)∞− and E∞+ r Σ are regular, by Lemma 2.24 and Lemma 2.29
both index(F ε) and x must be nonnegative. Thus, we have index(F ε) = 0
and the desired contradiction.

The contradictions at the ends of both these cases complete the proof of
Proposition 2.46 and hence Theorem 2.36.

3 The proof of Theorem 1.2

Let M = CP 2(R) × Cn−2 and denote the obvious split symplectic form on
M by ωR. Let E(a1, a2, . . . , an) be the ellipsoid{

(z1, . . . , zn) ∈ Cn

n∑
i=1

|zi|2

a2
i

≤ 1

}
.

Suppose that for any S > 0 there exists a symplectic embedding

φ(S) : E(1, S, . . . , S) ↪→M.
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To prove Theorem 1.2 we must show that this implies that R ≥
√

3.
Fix an integer d ≥ 1, and a positive real number S such that S2 is

irrational and S2 > 3d. Set φ = φ(S).

Lemma 3.1. For t ∈ [1/S, 1], there exists a smooth family of symplectic
embeddings

φt : Et = E(u(t), u(t)S, . . . , u(t)S) ↪→M

such that:

• u(t) : [1/S, 1] → (0, 1] satisfies u(t) = t for t close to 1 and u(1/S) =
1/S;

• for t in some neighborhood of 1 the embeddings φt are just the restric-
tions of φ to Et;

• φ1/S coincides with the inclusion

iS : E(1/S, 1, . . . , 1)→ E(1, 1)× Cn−2 ⊂M.

Proof. This is a simple application of the Extension after Restriction Prin-
ciple, [6]. For an ε ∈ (0, 1/S], let u : [1/S, 1]→ (0, 1] be any smooth function
which equals 1/S near t = 1/S, is nonincreasing on [1/S, 1/3], is equal to ε
on [1/3, 2/3], is increasing on (2/3, 1], and equals t near t = 1. This choice
fixes the domains Et of the desired embeddings φt.

Now choose an embedded Darboux ball B2n(δ) in M for some δ > 0.
Without loss of generality we may assume that φ(0) = 0 ∈ B2n(δ) and that
the linearization of φ at zero, in the standard symplectic coordinates on
E(1, S, . . . , S) and B2n(δ), is the identity.

For z ∈ Et, set

φt(z) =


iS|Et for 1/S ≤ t ≤ 1/3,

1
3t−1

φ((3t− 1)z)) for 1/3 < t < 2/3,

φ|Et for 2/3 ≤ t ≤ 1.

When ε is sufficiently small the middle piece is then a well-defined continuous
isotopy of smooth embeddings from iS|E1/3

to φ|E2/3
= φ|E1/3

(with images in

B2n(δ)), as constructed in the Extension after Restriction Principle. Overall,
we have a continous isotopy of smooth embeddings with the desired proper-
ties. Reparameterizing the dependence of the φt on t appropriately, as in say
Appendix A of [17], we then get the desired smooth isotopy.
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To the family of embeddings φt we will associate a family of moduli spaces
of holomorphic curves. Theorem 2.36 will allow us to prove that the moduli
space corresponding to t = 1/S is nontrivial. With this we will prove that
the moduli space for t = 1 is also nontrivial. The holomorphic curves which
represent this nontrivial space will then yield the proof Theorem 1.2.

3.1 Moduli spaces associated to φt

Before defining our moduli spaces we first compactify an open subset of the
target (M,ωR) which is large enough to contain the desired curves. We do
this so that we may later use the standard compactness theorems.

Let CP 1(2T ) denote CP 1 equipped with its standard symplectic structure
multiplied by 4T 2. We complete the open subset CP 2(R) × (B2(T ))n−2 of
M , by embedding each B2(T )–factor into CP 1(2T ) as the lower hemisphere.
We will denote the resulting manifold by

M̂(T ) = CP 2(R)× (CP 1(2T ))n−2.

When convenient we will equip the CP 1(2T )–factors of M̂(T ) with complex
coordinates z3, . . . , zn such that zj = 0 corresponds to the center of the
appropriate copy of B2(T ). We will also consider the (n − 2)-dimensional

torus, Tn−2, acting symplectically on M̂(T ) by acting on the CP 1(2T ) factors
in the standard way, by rotations.

Now we need to set the size of T . Choose a T1 = T1(S) > 0 such that

φt(Et) ⊂ CP 2(R)× (B2(T1))n−2

for all t ∈ [1/S, 1]. We first assume that T > T1. With this, each φt can be

viewed as a symplectic embedding of Et into M̂(T ). We can then consider

the negative symplectic completion of each M̂(T ) r Et which, as a set, is
given by

(M̂(T ) r Et)
∞
− = (M̂(T ) r Et) ∪ (∂Et × (−∞, 0]).

(Here, and in what follows, we identify Et with its image φt(Et).)
Now let

U(T ) = CP 2(R)× ((CP 1(2T ))n−2 r (B2(T ))n−2)
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and
U(T1) = CP 2(R)× ((CP 1(2T ))n−2 r (B2(T1))n−2).

These sets are contained in M̂(T )rEt and can thus be considered as subsets

of (M̂(T ) r Et)
∞
− . We will always view them as such. However, it will be

useful to sometimes identify the complements of these sets (in (M̂(T )rEt)∞− )
as subsets of (M r Et)

∞
− . In particular, we will choose T so that certain

holomorphic curves in (M̂(T )rEt)
∞
− must be contained in (U(T ))c and can

thus be identified with curves in (M r Et)
∞
− .

Let Jt(T ) be the space of almost-complex structures on (M̂(T ) r Et)
∞
−

which turn (M̂(T ) rEt)
∞
− into an almost-complex manifold with cylindrical

end and which are adjusted to the symplectic form on M̂(T )rEt in the sense
of [2].

Definition 3.2. Let Jt,R(T ) ⊂ Jt(T ) be the collection of almost-complex
structures J such that any connected finite energy J-holomorphic (cusp)

curve in (M̂(T ) r Et)
∞
− with at least one asymptotic end and area bounded

by dπR2 has image contained in the interior of (U(T ))c.

Lemma 3.3. For sufficiently large T , the space Jt,R(T ) is open and nonempty.

Proof. The fact that each Jt,R(T ) is open follows immediately from the com-
pactness theorem for finite energy curves of bounded symplectic area. It
suffices to show that for large enough T , Jt,R(T ) is nonempty.

Now choose T sufficiently large that any point p ∈ ∂(B2(T+T1
2

)n−2) ⊂
Cn−2 lies at the center of a ball of radius R

√
d. For example we may take

T = T1 + 2R
√
d.

Let J be an almost complex structure on M = CP 2(R) × Cn−2 of the
form JR⊕ J0 where J0 is the standard complex structure on Cn−2. Then the
projection to the Cn−2 factor of a holomorphic curve in M is holomorphic.
Suppose that such a holomorphic curve mapping to Cn−2 has boundary con-
tained in (B2(T1))n−2 ∪ (Cn−2 r (B2(T ))n−2). Then the interior of the curve
necessarily intersects a point p ∈ ∂(B2(T+T1

2
)n−2) ⊂ Cn−2 and its boundary

is disjoint from the ball centered at p of radius R
√
d. Thus by the mono-

tonicity theorem (see for instance [9], section 2.3.E ′2) the curve has area at
least πdR2.

Note that

U(T1) r U(T ) = (B2(T ))n−2 r (B2(T1))n−2
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can be viewed as a subset of both M̂(T ) and M . Choose a JT ∈ Jt(T ) such
that JT has the form JR ⊕ J0 on U(T1) r U(T ). Since any connected finite

energy JT -holomorphic (cusp) curve in M̂(T ) with at least one asymptotic
end must intersect the complement of U(T1), it follows from the monotonicity
argument above that if the symplectic area of such a curve is at most dπR2

then its image must be contained in the interior of (U(T ))c. Thus, JT is in
Jt,R(T ) and we are done.

Fixing a T such that Jt,R(T ) is nonempty we will henceforth simplify

our notation by writing M̂ instead of M̂(T ), Jt instead of Jt(T ), and Jt,R
instead of Jt,R(T ).

We now define a moduli space of curves in each (M̂ r Et)
∞
− . First note

that the standard contact form αEt on ∂Et has a nondegenerate closed Reeb
orbit ∂Et ∩ {zj = 0; j 6= 1} of shortest action and a Morse-Bott family of
Reeb orbits in ∂Et∩{z1 = 0}. For simplicity, we will denote the closed Reeb
orbit on ∂Et with the smallest action by γ1, i.e., we suppress the dependence
on t. The action of γ1 is πu(t)2 (where u(t) is the function from Lemma 3.1)

and the Conley-Zehnder index of its r-fold cover, γ
(r)
1 , is given by

µ(γ
(r)
1 ) = 2r + (n− 1)

(
2
⌊ r
S2

⌋
+ 1
)
.

For a Jt ∈ Jt, consider a Jt–holomorphic curve in (M̂ r Et)
∞
− which

has genus zero, first Chern number e, and s− negative ends asymptotic to
multiples of γ1 such that the ith such end covers γ1 a total of a−i times.
(We refer to the discussion after Lemma 2.13 for the definition of the Chern
number of a finite energy curve. See also Remark 2.15, which is valid if
our curve happens to lie in M .) The virtual dimension of the moduli space
represented by this curve is

2(n− 3)(1− s−)− 2s− + 2e− 2
s−∑
i=1

(
a−i + (n− 1)

(⌊
a−i /S

2
⌋))

. (15)

We defineKt to be the moduli space of somewhere injective Jt–holomorphic
planes in (M̂ r Et)

∞
− which have finite energy, first Chern number 3d, and

whose negative end is asymptotic to γ
(3d−1)
1 . Since S >

√
3d, the formula

above implies that the virtual dimension of each Kt is zero.
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3.2 A compact cobordism

Now, let {Jt,R} be the space of smooth [1/S, 1]–families of almost-complex
structures {Jt} such that Jt belongs to Jt,R for all t ∈ [1/S, 1]. For {Jt} ∈
{Jt,R} set

K = {(C, t) | t ∈ [1/S, 1], C ∈ Kt}.

Any curve representing a class C that appears in K must intersect (U(T1))c.

On this subset of M̂ we are free to perturb the family {Jt} arbitrarily and
still remain in {Jt,R}. Hence for a generic choice of the family {Jt} ∈ {Jt,R},
the space K is an oriented (from [3] for instance), 1-dimensional manifold
with boundary equal to K1/SqK1. By [2], K is compact modulo convergence

to equivalence classes of holomorphic buildings in the spaces (M̂ rEt)
∞
− . In

this section we prove that in fact all buildings which occur in these limits
represent classes in K.

Proposition 3.4. For a generic choice of the family {Jt} ∈ {Jt,R} the space
K is compact.

3.2.1 Proof of Proposition 3.4

Step 1. We begin by specifying our choice of the family {Jt} ∈ {Jt,R}. This
choice is motivated by the desire to avoid certain holomorphic curves with
negative virtual indices.

Lemma 3.5. For a generic choice of the family {Jt} ∈ {Jt,R}, for each
t ∈ [1/S, 1] every simple, genus zero, finite energy, Jt-holomorphic curve in
(M rEt)

∞
− which has negative ends, all of which are asymptotic to multiples

of γ1, has a nonnegative virtual index.

Proof. For any e ∈ Z, s− ∈ N and collection

~a = (a−1 , . . . , a
−
s−) ∈ Ns−

let Kt(e, s−,~a) be the moduli space of simple genus zero Jt–holomorphic
curves in (M rEt)

∞
− which have finite energy, first Chern number e, and s−

negative ends, the ith of which is asymptotic to γ
(a−i )
1 . For a given family {Jt}

set
K(e, s−,~a) = {(C, t) | t ∈ [1/S, 1], C ∈ Kt(e, s−,~a)}.
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For a generic choice of {Jt} ∈ {Jt,R} the space K(e, s−,~a) is a manifold of
dimension

1 + 2(n− 3)(1− s−) + 2e− 2
s−∑
i=1

(
a−i + (n− 1)

(⌊
a−i /S

2
⌋))

.

This number is either negative, in which case K(e, s−,~a) is empty, or, as it
is necessarily an odd number, it is strictly positive and hence we can show
that for any t ∈ [1/S, 1] the virtual index of every simple Jt-holomorphic
curve which represents a class in Kt(e, s−,~a) must be nonnegative. Since the
collections (e, s−,~a) are countable we are done.

In what follows we will assume that the family {Jt} has been chosen as
in Lemma 3.5.

Step 2. Let F be a holomorphic building in (M̂rEt)∞− , for some t ∈ [1/S, 1],
that represents a limit point of K. Then F consists of a finite collection of
holomorphic curves with images in either (M̂rEt)∞− or SEt, the symplectiza-
tion of ∂Et equipped with the cylindrical almost-complex structure induced
by Jt. We are still working with the notational convention established at the
end of Section 2.3. In particular by a curve of F we mean a single component
of the building F whose domain is a (possibly) punctured sphere.

To prove Proposition 3.4 it suffices to prove that for our current (generic)
choice of the family {Jt} the following holds (see Remark 2.12).

Proposition 3.6. The limiting building F consists of a single curve with
image in (M̂ r Et)

∞
− . It is simple, has one negative end, and this end is

asymptotic to γ(3d−1).

In this second step, we establish some initial restrictions on the individ-
ual curves of F following Section 2.4. We first consider curves of F with
nonpunctured domains.

Lemma 3.7. Let F be a nonconstant closed curve of F with image in (M̂ r
Et)
∞
− . Then c1(F ) > 0 and index(F ) > 0.

Proof. By Definition 3.2, the building F is the limit of curves with image in
the interior of (U(T ))c. Hence, F (and every other curve of F with image in
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(M̂ rEt)
∞
− ) has image contained in (U(T ))c. By definition, this latter space

is simply the negative symplectic completion of

(CP 2(R)× (B2(T ))n−2) r Et.

Since F is closed we have, by monotonicity of CP 2(R),

c1(F ) =
3

πR2
ωR(F ) > 0.

Then index(F ) = 2(n− 3) + 2c1(F ) > 0, since n ≥ 3.

Now we consider curves with negative ends.

Lemma 3.8. Let F be a finite energy curve in (M̂rEt)∞− of genus zero such
that F has at least one negative end and c1(F ) = e ≤ 3d. Then the ends of
F are all asymptotic to multiples of γ1, e > 0, and the total multiplicity of
all negative ends is at most e− 1.

Proof. Suppose that F has s−1 ≥ 0 negative ends asymptotic to multiples of
γ1, and s−2 ≥ 0 negative ends asymptotic to multiples of periodic orbits in
the Morse-Bott family, where now s−1 +s−2 ≥ 1. Say that the ith negative end
covering γ1 does so a−i times, and the ith negative end covering an orbit in
the Morse-Bott family does so b−i times. Then, as computed by Bourgeois in
[1], the virtual deformation index of F (in the moduli space of finite energy
curves with the same asymptotics, modulo reparameterization) is

index(F ) = (n− 3)(2− s−1 − s−2 ) + 2e−
s−1∑
i=1

(
2a−i + (n− 1)(2ba−i /S2c+ 1)

)
−

s−2∑
i=1

(
2b−i + 2bb−i S2c+ 1

)
+

1

2
s−2 (2(n− 2))

= 2(n− 3)(1− s−1 )− 2s−1 + 2e− 2

s−1∑
i=1

(
a−i + (n− 1)ba−i /S2c

)
−2

s−2∑
i=1

(
b−i + bb−i S2c

)
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Since S2 > 3d, it follows from this equation that if index(F ) ≥ 0, then e > 0,

s−2 = 0 (and hence s−1 ≥ 1),
∑s−1

i=1 a
−
i ≤ e− 1 and

index(F ) = 2(n− 3)(1− s−1 )− 2s−1 + 2e− 2

s−1∑
i=1

a−i . (16)

If F is simple, then our choice of the family {Jt} implies that index(F ) ≥ 0
and we are done.

Assume then that F is not simple. By Proposition 2.23, the curve F is the
p-fold cover of a simple curve F̃ for some p > 1. The discussion above now
implies that F̃ has no ends asymptotic to orbits in the Morse-Bott family,
c1(F̃ ) > 0, and if F̃ has s̃−1 negative ends asymptotic to γ1 with the ith such
end covering it ã−i times, then

s̃−1∑
i=1

ã−i ≤ e/p− 1.

For F itself, this implies s−2 = 0, e = pc1(F̃ ) > 0, and

s−1∑
i=1

a−i = p

s̃−1∑
i=1

ã−i ≤ e− p < e− 1, (17)

as desired.

Lemma 3.9. Let F be a finite energy curve in (M̂rEt)∞− of genus zero such
that F has at least one negative end and c1(F ) = e ≤ 3d. If the number of
negative ends of F is s, then

index(F ) ≥ 2(n− 2)− 2(n− 2)s. (18)

If s = 1, then index(F ) ≥ 0 with equality if and only if F is simple.

Proof. Lemma 3.8 implies that the ends of F are all asymptotic to multiples
of γ1. It also implies that the index formula (16) holds (with s−1 replaced
here by s) regardless as to whether or not the virtual index of F is positive.
By Proposition 2.23 we may assume that F is the p-fold cover of a simple
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curve F̃ with s̃ negative ends. Using formula (16) for F and F̃ , together with
inequality (17), we then get

index(F ) ≥ 2(n− 3)[(ps̃− s) + (1− p)] + 2(ps̃− s) + p(index(F̃ ))

≥ p(2(n− 2)(s̃− 1) + 2s̃)− 2(n− 2)(s− 1)− 2s

≥ 2(n− 2)− 2(n− 2)s

as index(F̃ ) ≥ 0 by our choice of {Jt}, p ≥ 1, s ≥ 1, and s ≤ ps̃.
When s = 1 the second to last inequality above yields index(F ) ≥ 2(p−1).

This implies the last statement of Lemma 3.9.

Lemma 3.10. Let G be a curve of F with image in the symplectization SEt.
The positive and negative ends of G are all asymptotic to some multiple of
γ1 and the positive ends cover γ1 at least as many times as the negative ends.

Proof. This follows exactly as in the proof of Lemma 2.26. That is, one needs
only to apply Stokes’ Theorem twice and to invoke the fact, which follows
from Lemma 3.8, that the curves of F with image in (MrEt)∞− have at most
3d−1 total negative ends when counted with multiplicity, and all these ends
are asymptotic to multiples of γ1.

The following lemma summarizes some of the key global features of F
which we can now infer.

Lemma 3.11. Every end of every nontrivial curve of F is asymptotic to a
multiple of γ1. The Chern number of each curve of F with image in (M̂rEt)∞−
lies in (0, 3d], and the sum of all these Chern numbers is 3d.

Proof. By [2], the sum of the Chern numbers of all curves of F with image in

(M̂ rEt)
∞
− is equal to 3d. Lemma 3.7 and Lemma 3.8 imply that the Chern

number of each such nontrivial curve is positive. The statement about the
Chern numbers then follows. With the upper bound on the Chern numbers in
hand we can invoke Lemma 3.8 and Lemma 3.10 to obtain the first statement.

Step 3. We are now in a position to prove Proposition 3.6 and hence Propo-
sition 3.4. By [2], the compactifications of the curves of F fit together to

form a continuous map F from the unit disc to the closure of M̂ rEt which
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takes the boundary of the disc to γ
(3d−1)
1 . Moreover, there is a single curve

B of F at the lowest level (in our notation we call this level 1) which has a
negative end. In particular, B has exactly one negative end and this covers
γ1 precisely 3d− 1 times.

If B maps to (M̂ rEt)
∞
− then we are done. For, in this case, Lemma 3.8

implies that c1(B) ≥ 3d. It then follows from Lemma 3.11 that c1(B) = 3d
and B is the only curve of F. Since B has index zero it follows from Lemma
3.9 that it is also simple.

It remains for us to deal with the case in which the special curve B of
F maps to SEt. We begin by replacing F by a holomorphic building F̃
consisting of a subset of the curves from F. This is defined to be the smallest
subset of curves of F which contains B and satisfies the following condition:
if F belongs to F̃ and F ′ shares a matching asymptotic end with F then F ′

belongs to F̃. By construction, F̃ has genus 0, the sum of the Chern numbers
of the curves of F̃, c1(F̃), is at most 3d, and F̃ has a distinguished level 1

curve, B, with negative end asymptotic to γ
(3d−1)
1 . The definition implies

that F̃ contains no closed curves (or ghost bubbles). The key observation is

that since F has genus 0, the curves of F̃ in a fixed level now have no common
nodal points. Together with the fact that all the ends of all the curves of F̃
are asymptotic to multiples of γ1, this implies that

index(F̃) = 2(c1(F̃)− 3d) (19)

where index(F̃) is the sum of the virtual indices of the curves of F̃ and the
right hand side is the index of an abstract finite energy plane with Chern
number c1(F̃) and a single negative end asymptotic to γ

(3d−1)
1 . This fact

will eventually yield the proof of Proposition 3.6. To make proper use of it
though we must first define a special partition of the curves of F̃.

To proceed we first partition the curves of F̃ with image in SEt into the
smallest possible number of disjoint subsets, G1, . . . ,Gx, such that the com-
pactifications of the curves in each Gk fit together to produce a continuous
map Gk to ∂Et with a connected domain. Since F̃ inherits a compacification
from that of F this smallest partition is unique. We will denote the curves
in each Gk by

Gk = {Gk
1, . . . , G

k
nk
}.

In what follows it will be useful to view each Gk as a curve itself by iden-
tifying the matching ends of its constituent curves, the Gk

j . From this per-
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spective, we can consider the remaining nonmatched ends of the constituent
curves as the negative and positive ends of Gk.

Let G1 be the subset containing the special curve B. It is the only one
of the Gk with a negative end. Suppose G1 has t1 positive ends with the ith

one covering γ1 exactly a1
i times. Setting

index(G1) :=

n1∑
j=1

index(G1
j)

we then have

index(G1) = (n− 3)(2− t1 − 1) +

t1∑
i=1

(2a1
i + (n− 1))− (2(3d− 1) + (n− 1))

=

t1∑
i=1

2a1
i − 6d+ 2t1.

In particular, the contributions of the matching ends of the G1
j cancel.

Lemma 3.12. The index of G1 is nonnegative and is zero if and only if G1

is a (stacked collection of) cylinder(s) over γ
(3d−1)
1 .

Proof. Integrating dαEt over G1 it follows from Stokes’ Theorem that

t1∑
i=1

a1
i ≥ 3d− 1.

Together with the index formula above this implies index(G1) ≥ 0. If
index(G1) = 0, then we must have t1 = 1 and a1

1 = 3d − 1. It then fol-
lows from the definition of G1 and Lemma 3.10 that that curves of G1 are
all cylinders over γ

(3d−1)
1 stacked end-to-end with B at the lowest level.

For the other subsets Gk with k > 1 we have

index(Gk) :=

nk∑
j=1

index(Gk
j )

= (n− 3)(2− tk) +

t1∑
i=1

(2aki + (n− 1))

= 2(n− 1) + 2tk + 2

t1∑
i=1

aki − 4
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where tk is the number of positive ends of Gk and the ith such end covers γ1

aki times. In particular, we have the inequality

index(Gk) ≥ 2(n− 3) + 4tk. (20)

Now, let F1, . . . Fy be the curves of F̃ with image in (M̂ r Et)
∞
− . The t1

positive ends of G1 determine a unique partition of

{G2, . . .Gx, F1, . . . , Fy}

into t1 nonempty subsets H1, . . . ,Ht1 as follows. Labeling the positive ends
of G1, one defines Hi to be the unique subset of {G2, . . .Gx, F1, . . . , Fy} such
that the compactifications of the constituent curves fit together to produce a
map, Hi, from the unit disc to the closure of M̂ r Et which can be matched
continuously with G1 along the boundary component of its domain that
corresponds to the ith positive end of G1.

As we did for the Gk, we define index(Hi) to be the sum of the indices
of the constituent curves of Hi.

Lemma 3.13. For each i = 1, . . . t1 the index of Hi is nonnegative and is
zero if and only if Hi = {Fl} for some curve Fl of F̃ with image in (M̂rEt)∞−
and exactly one negative end.

Proof. Relabeling the curves we may assume for simplicity that

Hi = {G2, . . . ,Gxi , F1, . . . , Fyi}

for some xi ≤ x and yi ≤ y. Let tk be the number of positive ends of Gk

and let sl be the number of negative ends of Fl. The fact that the domain
of Hi has exactly one boundary component and that this corresponds to a
negative end, implies

yi∑
l=1

sl − 1 =

xi∑
k=2

tk.

If we let κ ≥ 0 be this common value, then the fact that the domain of Hi is
the unit disc yields the additional identity

xi + yi − κ = 1.

In particular, the graph whose vertices correspond to the curves of Hi and
whose edges correspond to the matching ends of these curves (of which there
are κ), has Euler characterstic equal to that of a point.
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With these identities in hand, it now follows from Lemma 3.9 and in-
equality (20) that

index(Hi) =

xi∑
k=2

index(Gk) +

yi∑
l=1

index(Fl)

≥ 2xi(n− 3) + 4

xi∑
k=2

tk + 2yi(n− 2)− 2(n− 2)

yi∑
l=1

sl

= 2(n− 3)(κ+ 1) + 2yi + 4κ− 2(n− 2)(κ+ 1)

= 2κ+ 2(yi − 1)

≥ 0.

Moreover, equality holds if and only if yi = 1 and κ = 0. In this case Hi

consists of one curve of F with image (M̂ r Et)
∞
− (since yi = 1 and xi = 0)

and this curve has exactly one negative end (since κ =
∑
sl = 1).

We can now complete the proof of Proposition 3.4. By definition, the
disjoint subsets G1,H1, . . .Ht1 contain all the curves of F̃. By equation (19),
we then have

index(G1) + index(H1) + · · ·+ index(Ht1) = 2(c1(F̃)− 3d) ≤ 0, (21)

as c1(F̃) ≤ 3d. By Lemma 3.12 and Lemma 3.13, the summands on the

left are all nonnegative. Hence they are all zero and c1(F̃) = 3d. This last

equality implies F̃ = F. Indeed, by Lemma 3.11 there can be no nontrivial
curves of F with image in (M r Et)

∞
− which don’t belong to F̃. By Lemma

3.10 any curves with image in SEt are equivalent under matching ends to
a nontrivial curve with image in (M r Et)

∞
− . Finally, as F has genus 0 it

cannot contain trivial curves (ghost bubbles) which identify nodes of curves

in F̃.
Since the indices on the left of equation (21) are all zero, Lemma 3.12

and Lemma 3.13 also imply that t1 = 1, the subset G1 is a stacked collection
of trivial cylinders over γ

(3d−1)
1 , the subset H1 consists of a single curve F of

F̃ = F with image (M̂ r Et)
∞
− , the curve F has exactly one negative end,

and this end covers γ1 precisely 3d − 1 times. Since index(F ) = 0, Lemma
3.9 implies that F is also simple and, with this, the proof of Proposition 3.6,
and hence Proposition 3.4 is complete.



3 THE PROOF OF THEOREM 1.2 64

3.3 The space K1/S.

Here we prove the following result.

Proposition 3.14. For sufficiently large S > 0 and a generic almost-complex
structure J1/S in J1/S,R, the corresponding moduli space K1/S is an oriented,
compact, zero-dimensional manifold whose oriented cobordism class is non-
trivial.

Much of this has already been established. We have already shown that
the virtual dimension of K1/S is 0. For a generic J1/S in J1/S,R, K1/S is then
a zero-dimensional manifold which can be oriented as in [3], see also [8]. The
compactness of K1/S follows as in Proposition 3.4. It just remains to verify
the nontriviality of the oriented cobordism class.

By our compactness result, Proposition 3.4, its oriented cobordism class
is independent of the choice of a generic almost-complex structure in J1/S,R.
So, it suffices to show that this class is nontrivial for a specific regular almost-
complex structure in J1/S,R. By our choice of φ1/S the manifold (M̂rE1/S)∞−
inherits the Tn−2–action from M̂ = CP 4(R)×(CP 1(2T ))n−2. We will restrict
our attention to the subset J̄1/S,R of J1/S,R consisting of almost-complex
structures which are invariant under this action. Note that for J1/S ∈ J̄1/S,R

the submanifold

((CP 2(R) r E(1/S, 1))× {0})∞− ⊂ (M̂ r E1/S)∞−

is J1/S-holomorphic. We say that J1/S ∈ J̄1/S,R is suitably restricted if its re-
striction to ((CP 2(R)rE(1/S, 1))×{0})∞− is regular for somewhere injective,
finite energy curves of genus zero in ((CP 2(R) r E(1/S, 1))× {0})∞− .

The following two results will immediately imply Proposition 3.14.

Proposition 3.15. If J1/S ∈ J̄1/S,R is regular for K1/S and is suitably re-
stricted, then the cobordism class of K1/S is nontrivial.

Proposition 3.16. There exists a J1/S ∈ J̄1/S,R which is regular for K1/S

and is suitably restricted.

The condition that J̄1/S,R is regular for K1/S of course must also imply
that curves appearing in holomorphic buildings in the boundary of K1/S are
also regular (so that Proposition 3.4 ensures compactness).
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3.3.1 Proof of Proposition 3.15.

We first note that since J1/S is suitably restricted the space K1/S is nonempty.
In particular, Theorem 2.36 yields a curve with image in

((CP 2(R) r E(1/S, 1))× {0})∞− ⊂ (M̂ r E1/S)∞−

that represents a class in K1/S, (see Remark 2.38). It now suffices to show
that all curves representing a class in K1/S have the same orientation.

Let F be a curve representing a class in K1/S. Since J1/S ∈ J̄1/S,R is
regular forK1/S, the image of F must be contained in ((CP 2(R)rE(1/S, 1))×
{0})∞− . For, if not, the Tn−2-action would produce a family of curves in K1/S,
including F , of dimension at least n − 2 ≥ 1. As index(F ) = 0 this would
contradict the regularity of J1/S.

As curves F in K1/S are somewhere injective and of index 0, they must be

immersed, see [20], Corollary 3.17. Now let ν be the subbundle of F ∗(T (M̂r
E1/S)∞− ) corresponding to the normal bundle of the image of F . Denote the
almost-complex structure induced by J1/S on the total space of ν by the same
symbol, that is, J1/S is the almost-complex structure such that infinitesimal
deformations of F correspond to holomorphic sections of ν.

Lemma 3.17. The bundle ν splits as a sum of almost-holomorphic line bun-
dles, that is, complex subbundles whose total spaces are invariant under the
action of J1/S. In particular, ν = H⊕V3⊕ . . .⊕Vn, where H is the subbundle
of normal vectors parallel to {zj = 0 | j = 3, . . . n} and Vj is the subbundle
of normal vectors parallel to the zj factor.

Proof. It is clear that H is an almost-holomorphic subbundle. It suffices to
show that each Vj is too. Fixing a p = F (z) we see that since J1/S belongs to
J̄1/S(T1), the space J1/S(p)(Vj(z)) is an S1-invariant, 2-dimensional subspace
of Tp((M r E1/S)∞− ) which is transverse to H(z) ⊕i 6=j Vi(z). Here the S1-
action is the derivative of rotations in the zj plane acting on the tangent
space at the fixed point p, and transversality follows because the action is by
isomorphisms. Since the only such 2-dimensional subspace is Vj(z) itself we

see that Vj(z) is a complex subspace of Tp((M̂rE1/S)∞− ) and hence the vector
bundle Vj has complex fibers. To see that the bundle is almost-holomorphic,
we choose a connection on Vj whose horizontal subspaces are all invariant
under our S1 action of rotations in the zj plane. Then let v be the horizontal
lift of a vector in the image of dFz. We can think of v as a vector field
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tangent to the total space of Vj defined along the fiber Vj(p). Then J1/S(v) is
a vector field tangent to the total space of ν defined along Vj(p). Using the
connection we can project J1/S(v) to the fibers of ν and then project along Vj
to H⊕i 6=j Vi. This gives a linear map Lv from Vj(p) to H⊕i 6=j Vi(p), and since
J1/S is invariant under rotations the map takes points on the same S1-orbit
to the same image. By linearity, this forces the map to be identically zero.
As the horizontal planes of the connection are tangent to the total space of
Vj we conclude that J1/S(v) is also tangent to Vj and it follows that Vj is an
almost-holomorphic subbundle as required.

At this point we can make a key observation of the proof, that a version
of automatic regularity can be applied in our present setting. Let F be
any curve which represents a class in K1/S. By Lemma 3.17, the linearized
Cauchy-Riemann operator along F (giving infinitesimal deformations of the
finite energy plane) splits. This allows us to apply the (four-dimensional)
automatic regularity results of [20]. (The curve F satisfies the hypotheses of
Theorem 1 of [20] since the normal first Chern number term, cN , is negative
in our case.) In particular, no factor of the operator can have a nontrivial
cokernel, and thus the Cauchy-Riemann operator itself is surjective.

To complete the proof of Proposition 3.15 let us now suppose that there
are at least two distinct classes in the zero dimensional moduli space K1/S. To
determine the difference in orientation of these classes we fix representative
curves, F and F ′, identify their normal bundles, and choose a family of linear
Cauchy-Riemann operators interpolating between the induced operators for
F and F ′. The difference in orientations is then given by a sum of crossing
numbers evaluated at parameter values for which the associated Cauchy-
Riemann operators have nontrivial cokernel (see, for example, [15] Remark
3.2.5). But our version of automatic regularity here means that, provided we
choose our interpolation to preserve the splitting, there are no such singular
parameter values. Hence, all classes in K1/S have the same orientation.

3.3.2 Proof of Proposition 3.16.

For a fixed J1/S ∈ J̄1/S,R, a finite energy curve in (M̂ rE1/S)∞− will be called
orbitally simple if it intersects at least one orbit of the Tn−2–action exactly
once, and furthermore the tangent space to the curve and the tangent space
to the orbit together span a subspace of maximal dimension, namely n. There
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is a subset of J̄1/S,R of second category which consists of suitably restricted
almost-complex structures for which all orbitally simple curves are regular.
This follows from the standard methods, exactly as in, say, Section 3.2 of
[15]. Here, the condition of orbital simplicity replaces the assumption in [15]
that all curves are simple. In particular, the analogue of Proposition 3.2.1 of
[15] allows one to construct sections of bundles over (M̂ rE1/S)∞− which are
both Tn−2–invariant and, when restricted to the image of a given orbitally
simple curve, have support contained in the neighborhood of a single point.

Thus, to detect the desired almost-complex structure J1/S ∈ J̄1/S,R it will
suffice to find an open subset of J̄1/S,R such that every curve for the corre-
sponding spaces K1/S is either contained in ((CP 2(R) r E(1/S, 1))× {0})∞−
or is orbitally simple. In the case of a building in the boundary of K1/S this

should apply to every curve in the building mapping to (M̂ r E1/S)∞− (then
Proposition 3.4 ensures compactness of K1/S). In fact, as orbital simplicity is
an open property (by compactness), it will suffice to construct a single such
almost-complex structure. Hence, Proposition 3.16 will be implied by the
following result.

Proposition 3.18. There exists a suitably restricted J1/S ∈ J̄1/S,R such that
all curves (or buildings) which represent classes in K1/S and which do not
lie entirely in ((CP 2(R) r E(1/S, 1)) × {0})∞− must intersect some orbit of
the Tn−2–action exactly once, and at the given intersection point the tangent
space to the curve and the tangent space to the orbit span an n-dimensional
subspace.

Proof of Proposition 3.18. For a real number a slightly larger than 1,
let Υa denote the hypersurface {S2|z1|2 + |z2|2 = a2} ⊂ (M̂ r E1/S)∞− which

divides (M̂ rE1/S)∞− into two regions; V which contains the cylindrical con-
cave end corresponding to ∂E1/S, and W = {S2|z1|2 + |z2|2 > a2}. The
hypersurface Υa is not of contact type, although its intersections with the
levels {zj = cj|j = 3, . . . , n} for (c3, . . . , cn) ∈ (CP 1(2T ))n−2, are. The
hypersurface Υa is stable in the sense that the symplectic form ωR when re-
stricted to Υa gives a stable Hamiltonian structure, for this see for example
the discussion at the start of section 2 of the paper [4]. Indeed, let λ be the
pull-back to Υa of the standard Liouville form under the projection from Υa

into B4(R) ⊂ CP 2(R). We observe that L = ker(ωR|Υa) is 1-dimensional (it
is known as the Hamiltonian line field) and contained in kerdλ. Moreover,
λ|L 6= 0. Given this, the section v of the Hamiltonian line field determined by
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λ(v) ≡ 1 is called the Reeb vector field corresponding to the stable Hamilto-
nian structure. In our case, v preserves the levels {zj = cj|j = 3, . . . , n} and
restricted to each level is the Reeb vector field corresponding to the contact
form there. Observe then that the flow of the Reeb vector field v on Υa

contains precisely two 2(n− 2) parameter families of closed Reeb orbits, one
family of period πa2/S2 corresponding to translations of aγ1 and another
long family with period πa2.

Given the stable Hamiltonian structure on Υa described above, we can
define compatible almost-complex structures as in Section 2.2 of [2] or section
2.5 of [4], see also Section 2.3 above, and can invoke the compactness theorem

of [2] (or [4]) as we split (M̂ rE1/S)∞− along Υa. (The compactness theorem
is valid provided we split along a stable hypersurface.) Indeed, we will need
to consider this splitting to find the almost-complex structure in Proposition
3.18. But first we must start with a rather special almost-complex structure
on (M̂ r E1/S)∞− .

Lemma 3.19. There is a J in J̄1/S,R which is suitably restricted, compatible
with Υa and such that CP 1(∞) × (CP 1(2T ))n−2 is holomorphic, and the
projection of W onto {zj = 0 | j = 3, . . . , n} is holomorphic with respect to
the almost-complex structure induced by J . Furthermore the same holds for
the almost-complex structures JN stretched to length N ∈ N along Υa.

Here, CP 1(∞) ⊂ CP 2(R) denotes the line at infinity, and we use the fact

that W can be viewed as a subset of M̂ to which J can be restricted and on
which the projection to {zj = 0 | j = 3, . . . , n} is defined.

Proof. Before describing how such a J can be constructed we first enumerate
its required properties beginning with the three which are implied by the
restriction that it belong to J̄1/S,R.

(i) (M̂ r E1/S)∞− equipped with J is an almost-complex manifold with a
cylindrical end.

(ii) J is in J1/S,R, that is, every connected finite energy J-holomorphic

(cusp) curve in (M̂(T )rE1/S)∞− with at least one asymptotic end and
area bounded by dπR2 has image contained in the interior of (U(T ))c.

(iii) J is preserved by the action Tn−2 of on (M̂ r E1/S)∞− .

(iv) J is compatible with Υa.
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(v) CP 1(∞)× (CP 1(2T ))n−2 is J-holomorphic.

(vi) J is suitably restricted.

(vii) The projection of W onto {zj = 0 | j = 3, . . . , n} is J-holomorphic.

Let JR be an almost-complex structure on CP 2(R) such that

(R1) JR equals the standard complex structure on E(1/S, 1).

(R2) JR is compatible with the hypersurface {S2|z1|2 + |z2|2 = a2}.

(R3) The line at infinity, CP 1(∞) , is JR-holomorphic.

(R4) The restriction of JR to CP 2(R)rE(1/S, 1) induces an almost complex
structure on (CP 2(R) r E(1/S, 1))∞− which is regular for somewhere
injective, finite energy curves of genus zero.

Then if JT is the standard complex structure on (CP 1(2T ))n−2 the almost-

complex structure J = JR ⊕ JT on M̂ = CP 2(R) × (CP 1(2T ))n−2 has a

restriction to M̂rE1/S which is compatible with the boundary and so defines

an almost-complex structure on (M̂ r E1/S)∞− satisfying (i). It follows from
the argument of Lemma 3.3, that property (ii) is also satisfied, as is (iii)
since ∂E1/S is itself Tn−2 invariant. Properties (iv) and (v) are implied by
(R2) and (R3), respectively. Property (vi) follows from condition (R4), and
property (vii) follows simply from the fact that W is a product manifold and
J is split.

Finally we observe that if JNR denotes JR stretched to length N along
{S2|z1|2 + |z2|2 = a2} then JN = JNR ⊕ JT is the result of stretching J to
length N along Υa. Hence if we assume that JNR also induces regular almost-
complex structures on (CP 2(R) r E(1/S, 1))∞− we have constructed a J as
required.

Fix a J as in the previous lemma and as in the lemma denote by JN

the corresponding sequence of almost-complex structures starting with J
which are stretched to a length N along Υa. Letting N → ∞, for the
limiting almost-complex structure the submanifold X∞− = W∞

− ∩ {zj = 0 |
j = 3, . . . , n} will remain complex and is a manifold with cylindrical end
(it can be written (CP 2(R) r E(a/S, a))∞− ) in its own right; the projection
π : W∞

− → X∞− will be holomorphic.
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We now show that one of these JN will satisfy the requirements of Propo-
sition 3.18.

Arguing by contradiction, let us assume that for all such almost-complex
structures JN there exist curves FN which represent classes in K1/S (or pos-
sibly holomorphic buildings in the boundary) and intersect the Tn−2–orbits
in multiple points, or not at all (or in the building case this is true for at
least one component). Passing to a subsequence if necessary, we may assume
by [2] that these curves FN converge to a holomorphic building F.

Let Gk for 1 ≤ k ≤ K denote the components of F in W∞
− . As π is

holomorphic the projections Hk = π ◦Gk are also finite energy curves in X∞− .
The idea of the proof is that although we cannot assume any regularity prop-
erties for the almost-complex structure on W∞

− (as it is carefully chosen to
be invariant under Tn−2 and have a holomorphic projection) we are assuming
regularity for X∞− and so can conclude index inequalities for the Hi.

The key result will be the following.

Lemma 3.20. All ends of all Gk are asymptotic to translations of covers
of aγ1. Counting with multiplicity, these ends cover aγ1 a total of at most
3d− 2 times.

Proof. Let ek be the Chern class of Hk (which is the same as that of Gk).
As the FN have Chern class 3d we deduce that

∑K
k=1 ek = 3d. Therefore by

Lemma 2.25 all ends of the Hk are asymptotic to multiples of aγ1, and hence
the same is also true for the Gk.

Suppose that Gk (and hence also Hk) has s−k negative ends with the ith

such end covering aγ1 a total of ck,i times. Using formula (4), the deformation
index of Hk is

index(Hk) = −2 + 2ek − 2

s−k∑
i=1

ck,i.

By Lemma 2.25 this is nonnegative (and in fact is strictly positive if Hk is a
multiple cover), and so for k = 1, . . . K, we have

s−k∑
i=1

ck,i ≤ ek − 1. (22)

By summing inequality (22) over k we see immediately that if K ≥ 2 then
since

∑K
k=1 ek = 3d the total number of ends is at most 3d− 2 as required.
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Suppose then that K = 1. Then H1 is necessarily a multiply covered
curve. Indeed, the number of preimages of a point z in the image of H1 is at
least the number of times G1 intersects the fiber of π over z. This number
can be 1 only if G1 intersects the fiber in a single point and the fiber and
the tangent space to G1 span a subspace of maximal dimension. But if this
were the case then the same would be true for the intersection of the FN
with some nearby fibers when N is very large, contradicting our hypothesis
on the FN .

There is a unique curve of F at the lowest level (and hence with image
not in W∞

− ) which has a negative end, and this negative end is asymptotic

to γ
(3d−1)
1 . Moreover, F must include a curve in the symplectic completion

of V and this curve must have strictly positive area. Hence, it follows from
Stokes’ Theorem, applied here to the curves of F not in W∞

− , that for an a
sufficiently close to 1 the negative ends of the curves of F in W∞

− cover the
corresponding translations of aγ1 a total of at least 3d− 1 times. This is the
desired contradiction to Lemma 3.20.

3.4 The completion of the proof

Theorem 1.2 now follows almost immediately from Propositions 3.4 and 3.14.
For any S > 0 with S2 ∈ R r Q, and any positive integer d satisfying
3d < S2, it follows from Proposition 3.4 that for a generic family Jt the
space K = {Kt | t ∈ [1/S, 1]} is a compact, oriented, 1-dimensional manifold
whose boundary is K1/SqK1. Proposition 3.14 implies that the moduli space
K1/S represents a nontrivial cobordism class, and so K1 is also nonempty.

Hence, there exists a holomorphic plane in (M̂ r E1)∞− whose negative end

is asymptotic to γ
(3d−1)
1 . The symplectic area of this curve is positive and

equal to dπR2 − (3d− 1)π. Thus, R2 > 3d−1
d

, and taking the limit as d (and
hence S) goes to ∞ we have R2 ≥ 3.

4 Symplectic embeddings

In this section we prove Theorems 1.3 and 1.6.
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4.1 The proof of Theorem 1.6

Let Σ(ε) be a punctured torus, i.e., a surface of genus one with one boundary
component, equipped with a symplectic form of total area ε. The Main
Lemma of [10] implies the following.

Proposition 4.1. For any S, ε > 0, there exists a symplectic embedding of
B2(n−1)(S) into Σ(ε)× R2(n−2).

To establish Theorem 1.6 it suffices to find an embedding of Σ(ε)×B2(1)
into B2(

√
R)×B2(

√
R), where R > 2 is fixed and ε can be arbitrarily small.

The existence of such an embedding is essentially contained in Lemma 3.1
of [10]. We review the construction here for the sake of completeness and
because it will play an important role in the proof of Theorem 1.3.

Fix R = 2 + 2δ for δ > 0. We begin with the following elementary result.

Lemma 4.2. For every δ > 0 there is a nonnegative function H whose
support is contained in B2(

√
2 + 2δ), whose maximum value is less than π+δ,

and whose time-t Hamiltonian flow, φtH , satisfies

φtH(B2(1)) ⊂ B2(
√

(1 + t)(1 + δ/π))

and
φ1
H(B2(1)) ∩B2(1) = ∅.

Proof. Let U be any set whose closure is contained in the interior of the
square [0,

√
π + δ] × [0,

√
π + δ] ⊂ R2. The time-t Hamiltonian flow of the

function K(x, y) = (
√
π + δ)x on R2 is given by

φtK(x, y) = (x, y + t
√
π + δ).

(We use the convention that the Hamiltonian vectorfield, XK , of K is defined
by the equation iXKω0 = −dK.) Hence, for all t > 0 the set φtK(U) is
contained in the interior of the rectangle [0,

√
π + δ]× [0, (1 + t)

√
π + δ] and

φ1
K(U) ∩ U = ∅. Cutting K off appropriately near

⋃
t∈[0,1] φ

t
K(U), we get a

nonnegative function K̂ whose Hamiltonian flow still has these properties,
but is now supported in [0,

√
π + δ] × [0, 2

√
π + δ] and satisfies max(K̂) <

π + δ.
One can construct a symplectic diffeomorphism ψ of R2 which maps

[0,
√
π + δ] × [0, 2

√
π + δ] into B2(

√
2 + 2δ) and for t ∈ [0, 1] maps arbi-

trarily large subsets of each rectangle [0,
√
π + δ] × [0, (1 + t)

√
π + δ] onto
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balls centered at the origin. (Such maps are described and illustrated explic-
itly in Section 3.1 of [17].) We choose these arbitrarily large subsets of the
rectangles [0,

√
π + δ]× [0, (1 + t)

√
π + δ] so that they contain φtK(U) for all

t ∈ [0, 1]. Setting U = ψ−1(B2(1)) and H = K̂ ◦ ψ, we are done.

Remark 4.3. It is clear from the definition of H in terms of K̂ that for all t ∈
[0, 1] the distance between φtH(B2(1)) and the boundary ofB2(

√
(1 + t)(1 + δ/π))

is greater than zero and of order δ.

Consider an immersion iδ of Σ(ε) into R2, as sketched in Figure 1, with
the following properties:

• the double points are concentrated in an arbitrarily small region around
the origin (0, 0).

• the vertical and horizontal sections crossing at (0, 0) are arbitrarily thin
(and hence arbitrarily long if need be).

• the areas of the regions A and B are both equal to π + 2δ.

By the last of these properties we may assume that, for sufficiently small
ε > 0, the immersion lies in a region symplectomorphic to B2(

√
2 + 2δ).

Let I0
δ be the symplectic immersion of Σ(ε)× B2(1) into B2(

√
2 + 2δ)×

B2(
√

2 + 2δ) which acts as iδ on the first factor and as inclusion on the
second. We now alter the image of I0

δ to obtain the desired embedding. In
what follows, we will use coordinates (x1, y1) on the plane containing the
first copy of B2(

√
2 + 2δ) and coordinates (x2, y2) on the plane containing

the second copy. The projection from R4 to the x1y1-plane will be denoted
by pr1.

The self-intersections of I0
δ project under pr1 to the self intersections

of iδ. The x1-coordinates of these points take values in an interval of the
form [−λ, λ]. For Λ > λ, let CΛ be the horizontal portion of the image
of iδ which passes through the origin and whose first coordinates satisfy
x1 ∈ [−Λ,Λ]. To remove the intersections of I0

δ , we consider the Hamiltonian
Ĥ = χ(x1)H(x2, y2) where H is the Hamiltonian from Lemma 4.2 and χ is
a bump-function which equals 1 for |x1| ≤ λ and equals 0 for |x1| ≥ Λ. The
time-1 Hamiltonian flow of Ĥ is

φĤ(x1, y1, x2, y2) = (x1, y1 + χ′(x1)H(x2, y2), φ
χ(x1)
H (x2, y2)).
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A

B

(0,0)

C

Figure 1: The symplectic immersion iδ of the punctured torus.

Let I1
δ be the symplectic immersion of Σ(ε) × B2(1) into B2(

√
2 + 2δ) ×

B2(
√

2 + 2δ) obtained by applying φĤ to CΛ × B2(1). Clearly, I1
δ agrees

with I0
δ away from i−1

δ (CΛ) × B2(1), and shares none of the original double
points of I0

δ . The immersion I1
δ can only have new double points in φĤ(CΛ

±×
B2(1)) where CΛ

+ and CΛ
− are the portions of CΛ corresponding to points

with x1-values in [λ,Λ] and [−Λ,−λ], respectively. We now show that, for
an appropriate choice of iδ and χ, I1

δ can be adjusted on φĤ(CΛ
± ×B2(1)) so

that no new double points occur.
In the x1y1-plane, φĤ only moves points in CΛ

± and does so only in the y1–
direction. Moreover, the maximum displacement in this direction is bounded
from above by ∣∣∣∣∫ 1

0

χ′(x1) max(H) dx1

∣∣∣∣ < max(|χ′|)(π + δ).
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Hence, the image of φĤ(CΛ
+ ×B2(1)) under pr1 is contained in the set

CΛ
+ + ([λ,Λ]× [0,max(|χ′|)(π + δ)]) ,

and the projection of φĤ(CΛ
− ×B2(1)) is contained in

CΛ
− + ([−Λ,−λ]× [−max(|χ′|)(π + δ), 0]) .

Choosing the width of CΛ to be sufficiently small, and max(|χ′|) sufficiently
close to 1

Λ−λ , we may assume that both φĤ(CΛ
±×B2(1)) project to regions in

the x1y1-plane whose area is less than π+ 2δ and hence less than the area of
each of the regions A and B. Acting on φĤ(CΛ

−×B2(1)) and φĤ(CΛ
+×B2(1))

by another symplectic diffeomorphism which acts nontrivially only in the
x1y1–directions, we may then ensure that they are mapped by pr1 into A
and B, respectively. The resulting symplectic immersion therefore has no
double points and is the desired embedding of Theorem 1.6.

4.2 The proof of Theorem 1.3

Scaling things appropriately, the argument above yields a symplectic embed-
ding of Σ(ε) × B2(r) into B2(

√
2) × B2(

√
2) for any r < 1 provided that ε

is sufficiently small. In this section, we show that the previous embedding
procedure can be refined to obtain a symplectic embedding of Σ(ε)× B2(r)
into B4(

√
3). This will prove Theorem 1.3 which implies that Theorem 1.1

is sharp.

Remark 4.4. The bi-disc B2(
√

2)×B2(
√

2) can be symplectically embedded
into B4(2), by inclusion. The second Ekeland-Hofer capacity implies that
this is optimal in the sense that B2(

√
2)×B2(

√
2) can not be symplectically

embedded into a smaller ball.

As in the proof of Theorem 1.6, we start with a symplectic immersion
I0 of Σ(ε) × B2(r) into B2(

√
2) × B2(

√
2) which acts by an immersion

i : Σ(ε) ↪→ B2(
√

2) in the first factor, and by inclusion on the second fac-
tor. The immersion i is chosen so that for some λ > 0 we have:

• the vertical and horizontal crossing portions of the image have length
equal to 2π/λ.

• the regions A and B have areas in the interval (πr2, π) and all but an
arbitrarily small amount of this area is concentrated within a distance
λ of the horizontal crossing portion, C.
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B

A

Figure 2: The symplectic immersion i, from a distance.

See Figure 2.
Set Λ = π/λ, so that CΛ = C. Defining χ and Ĥ as in the proof of

Theorem 1.6, we remove the double points of I0 by applying the time-1
flow of Ĥ to C × B2(r) to obtain a new immersion I1. Choosing λ and(
max(|χ′|)− 1

Λ−λ

)
to be sufficiently small, we may assume that the projection

pr1 maps φĤ(C × B2(r)) to the interior of the following region of the x1y1-
plane

C = C + {([−π/λ,−λ]× [−λ, 0]) ∪ ([λ, π/λ]× [0, λ])} .

When the width of C is small enough, the area of C is less than 2π. As in
the proof of Theorem 1.6 we can then apply a suitable symplectic map to
φĤ(C ×B2(r)) to shift the relevant parts of its projection into A and B and
hence obtain a symplectic embedding of Σ(ε)×B2(r) into B2(

√
2)×B2(

√
2).

We now refine this embedding procedure by choosing a new immersion of
Σ(ε). We begin by analyzing the fibers of the projection map pr1 acting on
I1(Σ(ε)×B2(r)). The points of I1(Σ(ε)×B2(r)) not in φĤ(C×B2(r)) belong
to fibres which can all be identified with B2(r). The points in φĤ(C×B2(r))
belong to fibres of pr1 determined by the x1-component of their projections.
That is, the fibres of pr1 corresponding to a fixed value of x1 can all be
identified with a fixed subset of B2(

√
2), which we denote by F (x1). For

|x1| ≤ λ, F (x1) is a fixed subset of the interior of B2(
√

2). For λ < |x1| ≤
π/λ, each F (x1) is contained in the interior of B2(

√
1 + χ(x1)) (see Lemma

4.2). We can choose the bump function χ(x1) so that on [−π/λ,−λ]∪[λ, π/λ]

it is arbitrarily C0-close to the function x1 7→ 1 − |x1|−λ
π/λ−λ . For all sufficiently
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small λ > 0 we may then assume that F (x1) is contained in the interior of
B2(
√

2− |x1|λ/π) for all x1 ∈ [−π/λ, π/λ]. By Remark 4.3, the distance

from F (x1) to the boundary of B2(
√

1 + χ(x1)) is bounded from below by
a positive constant which is independent of λ and which goes to zero as r
approaches

√
2. For χ as above, and λ sufficiently small, we may assume the

same is true of the distance from F (x1) to the boundary ofB2(
√

2− |x1|λ/π).
In this case we denote the lower bound for this distance by Dr.

We now apply a symplectomorphism w to the x1y1-plane which winds C
around itself as sketched in Figure 3. This winding is nearly tight but includes

w(C)

C

Figure 3: The winding map w acting on C.

small gaps (represented by the thicker lines in Figure 3) to accommodate the
winding of the rest of i(Σ(ε)). Since the area of C is less than 2π, for
sufficiently small ε > 0 we may assume that the image of i(Σ(ε)) ∪C under
the winding map still lies in the ball B2(

√
2). Replacing the embedding i in

the previous construction with the composition w◦i, we get a new symplectic
embedding

Iw : Σ(ε)×B2(r) ↪→ B2(
√

2)×B2(
√

2).

We now show that the image of Iw is contained in B4(
√

3).
Let (z1, z2) ∈ C4 be any point in the image of Iw. Then z1 = w(x1, y1) for

a unique point (x1, y1) in i(Σ(ε)) and z2 belongs to F (x1). Since w(i(Σ(ε))∪



REFERENCES 78

C) ⊂ B2(
√

2) we have
|z1| <

√
2. (23)

By the analysis of the fibres F (x1) above, we have

|z2| ≤
√

2− |x1|λ/π −Dr. (24)

On the other hand it follows from the definition of the winding map w that

|z1| =
√

2λ

π
|x1|+O(λ) +O(ελ). (25)

The first approximation here comes from equating the area of the portion
of C determined by x1, 2|x1|λ, with π|z1|2. The error terms of (25) corre-
spond, respectively, to the discrepancy caused by the width of C, and the
discrepancy caused by the gap in the winding.

Together, equations (24) and (25) yield

(|z2|+Dr)
2 +

1

2
(|z1| −O(λ)−O(ελ))2 ≤ 2

The fact that Dr is positive and independent of λ, for sufficiently small λ > 0,
implies that

|z2|2 +
1

2
|z1|2 ≤ 2. (26)

Together, inequalities (23) and (26) then yield

|z1|2 + |z2|2 ≤ 3,

as desired.
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