## 1. Limits and continuity

- If $\lim _{\vec{x} \rightarrow \vec{a}} f(\vec{x})=L$ we can calculate $L$ by taking any path, $\vec{\lambda}(t)$, with $\lim _{t \rightarrow 0} \vec{\lambda}(t)=\vec{a}$ and then compute $\lim _{t \rightarrow 0} f(\vec{\lambda}(t))=L$.
- Given two paths $\vec{\lambda}_{i}(t)$, with $\lim _{t \rightarrow 0} \vec{\lambda}_{i}(t)=\vec{a}, i=1,2$, compute $\lim _{t \rightarrow 0} f\left(\vec{\lambda}_{i}(t)\right)=L_{i}$. If $L_{1} \neq L_{2}$ then $\lim _{\vec{x} \rightarrow \vec{a}} f(\vec{x})$ does not exit.
- $f$ is continuous at $\vec{a}$ if and only if $\lim _{\vec{x} \rightarrow \vec{a}} f(\vec{x})=f(\vec{a})$.
- Constant functions and coordinate functions are continuous.
- Sums, products, quotients and compositions of continuous functions are continuous everywhere they are defined.


## 2. Partial Derivatives

- $\lim _{t \rightarrow 0} \frac{f\left(\vec{a}+t \vec{e}_{i}\right)-f(\vec{a})}{t}=\frac{\partial f}{\partial x_{i}}(\vec{a})$
- Compute partial derivatives using 1st year calculus.
- Higher partial derivatives.
- Clairaut's Theorem.


## 3. Gradient

If $f(\vec{x})=f\left(x_{1}, \cdots, x_{k}\right), \nabla f(\vec{x})=\left\langle\frac{\partial f}{\partial x_{1}}, \cdots, \frac{\partial f}{\partial x_{k}}\right\rangle$.

### 3.1. Chain Rule.

$$
\frac{\partial f(\vec{G}(\vec{x}))}{\partial x_{i}}=\nabla f(\vec{G}(\vec{x})) \cdot \frac{\partial \vec{G}}{\partial x_{i}}(\vec{x})
$$

3.2. Directional derivative. If $\vec{u}$ is a direction, the directional derivative of $f$ in the direction $\vec{u}$ is defined to be

$$
D_{\vec{u}} f(\vec{a})=\lim _{t \rightarrow 0} \frac{f(\vec{a}+t \vec{u})-f(\vec{a})}{t}
$$

which can be computed as

$$
D_{\vec{u}} f(\vec{a})=\nabla f(\vec{a}) \bullet \vec{u}
$$

It is the instantaneous rate of change of $f$ in the direction $\vec{u}$.
3.3. Implicit differentiation. How to do it.
3.4. Direction of maximal increase. At a point $\vec{a}$ the direction in which $f$ is increasing as fast as possible is the direction of $\nabla f(\vec{a})$. The directional derivative in this direction is $|\nabla f(\vec{a})|$.
At a point $\vec{a}$ the direction in which $f$ is decreasing as fast as possible is the direction of $-\nabla f(\vec{a})$. The directional derivative in this direction is $-|\nabla f(\vec{a})|$.
3.5. Critical points and their classification. Critical points are solutions to the vector equation $\nabla f(\vec{x})=\overrightarrow{0}$.
In two dimensions form the $2 \times 2$ determinant

$$
\mathcal{H}(f(x, y))=\left|\begin{array}{cc}
\frac{\partial^{2} f}{\partial x^{2}} & \frac{\partial^{2} f}{\partial y \partial x} \\
\frac{\partial^{2} f}{\partial x \partial y} & \frac{\partial^{2} f}{\partial y^{2}}
\end{array}\right|
$$

Suppose $(x, y)$ is a critical point.

- If $\mathcal{H}(f(x, y))=0$ you learn nothing about the critical point.
- If $\mathcal{H}(f(x, y))<0$, the critical point is a saddle point.
- If $\mathcal{H}(f(x, y))>0$, the critical point is a local extrema.
- If $\frac{\partial^{2} f}{\partial x^{2}}>0$ the critical point is a local minimum.
- If $\frac{\partial^{2} f}{\partial x^{2}}<0$ the critical point is a local maximum.
- Instead of $\frac{\partial^{2} f}{\partial x^{2}}$ you may use $\frac{\partial^{2} f}{\partial y^{2}}$
3.6. Tangent planes and normal lines. The tangent plane to an implicit surface $f(x, y, z)=$ $C$ at the point $(a, b, c)$ is the plane which contains the point $(a, b, c)$ and which has $\nabla f(a, b, c)$ as a normal vector. An equation for the tangent plane is then $\nabla f(a, b, c) \cdot\langle x, y, z\rangle=$ $\nabla f(a, b, c) \cdot\langle a, b, c\rangle$.
The normal line to an implicit surface $f(x, y, z)=C$ at the point $(a, b, c)$ is the line which contains the point $(a, b, c)$ and which has $\nabla f(a, b, c)$ as vector in the line. An equation for the normal line is then $\langle a, b, c\rangle+t \nabla f(a, b, c)$.
Tangent lines to level curves of $f(x, y)$ are perpendicular to $\nabla f$.


### 3.7. Lagrange multipliers.

3.7.1. One constraint. We want to maximize/minimize $f(x, y)$ (or $f(x, y, z)$ ) subject to the constraint $g(x, y)=C($ or $g(x, y, z)=C)$.
Step 1 - the equations.

$$
\begin{aligned}
\nabla f(x, y) & =\lambda \nabla g(x, y) \\
g(x, y) & =C
\end{aligned}
$$

OR

$$
\begin{aligned}
& \frac{\partial f}{\partial x}(x, y)=\lambda \frac{\partial g}{\partial x}(x, y) \\
& \frac{\partial f}{\partial y}(x, y)=\lambda \frac{\partial g}{\partial y}(x, y)
\end{aligned}
$$

if 3 -variables

$$
\begin{aligned}
\frac{\partial f}{\partial z}(x, y, z) & =\lambda \frac{\partial g}{\partial z}(x, y, z) \\
g(x, y) & =C
\end{aligned}
$$

## Step 2 - find all solutions to these equations.

This is pure algebra. Try to eliminate variables until you get an equation with only one variable; solve it; and see what this forces on the rest of the variables.
Remember to be careful dividing and when you take square roots be sure to consider both solutions.

Step 3 - answer the question. Plug your solutions for 2 and see which values are the biggest and which are the smallest. Were you asked for the points where the minimum or maximum occurred or were you asked for the value?
3.7.2. Two constraints. We want to maximize/minimize $f(x, y, z)$ subject to the constraints $g_{1}(x, y, z)=C_{1}$ and $g_{2}(x, y, z)=C_{2}$.
Step 1 - the equations.

$$
\begin{aligned}
\nabla f(x, y, z) & =\lambda \nabla g_{1}(x, y, z)+\mu \nabla g_{2}(x, y, z) \\
g_{1}(x, y, z) & =C_{1} \\
g_{2}(x, y, z) & =C_{2}
\end{aligned}
$$

OR

$$
\begin{aligned}
\frac{\partial f}{\partial x}(x, y, z) & =\lambda \frac{\partial g_{1}}{\partial x}(x, y, z)+\mu \frac{\partial g_{2}}{\partial x}(x, y, z) \\
\frac{\partial f}{\partial y}(x, y, z) & =\lambda \frac{\partial g_{1}}{\partial y}(x, y, z)+\mu \frac{\partial g_{2}}{\partial y}(x, y, z) \\
\frac{\partial f}{\partial z}(x, y, z) & =\lambda \frac{\partial g_{1}}{\partial z}(x, y, z)+\mu \frac{\partial g_{2}}{\partial z}(x, y, z) \\
g_{1}(x, y) & =C_{1} \\
g_{2}(x, y) & =C_{2}
\end{aligned}
$$

Steps 2 and 3 are the same as the one constraint case.
3.8. Max-min problems. Maximize or minimize $f(x, y)$ over a closed bounded region $D$ in the plane. Or a solid $V$ in 3 -space;
Step 1 - Find the critical points of $f$.
Step 2 - Find the max/min along the boundary of $D$. Either use Lagrange multipliers if the boundary of $D$ is a level curve $g(x, y)=C$ or parametrize the boundary and use 1 st year claculus.
Step 3 - Solve the problem. Evaluate $f$ at the points from steps 1 and 2. The biggest number you get is the maximum and the smallest is the minimum.

## 4. Double integrals

Given a closed bounded region $D$ in the plane,

$$
\iint_{D} f(x, y) d A
$$

is a number given as the limit of Riemann sums.
From this definition we have (so far)

$$
\begin{aligned}
\operatorname{Area}(D) & =\iint_{D} 1 d A \\
\text { Volume }(V) & =\iint_{D} f(x, y) d A
\end{aligned}
$$

where $V$ is the solid above $D$ in the $x y$-plane and below the graph $z=f(x, y)$. The interpretation of the double integral as a volume assumes $f(x, y) \geqslant 0$.
More applications will follow later.
4.1. Iterated integrals in Cartesian coordinates. To calculate $\iint_{D} f(x, y) d A$ for any continuous $f$, we can express the answer as an iterated integral (or perhaps a sum of iterated integrals).
First decide if you want to do $d A=d x d y$ or $d A=d y d x$. Then

$$
\begin{aligned}
& \iint_{D} f(x, y) d A=\int_{a}^{b} \int_{\ell(y)}^{r(y)} f(x, y) d x d y \\
& \iint_{D} f(x, y) d A=\int_{a}^{b} \int_{b(x)}^{t(x)} f(x, y) d y d x
\end{aligned}
$$

See here for more details.

