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ABSTRACT

We study the problem of link prediction in coupled networks, where we have the structure information of one (source) network and the interactions between this network and another (target) network. The goal is to predict the missing links in the target network. The problem is extremely challenging as we do not have any information of the target network. Moreover, the source and target networks are usually heterogeneous and have different types of nodes and links. How to utilize the structure information in the source network for predicting links in the target network? How to leverage the heterogeneous interactions between the two networks for the prediction task?

We propose a unified framework, CoupledLP, to solve the problem. Given two coupled networks, we first leverage atomic propagation rules to automatically construct implicit links in the target network for addressing the challenge of target network incompleteness, and then propose a Coupled Factor Graph Model to incorporate the meta-paths extracted from the coupled part of the two networks for transferring heterogeneous knowledge. We evaluate the proposed framework on two different genres of datasets: disease-gene (DG) and mobile social networks. In the DG networks, we aim to use the disease network to predict the associations between genes. In the mobile networks, we aim to use the mobile communication network of one mobile operator to infer the network structure of its competitors. On both datasets, the proposed CoupledLP framework outperforms several alternative methods. The proposed problem of coupled link prediction and the corresponding framework demonstrate both the scientific and business applications in biology and social networks.

Categories and Subject Descriptors
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1. INTRODUCTION

Link prediction is a fundamental problem in social networks, attracting considerable interest from different research fields, e.g., computer science [27, 38, 4], network science [7, 42], and biology [30, 5, 36, 8, 14]. Typically, the link prediction problem is formalized as: given a snapshot of a network at time \( t \), predict which links will be created in the following time \( t+1 \). The problem can be addressed by using unsupervised methods such as Adamic/Adar [1] and random walk with restart [37], or supervised learning models such as supervised random walk [3] and random forest [28] by defining a set of features.

In this paper, we study the link prediction problem in an interesting new setting: coupled networks, where we have two networks: one source network \( G^S \) and one target network \( G^T \). Basically, we have structure information of the source network \( G^S \) and interactions \( G^C \) between the two networks, but do not have any structure information for the target network. The objective of link prediction here is to predict the existence of links in the target network \( G^T \).

The problem exists in many data mining applications. As the example illustrated in Figure 1, the disease-gene coupled networks are decomposed as a disease network (Fig. 1(b)), a gene network (Fig. 1(d)), and a cross network that links source and target networks together (Fig. 1(c)). Link prediction in coupled networks is then formalized as a problem of using the disease network and associations between diseases and genes to predict the relationships that exist between two genes (Fig. 1(b) \( \rightarrow \) Fig. 1(c) \( \rightarrow \) Fig. 1(d)). Solving the problem automatically is quite useful, because otherwise arduous and expensive medical experiments on a huge selection by biologists and geneticists are required to figure out the links in the gene network [28]. In other domains such as social networks, the problem is also very important. In mobile social networks, an operator such as AT&T is motivated to infer the link structure among users of its competitors (such as Verizon and T-Mobile); Or in online social networks, it would be very useful for Google+ to acquire new users by having Facebook connections among GMail users who are registered Facebook users.

Coupled network link prediction is different from the classical link prediction problem [27, 28, 42, 23], which generally aims at predicting the future links in the next time period. Meanwhile, the proposed problem differs from link prediction in heterogeneous network [43, 45, 38, 22, 2], in which partial multi-typed links are given to predict the remaining single- or multi-typed links. Our problem is also different from the problem of transfer link prediction [6, 11, 39], which focuses on leveraging the estimated parameters in one network to improve the prediction performance of the other network based on the common features between the two networks. Finally, our problem is different from the problem of cross-domain link prediction [40, 20], whereas it aims to predict the links...
in the cross network (Fig. 1(c)) between two networks. We summarize the differences of different link prediction problems in Table 1. The significant advantage of the proposed problem lies in that it can be applied to real applications such as inferring the links in a competitor’s or enemy’s network to better understand it.

This coupled link prediction problem presents several unique challenges. First, incompleteness, we do not have structure information between two users in the target network—that is, there is a visibility of links that go from the source network to the target network but not beyond that. Second, heterogeneity, the source and target networks with multi-typed objects are twisted and coupled with one another. This makes it difficult to directly use a supervised learning approach due to the different types of links in source and target networks. Third, asymmetry, following the heterogeneity, the two coupled networks usually present different network properties—such as the average degree $k$ or clustering coefficient $cc$ as shown in Table 2.

In light of these differences and challenges, we present a unified two-phase framework CoupledLP to predict links in coupled networks. At the first phase, we leverage atomic propagation rules to propagate the implicit knowledge from the source network to the target network and construct “complete” coupled networks. At the second phase, we first extract features from the “complete” coupled networks, and then generate informative meta-paths from the coupled part between the source and target networks. We then propose a supervised Coupled Factor Graph Model to incorporate the meta-paths as structural correlation factors. Our contributions can be summarized as follows:

- We formally define a novel problem of coupled link prediction in networks and propose a unified CoupledLP framework to solve it.
- We propose a Coupled Factor Graph Model to utilize the implicit knowledge for predicting links in the target network. To incorporate the heterogeneous information between two networks, we define the meta-paths extracted from the coupled networks as structural correlation features.
- Finally, our experimental results on two different types of coupled networks demonstrate the effectiveness of the proposed CoupledLP framework. CoupledLP significantly outperforms several state-of-the-art link prediction algorithms on different networks.

The datasets used in the paper are three sets of large-scale real-world coupled networks, in which the first are the networks with diseases and genes coupled together as shown in Figure 1(a), the second are the mobile communication networks from three operators coupled together with 712 million call records in a European country, and the last are also the mobile networks from two operators with 42 million calling records in an Asian city. The experimental results on the large-scale real networks demonstrate that 1) CoupledLP offers a greater than 84% potential predictability for determining the existence of phenotypic links between disease pairs and 2) a mobile operator—such as AT&T—can achieve an accuracy of 80% for predicting the top links of its competitor’s network—such as Verizon.

**Organization.** Section 2 formalizes the problem of link prediction in coupled networks; Section 3 presents the proposed framework to solve the problem; Section 4 explains the experimental results; Section 5 discusses related work and Section 6 concludes the work.

## 2. PROBLEM DEFINITION

Generally, we use $G = \{V, E\}$ to denote a network, where $V = \{v_i\}$ is the set of nodes, and $E \subseteq V \times V$ is the set of links between nodes, with each link denoted as $e_{ij} = (v_i, v_j) \in E$.

**Definition 1.** Coupled networks and cross network: Given a source network $G^S = (V^S, E^S)$ and a target network $G^T = (V^T, E^T)$, they compose coupled networks if there exists a cross link $e_{ij}$ with one node $v_i \in V^S$ and the other node $v_j \in V^T$. The
cross network $G^C = (V^C, E^C)$ is a bipartite network containing all the cross links in the coupled networks.

Figure 1(a) shows a typical example of coupled networks with a disease network as the source network $G^S$ and a gene network as the target network $G^T$. The links between diseases and genes represent the genetic association links between them, which, with their linked nodes in $G^S$ and $G^T$, constitute the cross network $G^C$.

**Problem 1.** Coupled network link prediction: Given the source network $G^S$ and the cross network $G^C$, in coupled networks $G = (G^S, G^T, G^C)$, the task is to find a predictive function:

$$f : (G^S, G^C) \rightarrow Y^T$$

where $Y^T$ is the set of labels for the potential links in the target network $G^T$, with $y_{ij} = 1$ indicating a link exists between $v_i$ and $v_j$, and $y_{ij} = 0$ indicating no link exists between them. Henceforth we use $y_e$ to denote the label of a link $e$.

For the nodes in the target network without any links associated in the cross network, it is intractable to predict the links among them. In this sense, the objective actually can be reduced to predicting the links in the target network among the nodes contained in both the target network and the cross network, i.e., $\{v \in V^T \cap V^C\}$. However, in this work we still abbreviate the objective as predicting links in the target network $G^T$.

The coupled network link prediction problem is general for both directed and undirected networks. In this work, both kinds of networks are investigated, including directed mobile networks and undirected disease-gene networks. The details of the datasets are introduced in Section 4.1.

The fundamental challenge of this problem is how to capture the link formation patterns in the target network with little prior knowledge about its network structure and a few heterogeneous information about the cross network. In the traditional link prediction problem, we usually can observe most of the network structure, thus the patterns used to predict links can be easily obtained. However, in our problem, the link structure between two users in the target network is totally opaque, which makes the problem non-trivial. Therefore, how to effectively capture the features of the links in the target network without any inside information becomes a significant challenge.

3. COUPLED NETWORK LINK PREDICTION FRAMEWORK

In this section, we first introduce the framework to solve the proposed link prediction problem in coupled networks, and then explain the two main phases in the framework respectively.

3.1 CoupledLP Framework

To solve the challenges of coupled link prediction, we propose a framework, CoupledLP, to first enrich the target network structure, from which we then extract features and predict the links in the target network.

At the first phase, we infer the possible links [24] with the highest potential in the target network based on several heuristic rules. We name the inferred network as an implicit target network. The idea is to use both features extracted from the implicit target network and the structural meta-paths extracted from coupled networks.

3.2 Implicit Target Network Construction

To enrich the structural information in the target network, we construct an implicit target network based on three atomic propagation rules proposed in [15, 25], which include direct propagation, coupling propagation, and co-citation propagation. The three rules explain several real life phenomena such as information propagation in social networks, and traffic flow in railway or flight networks. Figure 2 illustrates how to infer the implicit links in the target network by using the three atomic propagation rules. In the figure, the links between $v_{i1}$ and $v_{i2}$ are to be predicted in the target network, the links denoted by the solid line are observable in the cross network, the objective is to infer the unknown links with high probability based on the observed links.

**Direct Propagation.** Figure 2(a) illustrates direct propagation. Suppose we observe many indirect links pointing from $v_{i1}$ to $v_{i2}$, such as $v_{i1} \to v_{i3} \to v_{i4} \to v_{i2}$ and $v_{i1} \to v_{i5} \to v_{i6} \to v_{i2}$ in the cross network. This indicates the potential direct propagation between the two nodes $v_{i1}$ and $v_{i2}$ in the target network. For example, in flight networks, when passengers always fly from Chicago to Boston through transferring at New York, or fly from Chicago to Boston through transferring at Detroit and so on, the airlines will probably feel the requirements and add the direct flights from Chicago to Boston.

**Coupling Propagation.** Figure 2(b) illustrates coupling propagation. Suppose we observe $v_{i1}^S$ and $v_{i2}^S$ always link to one common node, e.g., $v_{i3}^S$ or $v_{i4}^S$, then it indicates that the two nodes $v_{i1}^S$ and $v_{i2}^S$ also link to each other. A real case about Facebook wall posts may well explain the phenomenon. Generally, it is highly probable that the users who post comments on the same message know each other. Moreover, the more comments there are posted on a common message, the more likely they are friends.

**Co-citation Propagation.** Figure 2(c) illustrates co-citation propagation. Suppose we observe $v_{i1}^S$ and $v_{i2}^S$ are always linked by one common node, e.g., $v_{i3}^S$ or $v_{i4}^S$. This indicates that the two nodes $v_{i1}^S$ and $v_{i2}^S$ also link to each other. An intuitive case is the paper citation network. If two papers are always cited together by the other papers, it will be more likely that they share similar research topics, and that one paper may also cite another one.

Formally, we represent the network structure of the cross network as a matrix $M$, with each element $M_{ij}$ as the transition probability between node $v_i$ and $v_j$. In a static network, $M_{ij}$ can be calculated as the normalized link strength between node $v_i$ and $v_j$. In a dynamic network, the duration between two sequential propaga-
tions can be incorporated into the transition probability [29]. Then
the network structure in the target network can be represented as
the matrix multiplication, $MM$, according to the direct propa-
gation rule, $MM^T$, according to the coupling propagation rule, and
$M^T M$, according to the co-citation rule. We combine the three re-
sults together to represent the final network structure of the target
network. Specifically, the network structure $M^*$ of the target net-
work is shown as follows: $M^* = MM + MM^T + M^T M$. There
are several ways to construct the implicit target network $G^T$ by
using $M^*$. For example, we can map the resulted matrix element
$M_{ij}$ into a probability space and construct a probabilistic target
network [24]. In this work, we select the top $z\%$ links ranked by
$M_{ij}$ as the inferred links in the implicit target network, where $z$
threshold parameter to prune the noisy links inferred by the three
proposition rules.

Although the atomic propagation rules are explained by the di-
rected networks, when applied in the undirected networks, the three
rules can be simply reduced into the same rule denoted by $MM$
because $M = M^T$. There are other methods for inferring the im-

cplicit network structure, such as random walk with restart or di-
rectly counting common neighbors. However, the proposed propa-
gation method is empirically proved to perform better than several
alternative methods in Section 4.

3.3 Coupled Factor Graph Model

This section proposes a Coupled Factor Graph Model (Cou-
pledFG) to predict the label set $Y^T$ for the links in the target net-
work $G^T$, based on the network structure in the source network $G^S$
cross network $G^C$, and the implicit target network $G^T$ inferred
in the first phase. Our goal is to train a supervised classification
model.

Model description. We treat the links in $G^T$ with two nodes
contained in $V^T \cap V^C$ as the candidates to predict. Specifically,
we first extract features $x_e$ from $(G^S, G^C, G^T)$ for each link $e$
in the candidate set and learn the weights for different features by
using our proposed Coupled Factor Graph Model. We then estimate
a formation probability $P(y_e|x_e)$ for each link in the test set.

The objective of our model is to maximize the probability of the
links in coupled networks given the observed features and the model
parameters, i.e., $P(Y|X, G)$. In factor graph, the “global” probability can be factorized as a product of “local” factor
functions [21], which is relatively easy to optimize.

The attribute feature vector $X_e$ for each link can be defined as
different types, such as the number of common friends, the Jac-
card distance, the score of random walk with restart between the
two nodes of the link. However, due to the asymmetry of the two
coupled networks, the features extracted for edges in the source
network $G^S$ and edges in the (implicit) target network $G^T$ ($G^C$)
may be located in different spaces. We have to use two separate sets
of factors to capture the attributes of edges in the source network
$G^S$ and the (implicit) target network $G^T$, respectively, and factor-
ize the conditional probability $P(X|Y)$ of generating attributes $X$
for links given their labels $Y$ as:

$$P(X|Y) \propto \prod_{e \in E^S} \prod_{k=1}^K \prod_{e \in E^T} P(x_{ek}^S|y_ek) \prod_{k=1}^K P(x_{ek}^T|y_{ek})$$

where $P(x_{ek}^S|y_ek)$ is the probability of generating the $k^{th}$ feature
$x_{ek}^S$ in the source network given the label $y_ek$. Similarly,$P(x_{ek}^T|y_{ek})$ is the probability of generating the $k^{th}$ feature
$x_{ek}^T$ in the target network given the label $y_{ek}$, and $K$ is the number of at-

In addition to the features defined on source and target networks
separately, we define the structural factor $P(Y|G)$ in coupled
networks to bridge the source and target networks. The meta-path
based methods have been demonstrated as effective solutions for
solving the heterogeneity of link prediction tasks [46, 38]. The ma-

or issue here is how to design informative meta-paths in coupled
networks and utilize them in the factor graph model.

We design meta-paths in coupled networks as follows. Following
the definitions in the work [38], we define the schema of coupled
networks to be $S = (Q, R)$, where $Q = \{S_Q, T_Q\}$ with $S_Q$ as
the set of node types in the source network and $T_Q$ as the set of
node types in the target network, $R = \{S_R, T_R, C_R\}$ with $S_R$ as
the set of relation types in the source network, $T_R$ as the set of
relation types in the target network, and $C_R$ as the set of relation
types in the cross network. For example, in coupled disease-gene
networks, we have $Q = \{\text{Disease, Gene}\}$ and $R = \{\text{D-D relation}, \text{G-G relation}, \text{D-G relation}\}$. We define the following meta-paths,

$$S_Q T_Q S_Q: \text{Disease} \xrightarrow{\text{express}} \text{Gene} \xrightarrow{\text{express}} \text{Disease}, \text{which means two diseases are expressed by one gene.}$$

$$T_Q S_Q: \text{Gene} \xrightarrow{\text{associate}} \text{Disease}, \text{which means one disease is expressed by two genes.}$$

$$S_Q T_Q S_Q = \{\text{Disease} \xrightarrow{\text{express}} \text{Gene} \xrightarrow{\text{express}} \text{Disease}, \text{which means two diseases are expressed by r associated genes.}$$

$$T_Q S_Q: \text{Gene} \xrightarrow{\text{family}} \text{Disease}, \text{which means two genes express r diseases belonging to one family.}$$

Now we introduce how to model the coupled meta-paths in factor
graphs. Again, according to the theory of factor graph [21], the
probability $P(Y|G)$ of labels given the structure of the network
can be factorized over all meta-paths in networks as following:

$$P(Y|G) \propto P(Y_n)$$

where $\Pi$ denotes the pre-defined meta-path set in coupled
networks and $\pi$ is a group of meta-paths in $\Pi$. $Y_n$ denotes the labels of can-
didate links instantiated by the group of meta-paths $\pi$. For example,
two candidate links $e_1$ and $e_2$ that share the same meta-paths can
be defined as $Y_n = \{y_{e_1}, y_{e_2}\}$. The modeling of meta-paths as struc-
tured heterogeneous correlations makes our method different from
previous work, in which meta-paths are usually used as a vector of
attributes for machine learning models.

Given the probability $P(X|Y)$ of generating the attribute fea-
tures $X$ and $P(Y|G)$ of generating meta-path based structural fea-
tures, the conditional distribution over the coupled networks is fac-
torized as:

$$P(X|Y, G) \propto P(X|Y) \cdot P(Y|G)$$

$$\propto \prod_{e \in E^S} \prod_{k=1}^K P(x_{ek}^S|y_ek) \prod_{e \in E^T} \prod_{k=1}^K P(x_{ek}^T|y_{ek}) \prod_{\pi \in \Pi} P(Y_n)$$

Now the problem becomes how to instantiate the probabilities $P(x_{ek}|y_{ek})$ and $P(Y_n)$ in Eq. (3). In principle, they can be instan-
tiated in different ways. In this work, we model them by Markov
random fields based on Hammersley-Clifford theorem [17], which
states that a probability distribution that has a positive density sat-
sifies one of the Markov properties with respect to an undirected
graph if and only if it is a Gibbs random field. And the density of
the probability distribution can be factorized over the cliques of the

$$P(x_{ek}|y_{ek})$$

and

$$P(Y_n)$$
The parameters to be estimated are \( \theta = \{\alpha, \beta, \gamma\} \). We learn the parameters through maximizing the logarithm of the likelihood function \( P(Y|X, G, \theta) \). Based on Eqs. (3), (4), (5), and (6), the log-likelihood objective function can be written as:

\[
\mathcal{O}(\theta) = \sum_{e \in E}\left\{ \sum_{k=1}^{K} \alpha_k f_k(x_{ek}, y_{ek}^{S}) + \sum_{k=1}^{K} \beta_k g_k(x_{ek}, y_{ek}^{T}) \right\}
+ \sum_{\pi \in \Pi} \gamma_{\pi} h_{\pi}(Y_{\pi}) - \log Z
\]

where \( Z = Z_{\alpha}Z_{\beta}Z_{\gamma} \) is a normalization factor. In this objective function, the first term and second term respectively define the likelihood over the source network and the target network separately, and the third term defines the likelihood over the meta-paths through the cross network that connects the source and target networks. Each definition implies that while the source and target networks are optimized with different parameters \( \{\alpha\} \) and \( \{\beta\} \), the coupled networks are bridged by the parameters \( \{\gamma\} \) of the meta-paths. The idea here is inspired by the model proposed in [39], wherein Tang et al. presented a transfer-based method for inferring social tie across heterogeneous networks. The difference lies in that [39] uses common factors—defined based on social theories—extracted from source and target networks separately to bridge them, while in this work we use factors defined on meta-paths that naturally connect two coupled networks.

To solve the log-likelihood function, we adopt a gradient descent algorithm (or Newton-Raphson algorithm). Specifically, we derive the gradients of each parameter with regards to Eq. (7). For example, the gradients for each \( \alpha_k \) and \( \gamma_{\pi} \) are derived as:

\[
\frac{\mathcal{O}(\theta)}{\alpha_k} = \mathbb{E}[f_k(x_{ek}, y_{ek}^{S})] - \mathbb{E}_{P_{\alpha_k}(y_{ek}^{S}|x_{ek})} f_k(x_{ek}, y_{ek}^{S})
\]

\[
\frac{\mathcal{O}(\theta)}{\gamma_{\pi}} = \mathbb{E}[h_{\pi}(Y_{\pi})] - \mathbb{E}_{P_{\gamma_k}(Y_{\pi}|X,G)} [h_{\pi}(Y_{\pi})]
\]

where \( \mathbb{E}[f_k(\cdot)] \) and \( \mathbb{E}[h_{\pi}(\cdot)] \) represent the expectation of factor function \( f_k(\cdot) \) and distribution of the input network, and \( \mathbb{E}_{P_{\gamma_k}(Y_{\pi}|X,G)} [f_k(\cdot)] \) represents the expectation of factor function under the distribution \( P_{\gamma_k}(Y_{\pi}|X,G) \) learned by the model.

Usually, it is intractable to estimate the marginal probability in the second term of Eq. (8) and (9) as the graphical structure can be arbitrary and may contain cycles. In this work, we use loopy belief propagation (LBP) [31] to approximate the gradients. The learning algorithm contains two main parts: First, perform LBP algorithm to calculate corresponding marginal distributions; Second, update each parameter to maximize the objective function. It is worth noting that the learning process perform the LBP algorithm twice in each iteration, one is for estimating the marginal distribution of unknown variables and the other for marginal distribution over all cliques. In this way, the algorithm utilizes the unlabeled information in the learning process. Finally, each parameter is updated with the learning rate \( \eta \):

\[
\theta_{\text{new}} = \theta_{\text{old}} + \eta \cdot \frac{\mathcal{O}(\theta)}{\theta}
\]

The time complexity of the learning algorithm at each iteration is \( O(|E_{\text{cand}}| \cdot |y| + |E_{\text{pair}}| \cdot |y|^2) \) if considering the candidate link pairs connected by meta-paths as structural factors, where \( |E_{\text{cand}}| \) is the number of candidate links, \( |y| \) is the number of labels, and \( |E_{\text{pair}}| \) is the number of pairs of candidate links that are connected by meta-paths.

Link prediction. After we obtain the learned parameters \( \theta = \{\alpha, \beta, \gamma\} \), we estimate the link labels \( Y^T \) in the test set. All the links in the test set are assigned with labels that can maximize the marginal probabilities with the estimated parameters:

\[
Y^{T*} = \arg\max \mathcal{O}(Y^T|X, G, \theta).
\]

where the LBP algorithm is used to solve this problem.

Due to the computing complexity, it is intractable to enumerate all meta-paths in given coupled networks. There are several ways to determine the choice of meta-paths. We use the physical meaning in real world as a principle to choose meta-paths [38], and limit the length of meta-paths into three and four. Taking disease-gene networks as an example, we choose four types of meta-paths, including the following cases: 1) Disease–Gene–Disease, which means two diseases are expressed by one gene; 2) Disease–Gene–Gene–Disease, which means two diseases are expressed by two associated genes; 3) Gene–Disease–Gene, which means one disease is expressed by two genes; 4) Disease–Gene–Disease–Gene, which means two genes express two diseases who belong to one family. The first two types of meta-paths are used for predicting from gene network to disease network, and reversely, the last two are used for predicting links in gene network from disease network.

3.4 Summary

In conclusion, targeting at the three challenges in coupled network link prediction problem, we propose a unified framework CoupledLP that contains two phases. At the first phase, we construct an implicit target network to solve the incompleteness of the target network. At the second phase, we model attribute features by using separate sets of parameters to address the issue of the asymmetry of the source and target networks. We then incorporate informative meta-paths as the structural factors into factor graphs to untangle the heterogeneity of coupled networks.

4. EXPERIMENTS

In this section, we evaluate our proposed framework, CoupledLP, for predicting links in coupled networks on three networks and demonstrate its effectiveness. The disease-gene dataset and code are publicly available\(^1\).

\(^1\)http://aminer.org/CoupledLP
Table 2: Statistics of the three sets of coupled networks. $k$: average degree; $cc$: clustering coefficient; $ac$: assortative coefficient. The asymmetry of network properties between source and target networks is revealed.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>$D$ to $G$</th>
<th>$G$ to $D$</th>
<th>$A_a$ to $A_b$</th>
<th>$A_b$ to $A_a$</th>
<th>$E_a$ to $E_b$</th>
<th>$E_b$ to $E_a$</th>
<th>$E_a$ to $E_c$</th>
<th>$E_b$ to $E_c$</th>
<th>$E_a$ to $E_b$</th>
<th>$E_a$ to $E_c$</th>
<th>$E_b$ to $E_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Nodes</td>
<td>703</td>
<td>1132</td>
<td>348,640</td>
<td>63,687</td>
<td>235,715</td>
<td>2,531,187</td>
<td>655,755</td>
<td>354,166</td>
<td>1,912,933</td>
<td>1,255,046</td>
<td>625,379</td>
</tr>
<tr>
<td>#Links</td>
<td>1,422,523</td>
<td>2,450</td>
<td>10483</td>
<td>163,614</td>
<td>96,325</td>
<td>806,213</td>
<td>3,355,197</td>
<td>649,322</td>
<td>311,432</td>
<td>1,844,342</td>
<td>1,131,393</td>
</tr>
<tr>
<td>$k$</td>
<td>212.01</td>
<td>43.33</td>
<td>11.43</td>
<td>3.52</td>
<td>3.02</td>
<td>2.59</td>
<td>2.65</td>
<td>1.98</td>
<td>1.75</td>
<td>1.92</td>
<td>1.80</td>
</tr>
<tr>
<td>$cc$</td>
<td>0.2659</td>
<td>0.1377</td>
<td>0.0237</td>
<td>0.0225</td>
<td>0.00457</td>
<td>0.0266</td>
<td>0.01017</td>
<td>0.00457</td>
<td>0.0266</td>
<td>0.01017</td>
<td>0.00457</td>
</tr>
<tr>
<td>$ac$</td>
<td>-0.0256</td>
<td>0.1761</td>
<td>-0.2556</td>
<td>0.2011</td>
<td>0.0654</td>
<td>0.2848</td>
<td>0.2693</td>
<td>0.2806</td>
<td>0.0223</td>
<td>-0.0305</td>
<td>0.1113</td>
</tr>
</tbody>
</table>

Table 3: Statistics of the candidate and positive links in constructed coupled networks.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>$D$ to $G$</th>
<th>$G$ to $D$</th>
<th>$A_a$ to $A_b$</th>
<th>$A_b$ to $A_a$</th>
<th>$E_a$ to $E_b$</th>
<th>$E_b$ to $E_a$</th>
<th>$E_a$ to $E_c$</th>
<th>$E_b$ to $E_c$</th>
<th>$E_a$ to $E_b$</th>
<th>$E_a$ to $E_c$</th>
<th>$E_b$ to $E_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Candidate links</td>
<td>243,393</td>
<td>19,014</td>
<td>376,416</td>
<td>1,280,959</td>
<td>972,808</td>
<td>2,594,169</td>
<td>424,793</td>
<td>1,655,878</td>
<td>252,471</td>
<td>372,421</td>
<td></td>
</tr>
<tr>
<td>#Positive links</td>
<td>1,582</td>
<td>11,015</td>
<td>25,694</td>
<td>57,138</td>
<td>179,265</td>
<td>373,511</td>
<td>83,657</td>
<td>232,814</td>
<td>46,954</td>
<td>63,544</td>
<td></td>
</tr>
<tr>
<td>%Positive links</td>
<td>0.65%</td>
<td>57.93%</td>
<td>6.83%</td>
<td>4.46%</td>
<td>18.43%</td>
<td>14.40%</td>
<td>19.69%</td>
<td>14.06%</td>
<td>18.60%</td>
<td>17.06%</td>
<td></td>
</tr>
</tbody>
</table>

4.1 Datasets

We use two types of coupled networks to evaluate our proposed framework, including Disease-Gene networks, Asian mobile networks with two operators, and European mobile networks with three operators. Table 2 summaries the statistics of the constructed coupled networks from the three datasets. Clearly, we can see the network properties are asymmetric between source and target networks.

**Disease-Gene networks (DG).** The dataset contains a disease network ($D$), a gene network ($G$) and the connections between diseases and genes [8]. Disease pairs are connected by a phenotypic link if there exist significant co-morbidities in real patients (Figure 1(b)). Gene pairs are connected by protein-protein interaction links in accordance with combined physical interaction data collected from Human Protein Reference Database (HPRD) and the Online Predicted Human Interaction Database [8] (Figure 1(d)). Genetic association links exist between diseases and genes in a bipartite graph and represent known disease-gene associations extracted from the Online Mendelian Inheritance in Man database, SwissProt, and HPRD [8] (Figure 1(c)).

**Asian mobile networks (A).** This is a dataset used in [13], containing about 42 million call records in an Asian city from October 2005 to March 2006. We construct directed networks from the call records by treating each user as a node and creating a link between two users if there exists at least one call record between them. A weight is assigned to a link to represent the number of call records. To conduct our task of link prediction in coupled networks, we construct different coupled networks by treating one operator network as source network, another operator network as target network, and the connections between the two networks as the cross network. Two operators are involved in this dataset, which are denoted as $A_a$ and $A_b$ with the size $|A_a| > |A_b|$. We construct two different coupled networks by using $A_a$ and $A_b$.

**European mobile networks (E).** This is a dataset used in [28, 12], containing more than 712 million call records in a European country within two months, i.e., August and September, in 2011. There are three major operators in the mobile networks. We denote the communication network of each of the three operators as $E_a$, $E_b$ and $E_c$, respectively with the size $|E_a| > |E_b| > |E_c|$. The European mobile networks are constructed in the same way as the Asian mobile networks. In total, we construct six coupled networks by using this dataset.

4.2 Feature Definition

Basically, for network analysis or graph mining, a series of topological features are usually defined to solve the problem. In this paper, we define the similar features as those defined in HPLP+ [28]. We take an weighted undirected network as example to explain features defined for one potential link $e_{ij}$ between two nodes $v_i$ and $v_j$. The features include common-neighbor based and path based features.

Common-neighbor based features include the number of common neighbors (CN), Adamic/Adar (AA), and Jaccard Coefficient (JC), and Preferential Attachment (PA). CN simply counts the number of common neighbors between two nodes $v_i$ and $v_j$. AA also counts the number of common neighbors, but weights each common neighbor by rarity, which is the reciprocal of a node’s degree [1]. JC calculates the ratio of common neighbors among the union set of $v_i$’s and $v_j$’s neighbors. PA calculates the similarity between $v_i$ and $v_j$ by the product of their degrees.

Among several alternative path based features, we choose PropFlow (PF) [28] rather than Katz and Random Walk with Restart (RWR), due to their high computing complexity. PF calculates the similarity by conducting random walks from $v_i$ to $v_j$ with a restricted number of steps. We set the number of maximal steps as 4. However, Katz and RWR need to sum over all possible paths between $v_i$ and $v_j$.

4.3 Experimental Setup

Candidate generation. We explain how to generate candidate links for the prediction tasks. The total number of the potential links equals to $|V| \times |V|$, which is usually very large. Thus, we follow the general method [42, 3] to treat candidate links as those with two nodes at most 2-hops away from each other in the network. Table 3 summarizes the statistics of the candidate and positive links in the coupled networks. From the table, we can see that the percentage of the positive links varies from 4% to 19% for the mobile networks, however, this ratio is only 0.65% for the coupled $D$ to $G$ networks constructed from the disease and gene networks, which is extremely imbalanced. Due to the incompleteness of target network in coupled network link prediction, only 1% of target candidate links are treated as training set and the remaining as test links.

Comparison methods. We compare CoupledLP with both the unsupervised and supervised methods for the task of link prediction in coupled networks. For the unsupervised methods, we directly use the above defined features, CN, AA, JC, PA, and PF, to rank links due to their competitive predictive power in both our experiments.
and the previous work [27]. The propagation method (IT) proposed in Section 3.2 is also used as an unsupervised method.

For the supervised methods, we choose Decision Tree (DT) and Logistic Regression Classification (LRC) used in [3]. All the methods consider the above defined features. Both DT and LRC simply consider the coupled networks as a homogeneous network.

**CoupledLP** is our proposed framework that includes both the implicit target network construction at the first phase ($z = 10$) and the CoupledFG model at the second phase. **DT-IT, LRC-IT, CoupledLP-IT** are the reduced versions of three supervised methods above that exclude the implicit target network construction at the first phase.

**Evaluation metrics.** For unsupervised methods, we rank links by the similarity scores calculated by these methods. For supervised methods, we rank test links by the probability $P(y_k|x_e, G; \theta)$ generated by them. We evaluate the ranking results by using the area under the Receiver Operating Characteristic curve (AUROC), the area under the Precision-Recall curve (AUPR), and precision at top $k$%, where we change $k$ from 1 to 10 with 1 as the interval and from 10 to 100 with 10 as the interval in our experiments. AUROC, AUPR and precision at top ranked links are typically used in the evaluation of link prediction tasks [46, 28, 35, 23, 42, 3, 44].

### 4.4 Experimental Results

In this section, we first present the prediction performance of our proposed CoupledLP framework compared with the baselines; second, verify the effects of implicit target network construction; finally discuss the implications in biology and social networks.

**Performance comparison.** Tables 4 and 5 show the performance for different methods in terms of AUROC and AUPR on all the constructed 10 coupled networks. Figure 3 presents the curve of the precision at top $k$% ranked links. Generally, we can see that our proposed CoupledLP outperforms the other baselines for AUROC, AUROPC and precision at top $k$% ranked links in most coupled networks. We also conduct t-test for our results, which shows that all the improvements of our proposed CoupledLP over other baselines are statistically significant ($p \ll 0.001$).

**IT** performs better in most cases than the unsupervised methods in terms of AUPR. Table 4 and precision at top $k$% in Figure 3, which demonstrates the effectiveness of our proposed propagation method. That forms the reason that we select it to transfer implicit information from the source to the target network at the first phase in our framework.

The proposed CoupledLP performs better than both the supervised and unsupervised baselines in terms of AUROC. The similar results can be obtained as measured by AUPR in Table 4. We also note that the unsupervised method JC achieves the best AUROPC score in D to G case. Figure 3 presents the precision at top $k$% ranked links of our method CoupledLP and three baselines CN, IT, and LRC, which obtain the best performance comparing to other baselines. We can see from the figure that the proposed CoupledLP exhibits an improvement of 5%-10% in terms of precision from top 1% to 100% ranked links.

From both tables, we can see that the supervised methods (LRC, DT, and CoupledLP) outperform their reduced versions (LRC-IT, DT-IT, and CoupledLP-IT) that don't use the features extracted from the constructed implicit target network. This demonstrates the effectiveness of the first phase in our CoupledLP framework.

However, we also observe that in the coupled networks D to G, the prediction performance in terms of AUROC is quite limited, while the performance is good on the coupled networks G to D. The reason lies in that in the prediction case from D to G the candidate links...
are extremely imbalanced, with only 0.65% positive instances and the remaining over 99% as negative ones.

**Effect of implicit target network.** We verify the effect of the implicit target network constructed at the first phase of our framework from two aspects.

First, we compare the performance of CoupledLP-IT with CoupledLP in Tables 4 and 5. They clearly show that CoupledLP outperforms CoupledLP-IT in terms of both AUPR and AUROC, which demonstrates the positive effect of the implicit target network constructed at the first phase.

Second, we also verify the effect of the implicit target network directly. Specifically, we first construct the implicit target network and then rank the links based on each unsupervised method executed in the “complete” coupled network with the implicit target network merged in (\(z > 0\)). We compare the evaluation results with those predicted in the coupled networks without the implicit target network merged in (\(z = 0\)). The results shown in Figure 4 further demonstrate the effect of the implicit target network.

**Convergence and efficiency.** The learning process of our Coupled Factor Graph Model model at the second phase can converge within 200 iterations in most cases. The model code is largely developed from previous work [39], which is implemented in C++. The experiments are run on a server with Intel(R) i7 Quad-Core @2.6GHz, 16GB memory, and installed with MAC OS X Mavericks. We test the running time of each supervised method and find that for training the largest coupled network (\(E_5\) to \(E_6\)) with more than 2.59 million candidate links, LRC, DT, and Coupled Factor Graph Model models cost around 73, 68, and 30 seconds (each iteration), respectively. Note that the proposed CoupledLP also needs to extract meta-paths to construct structural correlations, which is not included in the training time. Although the proposed method needs relatively high computing cost, it is able to handle real large networks in an acceptable duration.

**4.5 Applications**

Our proposed coupled link prediction problem has potential applications in both scientific research and business intelligence. We discuss the applications of this problem in biology and social networks.

**Biology.** The identification of new associations between two genes or two diseases has been an important task in biology [30, 36]. A tremendous number of costly biological and genetic experiments have been conducted to explore the existence of genetic associations between two diseases or two genes [14, 8]. Essentially, the biologists and geneticists greedily choose each pair of diseases or genes and then examine whether there is an association between each pair. In this work, we demonstrate that the coupled link prediction problem can be directly applied to reduce the human efforts on the task. The proposed CoupledLP offers a higher 84% (AUPR) potential predictability for determining the existence of phenotypic links between diseases.
Social Networks. There are also potential applications in social networks. Figure 5 shows an illustrative example in coupled mobile social networks. In mobile social networks, a mobile operator such as AT&T has the communication network of its users and also the communication information between its users and users of another operator (e.g., Verizon). AT&T is highly motivated to acquire new users from competitors and prevent customer churns by taking the advantages of knowing competitors’ network structure and user connections. By applying our coupled link prediction problem and CoupledLP framework into mobile data, a mobile operator such as AT&T can achieve an accuracy of 80% for predicting the links of its competitor’s network (e.g., Verizon). Or in online social networks, a significant amount of users may register their Facebook accounts by using their Gmail accounts. It’s also useful for Google+ to recommend “people you may know” to its users by knowing the Facebook connections between its Gmail users.

5. RELATED WORK

Link prediction has attracted considerable attentions in various fields. Generally, the methods can be divided into unsupervised and supervised methods. A survey [27] provides thorough summarization of unsupervised methods. Most of the unsupervised methods are based on similarity measure between two nodes [27], e.g., common neighbors, Adamic/Adar index [1], Jaccard Coefficient, Preferential Attachment, Katz, Random Walk with Restart [37] and so on. More recently, researchers adopt supervised algorithms for link prediction [18]. Backstrom and Leskovec [3] designed a supervised random walk for friend prediction and recommendation in Facebook. Renderd et al. [34] proposed factorization machines and Kim and Leskovec [19] proposed a generative model and used EM algorithm to solve the problem. Spatial and temporal features were also incorporated into the supervised learning framework in several research [35, 42, 23]. Li et al. [26] used deep learning techniques to predict links in dynamic networks. The problem investigated in this paper is totally different from the existing link prediction problems. We propose to predict the links in one network by using the structure information of another network and the interactions between them, which is a novel and non-trivial problem. Besides, Leroy et al. [24] studied the problem of cold start in link prediction by using text and explicit information outside the networks. We propose to construct an implicit target network in our framework to also solve the cold start problem, however, the difference lies in that we only leverage the network structure without any other text information.

Several research has been conducted on predicting links in heterogeneous networks [38, 43, 22, 2, 45]. However, its objective is to predict different types of links, which is different from ours. Extensive research predicts links across multiple social networks or domains [20, 6, 11, 33, 46], while the objectives are still different. One kind focuses on leveraging the estimated parameters in one network to improve the prediction performance of the other network based on the common features between them, named as transfer link prediction. The other kind aims at predicting links in the cross network between two networks.

Our problem is also related to some link analysis tasks in social networks such as relation type prediction [9, 39, 41] and social tie strength prediction [16, 32, 10]. However, they usually target at analyzing the type or strength of a link, while we focus on predicting whether the link exists or not.

6. CONCLUSION

In this paper, we formalize a novel and non-trivial link prediction problem, named as link prediction in coupled networks, which aims at predicting the links in one network by using the pure structure information of another network and the interactions between the two networks. The major challenge of the problem is the missing links of the target network, which makes it difficult to extract features and training instances. We propose a unified framework, CoupledLP, which first propagates the knowledge from the source network to the target network and then use a coupled factor graph model to incorporate the implicit knowledge in the target network for the link prediction. The coupled factor graph model considers both the attribute features in each network and the structural meta-path based features between the two networks. The experiments on two large-scale mobile social networks and one disease-gene network show that our proposed framework outperforms several alternative baseline methods.

The problem of link prediction in coupled networks provides a new and practical research direction for link prediction. For future work, in addition to network structure, other information can be also leveraged to help predict the target links. It is also natural to design methods to automatically determine informative meta-paths in coupled networks. Furthermore, it is necessary to propose more efficient methods to integrate the general knowledge between source and target networks and capture the underlying mechanisms that drive link formation in coupled networks. Additionally, it would be interesting to investigate the social behavior of the users in the cross network between two networks. Will it be different from the behavior within one source or target network? To analyze the influence or conformity of those users in the cross network would be an interesting research topic.
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