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Abstract—The meta distribution provides fine-grained infor-
mation on the signal-to-interference ratio (SIR) compared to the
SIR distribution at the typical user. This paper firstly derives the
meta distribution of the SIR in heterogeneous cellular networks
with downlink coordinated multipoint transmission/reception
(CoMP), including joint transmission (JT), dynamic point blank-
ing (DPB), and dynamic point selection/dynamic point blanking
(DPS/DPB), for the general typical user and the worst-case user
(the typical user located at the Voronoi vertex in a single-tier
network). A more general scheme called JT-DPB, which is the
combination of JT and DPB, is studied. The moments of the
conditional success probability are derived for the calculation
of the meta distribution and the mean local delay. An exact
analytical expression, the beta approximation and simulation
results of the meta distribution are provided. From the theoretical
results, we gain insights on the benefits of different cooperation
schemes and the impact of the number of cooperating base
stations and other network parameters.

Index Terms—Base station cooperation, CoMP, meta distribu-
tion, mean local delay, cellular network, HetNets, Poisson point
process, stochastic geometry.

I. INTRODUCTION

A. Motivation

With the increasing demand for data rate over cellular
networks, the heterogeneous networks are deployed more and
more densely [1]. In order to reduce the additional inter-cell in-
terference caused by network densification and heterogeneity,
coordinated multipoint transmission/reception (CoMP) is a key
technology in cellular networks. Stochastic geometry provides
unified mathematical tools to model and analyze wireless
networks with randomly placed nodes, including cellular net-
works [2]. In order to comprehensively assess the benefits of
CoMP, the meta distribution of the signal-to-interference ratio
(SIR), a recently introduced performance metric [3], needs to
be studied. The standard (mean) success probability defined as
the complementary cumulative distribution function (CCDF)
of the SIR of the typical user answers the questions “Given a
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SIR threshold1 θ, what fraction of users in the whole network
can achieve successful transmission on average?”, while the
meta distribution provides more fine-grained information for
the individual links than the standard success probability and
answers more detailed questions such as “What fraction of
users in a cellular network achieve 90% link reliability given
a SIR threshold θ?” [3].

Letting Φ denote the point process of base stations (BSs),
the meta distribution is the CCDF of the conditional success
probability

Ps(θ) , P(SIR > θ | Φ), (1)

which is the CCDF of the SIR of the user at the origin given
the point process Φ. The meta distribution is formally defined
by [3] as

F̄ (θ, x) , F̄Ps(θ, x) = P(Ps(θ) > x), x ∈ [0, 1] . (2)

Since it is difficult, most likely impossible, to calculate
the meta distribution directly from the definition in (2), we
focus on the moments of Ps(θ). The b-th moment of Ps(θ) is
denoted by

Mb(θ) , E(Ps(θ)
b) =

∫ 1

0

xbdF̄Ps(x)

=

∫ 1

0

bxb−1F̄Ps
(x)dx, b ∈ C, (3)

and the standard success probability can be expressed as
ps(θ) ≡ M1(θ), i.e., the first moment of the conditional
success probability. The exact meta distribution can then
be obtained by the Gil-Pelaez theorem [4] from the purely
imaginary moments Mjt = E(Ps(θ)

jt), j
∆
=
√
−1, t ∈ R+. It

is noteworthy that the meta distribution is the distribution of
the conditional success probability Ps(θ), while the standard
success probability captures only the mean of Ps(θ).

B. Related Work

Due to the simple form of its probability generating func-
tional (PGFL) [5, Theorem 4.9], the Poisson point process
(PPP) is the most tractable model for the analysis of wireless
networks based on stochastic geometry. Most of the prior
works focus on the standard success (coverage) probability
(M1 in our notation) as the performance metric [6]–[9]. The
standard success probability is the spatial average over the
channel fading and the point process. This important value

1In theory, the SIR threshold can be set arbitrarily. In practice, since
different user services have different requirements of quality of services (QoS),
the operator chooses the threshold according to different QoS requirements.
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gives some basic information on the SIR performance of the
network, but does not provide information on the distribution
of the individual link reliability. In order to gain more fine-
grained information for each individual link in the network,
the meta distribution is formally defined in [3]. The b-th
moment for b ∈ C of the conditional success probability for
both Poisson bipolar networks and downlink cellular networks
is derived for the calculation of the exact meta distribution.
Besides, a simple approximation of the meta distribution is
obtained by matching the first and second moment with a
beta distribution, which provides an excellent match with the
meta distribution. In [10], the meta distribution and mean local
delay of the typical device-to-device (D2D) user and cellular
downlink user are analyzed for the D2D communication
underlaid Poisson downlink cellular networks in which the
D2D users form a Poisson bipolar network. In [11], the meta
distribution of the SIR is analyzed for both uplink and down-
link cellular networks with fractional power control. [12] uses
the signal-to-interference-plus-noise ratio (SINR) instead of
the SIR to analyze the meta distribution of millimeter-wave
D2D networks. Due to the unique features of millimeter-wave
communication, a generalized beta distribution approximation
related to the noise level is proposed to obtain a better fit for
the meta distribution.

In the framework of 3GPP, downlink CoMP transmission
is categorized as joint transmission (JT), dynamic point se-
lection (DPS), dynamic point blanking (DPB), and coor-
dinated scheduling/beamforming (CS/CB) [13], [14]. These
cooperation techniques have been studied in prior work using
stochastic geometry, but not in terms of the meta distribution.

With JT, the user receives multiple desired signals that are
jointly transmitted on the same time-frequency resource by
a subset of all BSs in the network. In [15], the authors use
stochastic geometry to analyze JT for downlink heterogeneous
cellular networks modeled as multiple tiers of independent
PPPs. The general user and the user located at the cell-corner
(the so-called worst-case user) are considered. In order to
evaluate the performance, the standard success probability is
derived under the assumption that the BSs have no channel
state information (CSI). The case of full CSI is evaluated
in terms of different performance metrics (diversity gain and
power gain). [16], [17] analyze these performance metrics of
both the general and worst-case users in heterogeneous cellular
networks with spatiotemporal cooperation techniques includ-
ing JT, base station silencing, and the Alamouti space-time
code, and the decoding techniques including hybrid automatic
repeat request (HARQ) and maximum ratio combining (MRC).
[18] uses a single-tier Poisson cellular network model to
analyze non-coherent JT in term of the SINR distribution and
studies the effect of imperfect CSI and intra-cluster scheduling
on non-coherent JT.

With DPS, the user receives a desired signal that is transmit-
ted by the BS with the best instantaneous channel condition
in a cooperation set. In [8], under the assumption that the
SINR threshold is greater than 1 (0 dB), the standard success
probability is analyzed using stochastic geometry for K-tier
downlink heterogeneous Poisson cellular networks in which
the serving BS can be selected from all BSs dynamically.

With DPB, the BSs with dominant interference to the user
in the cooperation set are silenced based on the average
received power, where the average is taken over the fading. It
is noteworthy that DPB is sometimes called inter-cell interfer-
ence coordination (ICIC). [9] models BSs as a homogeneous
PPP and provides explicit integral expressions for the success
probability for cellular networks with ICIC. In order to obtain
higher performance gains, DPS is usually combined with DPB,
namely DPS/DPB. Currently, there is no analysis of DPS/DPB
based on stochastic geometry in Poisson cellular networks.

There are very few works on the joint use of JT and DPB.
It is mentioned in a 3GPP technical report [13], but it is only
stated that DPS/DPB may be combined with JT, in which case
multiple base stations can be selected for data transmission
in the time-frequency resource. [19], [20] introduces a novel
combined algorithm between JT and DPB (ICIC), but only
Monte Carlo simulation results are provided. [21] proposes an
adaptive method with the combination between JT and ICIC
and focuses on the joint parameter optimization of JT and
ICIC. A rigorous analysis for this combined scheme is still an
open issue.

C. Contributions

In this paper, we focus on the meta distribution of the SIR
in heterogeneous cellular networks with the downlink CoMP
schemes including JT, DPB, and DPS/DPB. A more general
scheme called JT-DPB, which is the combination of JT and
DPB, is studied. We consider two types of typical users—
the general user and the worst-case user. The general user
corresponds to the general typical user, while the worst-case
user is the typical user located at the Voronoi vertex in a single-
tier network, i.e., the typical cell-corner user.

The contributions of the paper are:
• A more general scheme called JT-DPB is analyzed rigor-

ously for the first time, with JT and DPB as special cases.
We show the comparison of JT, DPB, and the combined
JT-DPB scheme. Furthermore, we give the first rigorous
analysis of DPS/DPB based on stochastic geometry.

• We derive the b-th moment of the conditional success
probability for both types of users with the combined JT-
DPB scheme. For DPS/DPB, the first moment (standard
success probability) for the general user and the first and
second moment for the worst-case user are derived.

• The mean local delay, which is the −1-st moment of the
conditional success probability, is derived for both types
of users with JT-DPB. The critical values of the phase
transition from finite to infinite mean local delay are also
obtained.

• We calculate the exact meta distribution for the worst-
case user with JT-DPB and the beta distribution ap-
proximation of the exact meta distribution for almost
all schemes and user types. We show that the beta
approximation provides an accurate match for the exact
meta distribution obtained by analysis and simulation. By
the analysis of the meta distribution, we provide more
fine-grained information of the link reliability for the
study of CoMP.
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• From the theoretical results, we gain insights on the
benefits of different cooperation schemes and the impact
of the number of cooperating base stations and other
network parameters.

II. SYSTEM MODEL

A. Cellular Network Model

We consider a K-tier PPP heterogeneous cellular network
model where the BSs belonging to i-th tier are distributed in
R2 according to a homogeneous PPP Φi with density λi and
transmit power Pi, i = 1, . . . ,K. We focus on the typical user
at the origin (0, 0) ∈ R2. In order to study the downlink CoMP,
we denote the cooperation set by C ⊂ Φ, where Φ ,

⋃K
i=1 Φi,

i.e., BSs from all network tiers can cooperate. The typical user
receives the same message that is transmitted synchronously
by a subset of C, which is denoted by O ⊆ C. Let n denote
the size of C and m denote the size of O, hence m ≤ n. For
JT, O = C, i.e., m = n. The received channel output at the
typical user can be written as∑
x∈O

P
1/2
ν(x)‖x‖

−α/2
hxwxX+

∑
x∈Cc

P
1/2
ν(x)‖x‖

−α/2
hxwxXx+N,

(4)
where the first sum is the desired signal from the cooperating
BSs in subset O, the second sum is the interference from the
non-cooperating BSs, and N is additive white Gaussian noise,
i.e., N ∼ NC(0, σ2); ν(x) denotes the index of the network
tier of the BS located at x, i.e., ν(x) = i iff x ∈ Φi; hx
denotes the Rayleigh fading between the typical user at the
origin and the BS at x, hx ∼ NC(0, 1) and hx is i.i.d.; wx
is the precoder at BS x; α > 2 is the path loss exponent;
Cc = Φ\C denotes the BSs that are not in the cooperation set;
X denotes the channel input symbol transmitted by the BSs in
O, and Xx denotes the channel input symbol transmitted by
the BS which is at x ∈ Cc. We assume that X and Xx are i.i.d.
uniform random variables with zero mean. Since the typical
heterogeneous cellular networks are interference-limited and
the noise has very limited effect on the success probability [8],
[15], [22], we focus on the interference-limited regime, i.e.,
N is ignored.

B. General and Worst-case Users

Fig. 1 shows an illustration of two types of typical users—
the general user and the worst-case user. For the general user,
we focus on the typical user located at the origin in a K-tier
heterogeneous cellular network, the cooperation set C consists
of the n BSs with the strongest average received power for
arbitrary n ∈ Z+, i.e.,

C = arg max
{x1,...,xn}⊂Φ

n∑
i=1

Pν(xi)

‖xi‖α
, n ∈ Z+. (5)

Prior research has demonstrated that CoMP can improve
system spectral efficiency and, in particular, significantly en-
hance the cell-edge spectral efficiency [13], [23]. Hence, in
order to study the cell-edge performance, in addition to the
general user, we consider another type of users named the
worst-case user as in [15], which is located at the Voronoi

General User

Macro BS

Micro BS
Pico BS

(a) General User

Worst-case User Macro BS

(b) Worst-case User

Fig. 1. Two types of typical users—general user and worst-case user.

vertex in a single-tier network in R2 modeled by a homoge-
neous PPP Φ with density λ and transmit power P . A Voronoi
vertex is a location at equal distance from three BSs. In this
case, it is natural that we restrict the size of the cooperation
set to n ∈ {1, 2, 3} since the user has three equidistant BSs.
Without loss of generality, we assume a Voronoi vertex to be
located at (0, 0), i.e., we condition on Φ having a Voronoi
vertex at (0, 0), and we place a user at this location. Hence
the cooperation set C of this user is the subset of three BSs
that are all closest to the origin. Denoting the location of the
i-th closest BS to the origin by xi, the cooperation set is

C ⊆ {x1, x2, x3} , (6)

with ‖x1‖ = ‖x2‖ = ‖x3‖ = D.

III. META DISTRIBUTION FOR JT-DPB

A. SIR Model

With JT, all the BSs in a cooperation set jointly transmit
the same message to a target user on the same time-frequency
resource, i.e., all the BSs in a cooperation set are serving BSs
for the target user, i.e., m = n. With DPB, in a cooperating
set, the user receives a message that is transmitted by the BS
with strongest average received power and the other BSs in
the cooperation set are silenced, i.e., m = 1. Given a user, for
both CoMP schemes, the serving BSs are uniquely determined
by the transmit power, distance, and m. The only difference
between JT and DPB is m. Hence, we consider a more general
scheme, which is the combination of JT and DPB, called JT-
DPB. In this scheme, JT is the special case where m = n,
and DPB is the special case where m = 1. The cases where
m = 2, 3, . . . , n− 1 are combined JT-DPB schemes.
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In the framework of 3GPP LTE, JT is categorized into
coherent and non-coherent JT [13]. The coherence2 of JT
refers to the ability to form precoders that exploit the phase
and potential amplitude relations between channels associated
with different serving BSs [28].

In the case of coherent JT it is assumed that the network
has detailed CSI of the serving links from the BSs in the
cooperation set to the same single user [29]. Based on the
CSI shared among all cooperating BSs, the transmitted signals
from different BSs are jointly precoded with prior phase
alignment and tight synchronization across BSs to achieve
coherent combining at the served user. There is currently no
support in the 3GPP LTE specifications for the user to report
this kind of detailed CSI for multiple BSs in the cooperation
set, and thus there is currently no explicit support for coherent
JT.

In contrast, for non-coherent JT, a BS in the cooperation set
only knows its own CSI and cannot get the CSI from other
cooperating BSs. The transmitted signals from each serving
BS are individually precoded based on the CSI of that specific
serving link, therefore a phase mismatch exists between the
multiple useful signals at the served user. Non-coherent JT
is supported in 3GPP LTE specification Release 11. In this
section, we consider a special case of non-coherent JT, in
which the BSs have no CSI and the transmitted signals from
each serving BS are without precoder, i.e., wx = 1, and
blind demodulation is used at the user [15]–[17], [30], [31].
Throughout this section, JT refers to this scheme.

The SIR of the general user with JT-DPB is given by

SIRJT-DPB
g =

∣∣∣∑x∈O P
1/2
ν(x)‖x‖

−α/2
hx

∣∣∣2∑
x∈Cc Pν(x)‖x‖

−α|hx|2
. (7)

For every i = 1, . . . ,K, let Ξi = {‖x‖α /Pi , x ∈ Φi}. By
the mapping theorem [5, Theorem 2.34] and the superposition
property [5, Section 2.5] of the PPP, Ξ =

⋃K
i=1 Ξi is a non-

homogeneous PPP on R+ with intensity function

λ(x) =

K∑
i=1

λiπδP
δ
i x

δ−1, x ∈ R+, (8)

where δ = 2/α. We sort the elements of Ξ in ascend-
ing order, such that ‖x1‖α

/
Pν(x1) ≤ ‖x2‖α

/
Pν(x2) ≤

‖x3‖α
/
Pν(x3) ≤ · · · , define γk = ‖xk‖α

/
Pν(xk) as the k-th

element in the ordered set, and name γk the normalized path
loss. The SIR in (7) can be re-written as

SIRJT-DPB
g =

∣∣∣ m∑
k=1

hxkγ
−1/2
k

∣∣∣2
∞∑

k=n+1

γ−1
k gk

, (9)

where gk = |hxk |
2 and m ≤ n.

2In traditional communication theory, coherence refers to the ability to track
the phase of the signal, while in 3GPP LTE, it has a more general meaning,
including joint precoding [23]–[27].

Similarly, for n = 1, 2, 3, the SIR of the worst-case user
with JT-DPB is

SIRJT-DPB
w =

P
∣∣∣ ∑
x∈O
‖x‖−α/2hx

∣∣∣2∑
x∈Φ\C

P‖x‖−α |hx|2
=

∣∣∣ m∑
k=1

‖xk‖−α/2hxk
∣∣∣2

∞∑
k=n+1

‖xk‖−αgk

(a)
=

∣∣∣ m∑
k=1

D−α/2hxk

∣∣∣2
3∑

k=n+1

D−αgk +
∞∑
k=4

‖xk‖−αgk
, (10)

where m ≤ n, and (a) follows since the distances between the
target user and its three nearest BSs are equal, i.e., ‖x1‖ =
‖x2‖ = ‖x3‖ = D.

B. Moments

Lemma 1 (Conditional success probability for the general
user with JT-DPB) The conditional success probability for
the general user with JT-DPB is given by

Ps(θ) =

∞∏
k=n+1

1

1 + θGmγ
−1
k

, (11)

where Gm , 1/
∑m
i=1 γ

−1
i is the parallel connection (in the

sense of parallel resistors) of the normalized path loss values
γ1, . . . , γm.

Proof: According to the assumption of Rayleigh
fading and the independence of the fading coefficients
hx1 , hx2 , . . . , hxm ,

∣∣∑m
k=1 γ

−1/2
k hxk

∣∣2 is exponentially dis-
tributed with mean

∑m
k=1 γ

−1
k . Letting I =

∑∞
k=n+1 gkγ

−1
k ,

the conditional success probability for the general user with
JT-DPB can be derived as

Ps(θ) = P(SIRJT-DPB
g > θ | Ξ)

= P
(∣∣∣∣ m∑

k=1

hxkγ
−1/2
k

∣∣∣∣2 > θI | Ξ
)

= E
(

exp

(
− θI∑m

k=1 γ
−1
k

)
| Ξ
)

= E
(

exp

(
− θ∑m

k=1 γ
−1
k

∞∑
k=n+1

gkγ
−1
k

)
| Ξ
)

= E
( ∞∏
k=n+1

exp

(
− θ∑m

i=1 γ
−1
i

gkγ
−1
k

)
| Ξ
)

(a)
=

∞∏
k=n+1

1

1 + θ∑m
i=1 γ

−1
i

γ−1
k

,

where (a) follows since gk = |hxk |
2 are i.i.d. exponential with

unit mean.

Theorem 1 (Moments of Ps(θ) for the general user with
JT-DPB) For every n ≥ 1, the b-th moment Mb of the



5

conditional success probability Ps(θ) for the general user in
downlink cellular networks with JT-DPB is

Mb =

∫
0<u1<···
···<un<∞

exp

−un 2F1

(
b,−δ; 1− δ; −θ

m∑
i=1

(
un
ui

) 1
δ

) du,

(12)
where δ = 2/α, and 2F1(·) is the Gaussian hypergeometric
function.

Proof: The joint probability density function of γ =
(γ1, γ2, . . . , γn) is given by [15, Eqn. (37)], i.e., for 0 < γ1 <
· · · < γn,

fγ(r) =

(
πδ

K∑
i=1

λiP
δ
i

)n
exp

(
−π

K∑
i=1

λiP
δ
i r
δ
n

) n∏
i=1

rδ−1
i .

(13)
Using the PGFL of the non-homogeneous PPP Ξ, Mb follows
as

Mb = E
(
Ps(θ)

b
)

= E
( ∞∏
k=n+1

(
1

1 + θGmγ
−1
k

)b)

=

∫
0<r1<···
···<rn<∞

exp

(
−
∞∫
rn

(
1− 1(

1 + θx−1

m∑
i=1

r−1
i

)b
)
λ(x)dx

)
fγ(r)dr,

(14)

where λ(x) is given in (8). Letting

Lb(s) = exp

(
−
∫ ∞
rn

(
1− 1

(1 + sx−1)
b

)
λ(x)dx

)
,

(14) can be written as

Mb =

∫
0<r1<···
···<rn<∞

Lb
(

θ∑m
i=1 r

−1
i

)
fγ(r)dr. (15)

Using the Gaussian hypergeometric function 2F1(·), Lb(s) can
be re-written as

Lb(s) = exp

(
−
∫ ∞
rn

(
1− 1

(1 + sx−1)
b

)
λ(x)dx

)

= exp

(
−πδ

K∑
i=1

λiP
δ
i ·
∫ ∞
rn

(
1− 1

(1 + sx−1)
b

)
xδ−1dx

)

= exp

(
−πrδn

K∑
i=1

λiP
δ
i

(
2F1

(
b,−δ; 1− δ;− s

rn

)
− 1

))
.

(16)

Substituting (16) and (13) into (15), the b-th moment can be
written as

Mb =

∫
0<r1<···
···<rn<∞

(δq)
n

n∏
i=1

rδ−1
i

· exp

(
−qrδn2F1

(
b,−δ; 1− δ; −θ

rn
m∑
i=1

r−1
i

))
dr, (17)

where q = π
∑K
i=1 λiP

δ
i . By changing the variable of this

integration, i.e., letting ui = qrδi , (12) follows.

Lemma 2 (Conditional success probability for the worst–
case user with JT-DPB) For n = 1, 2, 3, the conditional
success probability for the worst-case user with JT-DPB is
given by

Ps(θ) =

(
1

1 + θGmD−α

)3−n ∞∏
k=4

1

1 + θGm‖xk‖−α
, (18)

where Gm = 1
mD−α .

Proof: According to the assumption of independent
Rayleigh fading,

∣∣∑m
k=1D

−α/2hxk
∣∣2 is exponentially dis-

tributed with mean mD−α. The conditional success proba-
bility of the worst-case user is derived as

Ps(θ) = P(SIRJT-DPB
w > θ | Φ)

= P
(∣∣∣∣ m∑

k=1

D−α/2hxk

∣∣∣∣2 > θI | Φ
)

= E
(

exp

(
− θI

mD−α

)
| Φ
)

= E

(
exp

(
−
θ
( 3∑
k=n+1

D−αgk +
∞∑
k=4

‖xk‖−αgk
)

mD−α

)
| Φ

)

= E
( 3∏
k=n+1

exp

(
−θgk
m

)
·
∞∏
k=4

exp

(
−θ‖xk‖

−α
gk

mD−α

)
| Φ
)

(a)
=

(
1

1 + θ
m

)3−n ∞∏
k=4

1

1 + θ
mD−α ‖xk‖

−α ,

where (a) follows since gk = |hxk |
2 is exponentially dis-

tributed with unit mean.

Theorem 2 (Moments of Ps(θ) for the worst-case user
with JT-DPB) For n = 1, 2, 3, the b-th moment Mb of the
conditional success probability Ps(θ) for the worst-case user
in downlink cellular networks with JT-DPB is given by

Mb =

∫ ∞
0

u

(
1 +

θ

m

)(n−3)b

exp

(
−u 2F1

(
b,−δ; 1− δ;− θ

m

))
du, (19)

where δ = 2/α.
When b ∈ N, (19) can be simplified to

Mb =

(
1 + θ

m

)(n−3)b(
2F1(b,−δ; 1− δ;− θ

m )
)2 . (20)

Proof: The probability density function of the common
distance D is [15, Eqn. (41)]

fD(r) = 2π2λ2r3e−λπr
2

, r ≥ 0. (21)
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The b-th moments of Ps (θ) are derived as

Mb = E
(
Ps(θ)

b)
= E

((
1 + θGmD

−α)(n−3)b
∞∏
k=4

(
1

1 + θGm‖xk‖−α

)b)
(a)
= ED

((
1 +

θ

m

)(n−3)b

· exp

(
−
∫ ∞
D

(
1− 1(

1 + θ
mD−αx

−α
)b
)

2πλxdx

))

=

∫ ∞
0

(
1 +

θ

m

)(n−3)b

exp

(
−
∫ ∞
r

(
1− 1(

1 + θ
mr−αx

−α
)b
)

2πλxdx

)
fD(r)dr

(b)
=

∫ ∞
0

2π2λ2r3e−πλr
2

(
1 +

θ

m

)(n−3)b

· exp

(
−πλr2

(
−1 + 2F1

(
b,−δ; 1− δ;− θ

m

)))
dr

=

∫ ∞
0

2π2λ2r3

(
1 +

θ

m

)(n−3)b

· exp

(
−πλr2

2F1

(
b,−δ; 1− δ;− θ

m

))
dr, (22)

where (a) follows from the PGFL of the homogeneous PPP
Φ and (b) is derived by using the Gaussian hypergeometric
function 2F1(·). By the substitution u = πλr2, the result in
(19) is obtained.

If b ∈ N, then ∀θ > 0, 2F1(b,−δ; 1− δ;−θ/m) > 0. By
using integration by parts, (19) can be written as

Mb =

(
1 + θ

m

)(n−3)b(
2F1(b,−δ; 1− δ;− θ

m )
)2 .

Remark 1: Notice that (20) is the joint probability of b
successful transmissions.

Remark 2: It is noteworthy in (12) and (19) that Mb for
both the general user and the worst-case user with JT-DPB
are independent of the transmit power Pi and the density λi
of tier i in interference-limited heterogeneous networks. For
M1, this observation was made in [15, Remark 1] for JT and
[8, Eqn. (3)] for non-CoMP.

Fig. 2 and Fig. 3 show the standard success probability ps ≡
M1 and the variance of the conditional success probability for
both types of users for non-coherent JT and DPB respectively.
M1 shown in Fig. 2(a) has been derived in [15], and M1 for
the general user with DPB shown in Fig. 3(a) corresponds to
the result in [9]. Moreover, Fig. 4 compares these results of
the combined scheme JT-DPB (1 < m < n), non-coherent JT
(m = n), and DPB (m = 1).

Remark 3: It is remarkable that the (maximum) variance
increases when n increases, as shown in Fig. 2(b), Fig. 3(b),
and Fig. 4(b).
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Fig. 2. M1 and the variance (i.e. M2 −M2
1 ) of Ps(θ) for non-coherent JT

where n = m = 1, 2, 3, and α = 4.

C. Mean Local Delay M−1

For a certain wireless link, the local delay, denoted by
L, is the number of transmission attempts until the first
success if the transmitter is allowed to keep transmitting
packets [32]. Thus, the mean local delay can be expressed as
E(L) = E(E(L | Φ)), where the inner expectation is over the
fading and the outer expectation is over the point process Φ.
Under the assumption that every transmission success event
is conditionally independent given Φ3, L is geometrically
distributed with conditional success probability Ps conditioned
on Φ, i.e.,

P(L = k | Φ) = (1− Ps)
k−1Ps, k = 1, 2, 3, . . . . (23)

Hence, we have

E(L) = E(E(L | Φ)) = E
( 1

Ps

)
= M−1, (24)

i.e., the mean local delay is the −1-st moment of the con-
ditional success probability, which is denoted by M−1. In

3The conditional independence follows from the independence of the fading
random variables from one transmission to the next.
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Fig. 3. M1 and the variance (i.e. M2−M2
1 ) of Ps(θ) for DPB where m = 1,

n = 1, 2, 3, and α = 4.

downlink Poisson cellular networks, the mean local delay
shows a phase transition at the critical value θcritical, which
means that as the SIR threshold θ reaches θcritical, the mean
local delay will jump from being finite to infinite [3], [10],
[33]. An infinite mean local delay means that the fraction
of links suffering from high delays is non-negligible. Put
differently, the distribution of the local delay has a heavy tail.

Corollary 1 (Mean local delay for the general user with
JT-DPB) The mean local delay M−1 for the general user with
JT-DPB is given by

M−1 =

∫
0<u1<···
···<un<∞

exp

(
−un +

θun

(1/δ − 1)
∑m
i=1 (un/ui)

1/δ

)
du,

θ < θcritical, (25)

where θcritical = (1/δ − 1)m.
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Fig. 4. Comparison of M1 and the variance (i.e. M2 −M2
1 ) of Ps(θ) for

non-coherent JT (m = n), DPB (m = 1), and the combined scheme JT-DPB
(1 < m < n), where α = 4.

Proof: By substituting b = −1 in (12), M−1 is given by

M−1

=

∫
0<u1<···
···<un<∞

exp

(
−un 2F1

(
−1,−δ; 1− δ; −θ∑m

i=1 (unui )
1
δ

))
du

(a)
=

∫
0<u1<···
···<un<∞

exp

(
−un +

θun

(1/δ − 1)
∑m
i=1 (unui )

1/δ

)
du,

where (a) follows since 2F1(−1, a; c; z) ≡ 1− az/c.
In fact, θ < θcritical is the convergence condition of the

improper integral expression M−1. For the general user, if
the improper integral expression M−1 is convergent, then for
every

(u1, u2, . . . , un)

∈ {(u1, u2, . . . , un) ∈ Rn : 0 < u1 < u2 < · · · < un} ,
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we have

−un +
θun

(1/δ − 1)
∑m
i=1 (unui )

1/δ
< 0,

and thus
m∑
i=1

(un
ui

)1/δ

>
θ

1/δ − 1
.

Since 0 < u1 < u2 < · · · < un and m ≤ n, we have

inf

m∑
i=1

(un
ui

)1/δ

= m.

Hence m > θ
1/δ−1 . Consequently, θcritical = (1/δ − 1)m.

Remark 4: For n = m = 1, i.e., the message is transmitted
by only one BS without cooperation, (25) can be simplified
to the closed-form expression

M−1 =

∫ ∞
0

exp

(
− u1 +

θu1

1/δ − 1

)
du1

=
1− δ

1− δ(1 + θ)
, θ < 1/δ − 1, (26)

which is in line with the result in [3, Eqn. (24)].

Corollary 2 (Mean local delay for the worst-case user with
JT-DPB) For the worst-case user, the mean local delay M−1

for n = 1, 2, 3 with JT-DPB is given by

M−1 =

(
1 + θ

m

)3−n(
1− θ

(1/δ−1)m

)2 , θ < θcritical, (27)

where θcritical = (1/δ − 1)m.

Proof: By substituting b = −1 in (19) and using
2F1(−1, a; c; z) ≡ 1− az/c, M−1 is given by

M−1

=

∫ ∞
0

u

(
1 +

θ

m

)3−n

exp

(
−u
(

1− θ

(1/δ − 1)m

))
du

=


(
1 + θ

m

)3−n(
1− θ

(1/δ−1)m

)2 , θ < (1/δ − 1)m

∞, θ ≥ (1/δ − 1)m,

and the critical value of θ is θcritical = (1/δ − 1)m.
Fig. 5 shows the mean local delay for non-coherent JT and

DPB for the general user and the worst-case user with n =
1, 2, 3 respectively, and the critical value of phase transition
can be observed. For both general and worst-case users with
non-coherent JT, the phase transitions occur at θ = 1, 2, 3 (not
in dB) for n = 1, 2, 3 respectively. In contrast, for DPB, the
phase transition occurs at θ = 1 (not in dB) for all users and
all n.

Remark 5: The mean local delay of the worst-case user is
larger than that of the general user. As the size of cooperation
set n increases, the mean local delay of the worst-case user
and the general user get closer, as shown in Fig. 5.

Remark 6: Interestingly, the critical value does not depend
on the number of silenced BSs, i.e., only the number of jointly
transmitting BSs m matters, and θcritical increases linearly
with m.
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Fig. 5. The mean local delay M−1 for the general and worst-case users
for non-coherent JT and DPB, where n = 1, 2, 3, and α = 4. The phase
transitions can be observed in the figures.

D. Meta Distribution and its Beta Approximation

As mentioned earlier, the exact meta distribution can be ob-
tained by the Gil-Pelaez theorem [4] from the purely imaginary
moments Mjt = E(Ps(θ)

jt), j ∆
=
√
−1, t ∈ R+, as [3]

F̄Ps
(x) =

1

2
+

1

π

∫ ∞
0

Im
[
e−jt log xMjt

]
t

dt. (28)

This formula together with the moments in Theorem 1 and
Theorem 2 show that the entire meta distribution for JT-DPB
does not depend on the transmit powers and densities of each
tier.

The numerical calculation of the exact meta distribution
according to (28) is tedious. Alternatively, it is often sufficient
to approximate the meta distribution by matching its first
and second moment to the beta distribution, resulting in an
excellent match. For cellular networks without CoMP, the
excellent match between the meta distribution and the beta
distribution has been confirmed in [3]. The beta distribution
is a two-parameter continuous distribution supported on [0, 1]
and thus a natural candidate to approximate the distribution of
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a conditional probability. Its CDF is given by the regularized
incomplete beta function with shape parameters a, b > 0, i.e.,

Ix(a, b) =

∫ x
0
ta−1(1− t)b−1

dt

B(a, b)
, (29)

where B(a, b) is the beta function. By matching first and sec-
ond moments with M1 and M2, we obtain the approximated
meta distribution

F̄Ps(x) ≈ 1− Ix
( M1β

1−M1
, β
)
, (30)

where
β =

(M1 −M2)(1−M1)

M2 −M2
1

. (31)

Furthermore, system-level simulations are carried out for
comparison. Throughout the simulations in this section, since
the entire meta distribution for JT-DPB is independent of
the number of network tiers and their respective transmit
powers and densities according to Theorem 1 and Theorem 2,
without loss of generality, we focus on the case of a single-
tier network, and P and λ can be set arbitrarily. Specifically,
we produce 10000 PPP realizations, and then produce 1000
realizations of the Rayleigh fading random variables for each
PPP realization. Next, we calculate the SIR of the target users
and obtain the simulation results of the success probability,
variance, and meta distribution over the 10000 × 1000 data
points. The simulation parameters are: size of cooperation set
n = 1, 2, 3, path loss exponent α = 4, transmit power P = 1,
density λ = 1, and simulation region [−30, 30]2. In terms of
the average number of BSs, there are about 3600 BSs in a
simulation region, which is certainly sufficient.

Fig. 6(a) shows the meta distribution with non-coherent JT.
For the general user, we confirm the accuracy of the beta
distribution approximations by comparing the approximations
with simulation results. For the worst-case user, the exact meta
distribution can be calculated by using the Gil-Pelaez theorem.
We calculate the exact meta distribution compared with its beta
distribution approximation. Fig. 6(b) also shows these results
for DPB. Fig. 7 compares the beta distribution approximation
among the combined scheme JT-DPB (1 < m < n), non-
coherent JT (m = n), and DPB (m = 1).

Remark 7: Non-coherent JT with n = 2 and DPB with
n = 3 have similar performance in terms of M1 and the meta
distribution, as shown in Fig. 4(a) and Fig. 7.

Remark 8: The combined JT-DPB scheme provides a tradeoff
between JT and DPB. For a given n, its performance and cost
are in between JT and DPB.

IV. META DISTRIBUTION FOR DPS/DPB
A. SIR Model

In this section, we study the downlink DPS/DPB scheme,
which is a combination of DPS and DPB. In this scheme, there
is only one serving BS in the cooperation set, i.e., the size of
set O is m = 1. We again consider two types of users—the
general user and the worst-case user.

For DPS/DPB, the user receives a message that is transmit-
ted by the BS with the best instantaneous channel condition
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Fig. 6. Exact meta distribution, its beta distribution approximation, and
simulated results where n = 1, 2, 3, α = 4, and θ = 0 dB. The curves
are the beta distribution approximation, the round markers are the simulated
results, and the triangle markers are the exact meta distribution from (28).
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in the cooperation set, and the other BSs in the cooperation
set are silenced. The serving BS for a certain user is deter-
mined by not only the normalized path loss (transmit power
and distance) but also the fading. Hence the serving BS is
chosen dynamically, and the desired signal is instantaneously
the best, which is denoted by Sg = max

i=1,...,n
|hxi |

2
γ−1
i and

Sw = max
i=1,...,n

|hxi |
2
D−α for the general user and the worst-

case user, respectively.
Similar to JT-DPB, the SIR of the general user with

DPS/DPB is given by

SIRDPS/DPB
g =

max
i=1,...,n

|hxi |
2
γ−1
i

∞∑
i=n+1

γ−1
i gi

, (32)

and the SIR of the worst-case user with DPS/DPB for n =
1, 2, 3 is given by

SIRDPS/DPB
w =

max
i=1,...,n

|hxi |
2
D−α

∞∑
i=n+1

‖xi‖−αgi

=

max
i=1,...,n

|hxi |
2
D−α

3∑
i=n+1

D−αgi +
∞∑
i=4

‖xi‖−αgi
. (33)

B. Moments

Lemma 3 (Conditional success probability for the general
user with DPS/DPB) The conditional success probability for
the general user with DPS/DPB is given by

Ps(θ) =

n∑
k=1

(−1)k+1

6=∑
γ′1,...,γ

′
k∈γ

pn
(
γ′1 + · · ·+ γ′k

)
, (34)

where γ = {γ1, . . . , γn}, and the notation “ 6=” above the sum
means γ′i 6= γ′j , ∀i 6= j, and

pn(x) =

∞∏
i=n+1

1

1 + θ
x−1 γ

−1
i

.

Proof: The conditional success probability can be ex-
pressed as

Ps(θ) = P
(
SIRDPS/DPB

g > θ | Ξ
)

= P
(

max
i=1,...,n

|hxi |
2
γ−1
i > θI | Ξ

)
, (35)

which is the CCDF of the extreme value of random vari-
ables |hxi |

2
γ−1
i given the point process Ξ, where I =∑∞

k=n+1 γ
−1
k gk.

The CDF of Y , max
i=1,...,n

|hxi |
2
γ−1
i can be derived as

P
(
Y ≤ y | Ξ

)
= P

(
|hx1 |

2
γ−1

1 ≤ y, |hx2 |
2
γ−1

2 ≤ y, . . . , |hxn |
2
γ−1
n ≤ y | Ξ

)
(a)
=

n∏
i=1

P
(
|hxi |

2 ≤ y

γ−1
i

| Ξ
)
, (36)

where (a) follows since |hxi |
2 are i.i.d. Hence (35) can be

re-written as

Ps(θ) = P
(
Y > θI | Ξ

)
= 1−

n∏
i=1

P
(
|hxi |

2 ≤ θI

γ−1
i

| Ξ
)

= E
(

1−
n∏
i=1

(
1− exp

(
− θI

γ−1
i

))
| Ξ
)

= 1− E
( n∏
i=1

(
1−

∞∏
k=n+1

exp

(
−
θγ−1
k gk

γ−1
i

))
︸ ︷︷ ︸

A

| Ξ
)
. (37)

Letting ai =
∏∞
k=n+1 exp

(
− θγ−1

k gk

γ−1
i

)
, the product term A in

(37) can be expanded as

A =
n∏
i=1

(1− ai) = 1 +
n∑
k=1

(−1)k
6=∑

a′1,...,a
′
k∈a

a′1a
′
2 · · · a′k,

where a = {a1, a2, . . . , an}, then (37) can be expressed as

Ps(θ) = 1− E
( n∏
i=1

(1− ai) | Ξ
)

= 1− E
(

1 +

n∑
k=1

(−1)k
6=∑

a′1,...,a
′
k∈a

a′1a
′
2 · · · a′k | Ξ

)

=

n∑
k=1

(−1)k+1

6=∑
a′1,...,a

′
k∈a

E (a′1a
′
2 · · · a′k | Ξ)

︸ ︷︷ ︸
B

. (38)

The term B in (38) can be expressed as

B =

6=∑
a′1,...,a

′
k∈a

E(a′1a
′
2 · · · a′k | Ξ)

=

6=∑
γ′1,...,γ

′
k∈γ

E
( ∞∏
i=n+1

exp

(
− θγ−1

i gi

γ′1
−1

)

·
∞∏

i=n+1

exp

(
− θγ−1

i gi

γ′2
−1

)
· · ·

∞∏
i=n+1

exp

(
− θγ−1

i gi

γ′k
−1

)
| Ξ
)

=

6=∑
γ′1,...,γ

′
k∈γ

E
( ∞∏
i=n+1

exp

(
−θγ−1

i gi
(γ′1 + γ′2 + · · ·+ γ′k)−1

)
| Ξ
)

(a)
=

6=∑
γ′1,...,γ

′
k∈γ

∞∏
i=n+1

1

1 + θ
(γ′1+γ′2+···+γ′k)−1 γ

−1
i

,

where γ = {γ1, . . . , γn}, and (a) follows since gk = |hxk |
2

is exponentially distributed with unit mean. The final result in
(34) is obtained after some simplification.

Theorem 3 (First Moment of Ps(θ) for the general user
with DPS/DPB) The first moment M1 of the conditional
success probability Ps(θ), i.e., the standard success proba-
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bility, for the general user in downlink cellular networks with
DPS/DPB is given by

M1 =

n∑
k=1

(−1)k+1

6=∑
u′1,...,u

′
k∈u

mn

(
u′1

1/δ
+ · · ·+ u′k

1/δ
)
,

(39)
where u = {u1, . . . , un}, and

mn(x) =

∫
0<u1<···
···<un<∞

exp

(
− un 2F1

(
1,−δ; 1− δ; −θ

u
1/δ
n /x

))
du.

Proof: In accordance with Lemma 3, M1 follows as

M1 = E(Ps(θ))

= E
( n∑
k=1

(−1)k+1

6=∑
γ′1,...,γ

′
k∈γ

pn
(
γ′1 + · · ·+ γ′k

))

=
n∑
k=1

(−1)k+1

6=∑
γ′1,...,γ

′
k∈γ

E
(
pn
(
γ′1 + · · ·+ γ′k

))
. (40)

The term E (pn (γx)) is similar with (14) in the proof of
Theorem 1, and can be expressed as

E(pn(γx)) = E
( ∞∏
i=n+1

1

1 + θ
γ−1
x
γ−1
i

)
(a)
=

∫
0<r1<···
···<rn<∞

exp

(
−
∫ ∞
rn

(
1− 1

1 + θ
r−1
x
t−1

)
λ(t)dt

)
fγ(r)dr

(b)
=

∫
0<r1<···
···<rn<∞

(δq)n
n∏
i=1

rδ−1
i

· exp

(
−qrδn 2F1

(
1,−δ; 1− δ; −θ

rnr
−1
x

))
dr, (41)

where (a) follows from the PGFL of the non-homogeneous
PPP Ξ; fγ(r) is the PDF of γ given in (13); λ(t) is the
intensity of the non-homogeneous PPP Ξ given in (8); (b) is
derived by using the Gaussian hypergeometric function 2F1(·)
and q = π

∑K
i=1 λiP

δ
i .

By substituting (41) into (40) and changing the integral
variable ui = qrδi , the result in (39) is obtained after some
simplification.

Lemma 4 (Conditional success probability for the worst–
case user with DPS/DPB) For n = 1, 2, 3, the conditional
success probability for the worst-case user with DPS/DPB is
given by

Ps(θ) =

n∑
k=1

(
n

k

)
(−1)k+1(1 + kθ)n−3

∞∏
i=4

1

1 + k θ‖xi‖
−α

D−α

.

(42)

Proof: Similar to (36), the CDF of Y ,
max

i=1,...,n
D−α|hxi |

2 can be expressed as

P(Y ≤ y | Φ) =

n∏
i=1

P
(
|hxi |

2 ≤ y

D−α
| Φ
)
.

Then the conditional success probability can be derived as

Ps(θ) = P(Y > θI | Φ) = 1−
n∏
i=1

P
(
|hxi |

2 ≤ θI

D−α
| Φ
)

(a)
= E

(
1−

(
1− exp

(
− θI

D−α

))n
| Φ
)

= 1− E
((

1−
3∏

i=n+1

exp (−θgi)

·
∞∏
i=4

exp

(
− θ ‖xi‖−α

D−α
gi

))n
| Φ
)

(b)
= 1− E

( n∑
k=0

(
n

k

)
(−1)k

3∏
i=n+1

exp (−kθgi)

·
∞∏
i=4

exp

(
− k θ ‖xi‖

−α

D−α
gi

)
| Φ
)

(c)
= 1 +

n∑
k=0

(
n

k

)
(−1)k+1

(
1

1 + kθ

)3−n ∞∏
i=4

1

1 + k θ‖xi‖
−α

D−α

,

where (a) follows since |hxi |
2 is independently exponentially

distributed with unit mean; (b) follows from the binomial
theorem (a + b)n ≡

∑n
k=0

(
n
k

)
an−kbk; and (c) follows since

gi = |hxi |
2 is independently exponentially distributed with

unit mean. After some simplification the result in (42) is
obtained.

Theorem 4 (First and second moments of Ps(θ) for the
worst-case user with DPS/DPB) For n = 1, 2, 3, the first
moment M1 of the conditional success probability Ps(θ), i.e.,
the standard success probability, for the worst-case user in
downlink cellular networks with DPS/DPB is given by

M1 =

n∑
k=1

(
n

k

)
(−1)k+1

(
1 + kθ

)n−3(
2F1

(
1,−δ; 1− δ;−kθ

))2 , (43)

and the second moment M2 of Ps(θ) is given by

M2 =



F (θ)

(1 + θ)4
, n = 1

4F (θ)

(1 + θ)2
+

F (2θ)

(1 + 2θ)2
− 4Q(3θ, 2θ2)

(1 + θ)(1 + 2θ)
, n = 2

9F (θ) + 9F (2θ) + F (3θ)− 18Q(3θ, 2θ2)

+ 6Q(4θ, 3θ2)− 6Q(5θ, 6θ2), n = 3,
(44)

where

F (x) , (2F1(2,−δ; 1− δ;−x))−2,

Q(u, v) ,
∫ ∞

0

exp

(
−
∫ ∞
r

2πλx

·
(

1− 1

1 + urαx−α + vr2αx−2α

)
dx

)
fD(r)dr.



12

Proof: We first express the first moment of Ps(θ) as

M1 = E(Ps(θ))

=

n∑
k=1

(
n

k

)
(−1)k+1 (1 + kθ)n−3 E

( ∞∏
i=4

1

1 + k θ‖xi‖
−α

D−α

)
︸ ︷︷ ︸

A

.

(45)
We notice that the term A in (45) has almost the same form as
the expression in the proof of Theorem 2. Similarly, we can
get the results in (43).

Then for M2, we take n = 2 as an example, and the
derivation of M2 with n = 1, 3 is similar.

When n = 2, the conditional success probability Ps(θ) in
(42) can be expressed as

Ps(θ) =
2

1 + θ

∞∏
i=4

1

1 + θ‖xi‖−α
D−α

− 1

1 + 2θ

∞∏
i=4

1

1 + 2 θ‖xi‖
−α

D−α

,

and we obtain M2 in the form

M2 = E(Ps(θ)
2)

=
4

(1 + θ)2
E

( ∞∏
i=4

1(
1 + θ‖xi‖−α

D−α

)2
)

+
1

(1 + 2θ)2
E

( ∞∏
i=4

1(
1 + 2 θ‖xi‖

−α

D−α

)2
)

− 4

(1 + θ)(1 + 2θ)
E

( ∞∏
i=4

1

1 + 3 θ‖xi‖
−α

D−α + 2 θ
2‖xi‖−2α

D−2α

)
=

4

(1 + θ)2
(2F1 (2,−δ; 1− δ;−θ))−2

+
1

(1 + 2θ)2
(2F1 (2,−δ; 1− δ;−2θ))

−2

− 4

(1 + θ)(1 + 2θ)

∫ ∞
0

exp

(
−
∫ ∞
r

2πλx

·
(

1− 1

1 + 3θrαx−α + 2θ2r2αx−2α

)
dx

)
fD(r)dr,

where fD(r) is given in (21). After some simplification (44)
is obtained.

The standard success probability ps ≡M1 and the variance
of the conditional success probability are shown in Fig. 8.

C. Meta Distribution and its Beta Approximation

We follow the same analysis methods as for JT-DPB. Since
the SIR distribution only depends on the intensity function
λ(x) in (8), we again conclude that the meta distribution
for DPS/DPB is independent of the number of network tiers
and their respective densities and transmit powers. Hence, for
the convenience of comparison, the simulation setups in this
section are the same as in Sec. III.

For DPS/DPB, Fig. 9 shows the beta approximation for the
worst-case user and the simulation results for both general
and worst-case users. Due to the complexity of the higher-
order moments in this scheme, the beta approximation for the
general user is too unwieldy to gain direct insight, let alone
the exact meta distribution for both types of users. As shown
in Fig. 9, for the worst-case user with DPS/DPB, the accuracy
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Fig. 8. M1 and the variance (i.e. M2 −M2
1 ) of Ps(θ) for DPS/DPB where

n = 1, 2, 3, and α = 4. The variance for the general user is obtained by
simulation.
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Fig. 9. Beta distribution approximation and simulation result for DPS/DPB
where n = 1, 2, 3, α = 4, and θ = 0 dB. The dashed curves are the beta
distribution approximation, and the solid curves and the round markers are
the simulated results.
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Fig. 10. M1 and meta distribution of the general user and the worst-case
user with DPS/DPB or non-coherent JT, where n = 3, and α = 4.

of the beta distribution approximation is also confirmed by
comparing the approximations with simulation results.

V. INSIGHTS AND IMPORTANCE OF THE META
DISTRIBUTION FOR COMP NETWORKS

In Fig. 6 and Fig. 9, the accuracy of the beta approximation
for meta distribution is confirmed. Hence, in this section, we
use the beta approximation to compare and discuss our results.

A. Conditional Link Reliability

The meta distribution provides more fine-grained infor-
mation for the individual links than the standard success
probability. For example, Fig. 10 shows the standard success
probability M1 and the meta distribution F̄Ps

of the general
user and the worst-case user with DPS/DPB or non-coherent
JT where n = 3, and α = 4. In Fig. 10(a), it is observed
that, for the general user with non-coherent JT or DPS/DPB,
M1,DPS/DPB ≈M1, JT for θ = −1 dB, and the standard success
probability does not provide more information to distinguish
these two schemes. However, the meta distribution shows

more fine-grained information. As shown in Fig. 10(b), the
meta distribution F̄Ps for non-coherent JT and DPS/DPB is
different. There are 60% users in a non-coherent JT network
achieving 90% link reliability for θ = −1 dB, but 50% users
in a DPS/DPB network. Hence, although M1 is approximately
equal, DPS/DPB has more highly reliable links than non-
coherent JT. The difference is even more prominent for the
worst-case user when θ = −3 dB.

B. Comparison of the Different CoMP Schemes

In the prior sections, we studied non-coherent JT, DPB,
and DPS/DPB by analysis, where the non-coherent JT is
without precoder. Among these different CoMP schemes, the
interference is the same in all schemes for a given n, and the
only difference is the combining modes of the desired signals,
which are given by

S =



∣∣hx1

∣∣2γ−1
1 , DPB only or Non-CoMP

max
i=1,...,n

∣∣hxi∣∣2γ−1
i , DPS/DPB∣∣∣∣ n∑

k=1

hxkγ
−1/2
k

∣∣∣∣2, Non-coherent JT( n∑
k=1

∣∣hxk ∣∣γ−1/2
k

)2

, Coherent JT.

(46)
Here we also simulate the coherent JT and the enhanced
non-coherent JT which uses individual precoders, i.e., S =∑n
k=1

∣∣hxk ∣∣2γ−1
k , and compare these results as shown in

Fig. 11 and Fig. 12.
Fig. 12 shows that all these CoMP schemes benefit the

worst-case user more than the general user, which verifies
the intuition that CoMP can significantly improve the system
performance and, especially, enhance the cell-edge coverage.
Fig. 12 also shows that the worst-case user with DPS/DPB
(n = 3) can achieve the similar performance compared with
the general user without cooperation.

Qualitatively, it is observed from Fig. 11 and Fig. 12
that most of the results are consistent with our intu-
ition of CoMP, with the exception that the non-coherent
JT scheme in Section III does not provide more gain
than the DPS/DPB in Section IV. We analyze this phe-
nomenon using the combining modes of the desired sig-
nals given in (46). The performance gain of JT is closely
related to the combining mode of the desired signals. It
is easily seen that

∣∣hx1

∣∣2γ−1
1 ≤ max

i=1,...,n

∣∣hxi ∣∣2γ−1
i ≤∑n

k=1

∣∣hxk ∣∣2γ−1
k ≤

(∑n
k=1

∣∣hxk ∣∣γ−1/2
k

)2
, and

∣∣hx1

∣∣2γ−1
1 ≤∣∣∑n

k=1 hxkγ
−1/2
k

∣∣2 ≤∑n
k=1

∣∣hxk ∣∣2γ−1
k . For non-coherent JT

without precoder, blind demodulation is used at the receiver
side. Since it can not exploit the diversity gain of JT, non-
coherent JT does not provide a significant gain compared with
DPS/DPB. However, for enhanced non-coherent JT, because
of the individual precoding, the performance of this scheme is
better. For coherent JT, the diversity gain of JT can be fully
harvested because of the joint precoding, hence the perfor-
mance of coherent JT is significantly higher than DPS/DPB.



14

-10 -5 0 5 10 15 20

SIR Threshold  (dB)

0

0.2

0.4

0.6

0.8

1
M

1

No CoMP

DPB

DPS/DPB

Non-coh. JT

eNon-coh. JT (Sim.)

Coh. JT (Sim.)

(a) M1

-10 -5 0 5 10 15 20

SIR Threshold  (dB)

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

V
a

ri
a

n
c
e

No CoMP

DPB

DPS/DPB (Sim.)

Non-coh. JT

eNon-coh. JT (Sim.)

Coh. JT (Sim.)

(b) Variance M2 −M2
1

Fig. 11. Comparison of M1 and the variance (i.e. M2 −M2
1 ) of Ps(θ) for

the general user with DPB, DPS/DPB, and three JT schemes, where n = 3,
and α = 4. The variance for DPS/DPB, and the curves for non-coherent JT
and coherent JT are obtained by simulation.
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Fig. 12. Comparison of the beta approximation or the simulated meta
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and three JT schemes, where n = 3, α = 4, and θ = 0 dB. The dashed lines
correspond to the worst-case user. The curve for the worst-case user with
DPS/DPB is obtained by beta approximation.

The performance of non-coherent JT without precoder can be
regarded as a lower bound for the performance of other JT
schemes.

C. The Size of the Cooperation Set

As we can see from the figures in this paper, for the general
user with all these CoMP schemes, the gain from n = 1 to n =
2 is larger than the gain from n = 2 to n = 3. For example,
as shown in Fig. 6(a), when the reliability value x = 0.6,
for the general user with non-coherent JT, the gain of meta
distribution from n = 1 to n = 2 is about 45%, while the
gain from n = 2 to n = 3 is about 16%. In contrast, for
the worst-case user, this is not the case, since the distances
from the serving user to the nearest three BSs are equal. In
short, the performance gain associated with CoMP decreases
as the size of the cooperation set increases. Hence, given the
overhead associated with CoMP, there exists an optimum size
of the cooperation set.

VI. CONCLUSION

This paper studies the meta distribution in downlink Pois-
son cellular networks with multiple types of CoMP schemes
including JT, DPB, and DPS/DPB. We give a general scheme
for JT-DPB with JT and DPB as special cases. For each
CoMP scheme, we consider two types of users—the general
user and the worst-case user. The b-th moment of conditional
success probability is derived for both types of users with
JT-DPB. For DPS/DPB, the first moment (standard success
probability) for the general user and the first and second
moments for the worst-case user are derived. We calculate the
exact meta distribution for the worst-case user with JT-DPB
and calculate the beta distribution approximation of the exact
meta distribution for almost all schemes and user types. We
show that the beta approximation provides a great match for
the exact meta distribution.

The mean local delay is also derived for both types of users
with JT-DPB, and the analysis shows that for both the general
and worst-case users, the critical value of the SIR threshold
for finite mean local delay with non-coherent JT is (1/δ−1)n,
while with DPB it is 1/δ − 1.

By the comparison and analysis of the meta distribution
of DPB, DPS/DPB, and JT, we provide more fine-grained
information on the link reliability for different CoMP schemes.
The analysis shows: 1) CoMP can significantly improve the
system performance and, especially, enhance the cell-edge
coverage, 2) the performance gain of JT is closely related to
the combining mode, and 3) the performance gain associated
with CoMP decreases as the size of the cooperation set
increases.

Based on the study in this paper, the future work includes: 1)
considering the spatial correlation by modeling the networks
by more general point processes, e.g., determinantal point
processes such as the Ginibre process [34], [35]; 2) analyzing
the effect of incomplete/imperfect CSI; 3) extending to more
scenarios, such as MIMO or relaying.
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