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Abstract—Quasi-cyclic (QC) low-density parity-check (LDPC)
codes are of great interest to code designers because of their
implementation advantages and algebraic properties that facili-
tate their analysis. In this paper, we present some new results
on QC-LDPC codes that are constructed using a two-step lifting
procedure based on a protograph, and, by implementing this
method instead of the usual one-step procedure, we are able to
show improved minimum distance and girth properties. We also
present two design rules to construct QC-LDPC codes: one uses
only circulant permutation matrices at the first (pre-lifting) stage
and the other uses a selection of non-commuting permutation
matrices. For both techniques, we obtain a demonstrable increase
in the minimum distance compared to a one-step circulant-based
lifting. The expected performance improvement is verified by
simulation results.

I. INTRODUCTION

Quasi-cyclic (QC) low-density parity-check (LDPC) codes
[1]–[9] are of great interest to code designers, since they
can be encoded with low complexity using simple feedback
shift-registers [4], [5] and their structure leads to efficiencies
in decoder design. Moreover, QC codes can be shown to
perform well compared to random codes for moderate block
lengths [8], [9]. Protograph-based codes [10] are constructed
by taking N -fold graph covers, or “liftings”, of a given
protograph, for a given positive integer N . QC-LDPC codes
can be constructed from a protograph by restricting the edge
permutations in the graph cover to be cyclic. However, unlike
typical members of an asymptotically good protograph-based
LDPC code ensemble, codes from the QC sub-ensemble do
not have linear distance growth. Indeed, if the protograph base
matrix consists of only ones and zeros, then the minimum
Hamming distance is bounded above by (nc + 1)!, where nc

is the number of check nodes in the protograph [2], [11].
In [12], QC-LDPC codes were constructed from so-called

pre-lifted protographs. The procedure consists of two lifting
stages: first, a “pre-lifting” step where we take an m-fold
graph cover of the protograph, where m is typically small, and
second, a circulant-based lifting step where we take an r-fold
graph cover of the pre-lifted protograph, with the permutations
chosen to be cyclic. As a result of the pre-lifting, the QC
ensemble associated with the pre-lifted protograph can have
an increased upper bound on minimum distance compared to
the QC ensemble associated with the original protograph. The
first lifting step was analysed in [12] and a technique was
given to choose a pre-lifted protograph based on the minimum
distance characteristics of the QC-LDPC code ensemble.

In this paper, we perform a joint analysis of the two
lifting steps involved in the construction. We present some
new results on the minimum distance and girth of pre-lifted
QC-LDPC codes, and we give two design rules for code
construction: one uses only circulant permutation matrices at
the first (pre-lifting) stage and the other uses a selection of
non-commuting permutation matrices. For both techniques,
we obtain a demonstrable increase in the minimum distance
compared to a direct circulant-based lifting of the original pro-
tograph. We also show that, by a careful choice of pre-lifting,
we can reduce the number of conditions on the component
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matrices that must be checked in order to achieve a given
girth g. By reducing the number of such conditions, we are
permitted more freedom to design the code, which simplifies
the search for good component matrices. The expected perfor-
mance improvement is verified by simulation results.

II. QUASI-CYCLIC PROTOGRAPH-BASED LDPC CODES

In this section we describe the protograph-based construc-
tion method and, in particular, focus on QC sub-ensembles of
protograph-based ensembles of LDPC codes.

A. Definitions

All the codes in this paper are binary linear codes. As usual,
an [n, k, dmin] code C of length n, dimension k, and minimum
Hamming distance dmin can be specified as the null space of
an (n− k)× n (scalar) parity-check matrix H. With a parity-
check matrix H we associate a Tanner graph [13] in the usual
way. The girth of a graph is the length of the shortest cycle
in the graph.

B. Permutations and permutation matrices

An N -permutation σ is a one-to-one function on the set

[N ] , {0, 1, . . . , N − 1}. A permutation σ can be represented
by an N ×N permutation matrix P, where P has all entries
equal to zero except for N entries equal to one at positions
(i, σ(i)), i ∈ [N ]. We say that a (permutation) matrix has a
fixed column (or row) if it overlaps with the identity matrix in
at least one column (or row).

C. Protograph-based code construction

A protograph [10] is a small bipartite graph, represented by
an nc × nv parity-check or base incidence matrix B, where
the entries Bi,j are non-negative integers. The parity-check
matrix H of a protograph-based LDPC block code can be
created by replacing each non-zero entry in B by a sum of
Bi,j permutation matrices of size N × N , and a zero entry
by the N × N all-zero matrix. Graphically, this operation is
equivalent to taking an N -fold graph cover, or “lifting”, of
the protograph. It is an important feature of this construction
that each lifted code inherits the degree distribution and local
graph neigbourhood structure of the protograph. The ensemble
of protograph-based LDPC codes with block length n = Nnv ,
denoted ξB(N), is defined as the set of matrices H that
can be derived from a given base matrix B by all possible
combinations of N ×N permutation matrices.

D. Structure of QC sub-ensembles

The QC sub-ensemble of ξB(N), denoted ξ
QC
B

(N), is
the subset of parity-check matrices in ξB(N) where all the
permutation matrices are chosen to be circulant. The notation
Ia,N is used to denote the N × N identity matrix with
each row cyclically shifted to the left by a positions, or,
simply Ia if the size of the matrix is clear from the context.
The N × N identity matrix will be denoted by I0,N or I0.
When applying the protograph-based construction method, by
restricting the choice of permutation matrices to be circu-
lant, the resulting parity-check matrix H will be QC, i.e.,

H ∈ ξ
QC
B

(N) ⊆ ξB(N). We refer to this operation as a
“circulant-based lifting”. For example, from the 3×4 all-ones
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base matrix B, a parity-check matrix of the shortened (3, 4)-
regular [124, 33, 24] QC Tanner code [14] with girth(H) = 8
can be derived as

H =

[

I0 I0 I0 I0
I0 I4 I12 I28
I0 I24 I10 I13

]

∈ ξ
QC
B

(N), (1)

where the lifting degree is N = 31.

E. Minimum Hamming distance bounds for QC sub-ensembles

If the base matrix B contains only ones and zeros, then it
is well known that the minimum distance of any code from
the QC sub-ensemble of protograph-based LDPC codes can
immediately be bounded above by (nc+1)! [2], [11]. In [14],
an improved bound is presented which, in addition to giving
tighter bounds for binary base matrices in many cases, can
also be applied to base matrices with entries larger than one,
i.e., protographs with repeated edges.

III. PRE-LIFTING A PROTOGRAPH

In this paper, we restrict our attention to base matrices
B with entries no larger than 1, i.e., protographs without
repeated edges. Consequently, if entry Bi,j of B is equal to
one, then the corresponding block of the lifted parity-check
matrix consists of an N × N permutation matrix Pi,j . This
assumption simplifies analysis and insures that the resulting
codes are amenable to low-complexity implementation. The
minimum distance of any code C derived from B, where
the permutation matrices Pi,j are chosen to be circulant, is
bounded above by (nc + 1)! for an arbitrarily large lifting
factor N .

We will show that by choosing the permutation matrices
Pi,j to be composed of a sub-array of r× r smaller circulant
matrices, we can derive QC codes with minimum distance
exceeding this upper bound. The construction technique can
be defined in two stages:

1) first, a “pre-lifting” step where we take a carefully
chosen m-fold graph cover of the protograph with base
matrix B = [Bi,j ]nc×nv

, where m is typically small, to
form a pre-lifted base matrix B′ = [B′

i,j ], where B′

i,j is
an m×m permutation matrix if Bi,j = 1, or the m×m
all zero matrix if Bi,j = 0,

2) following this, we perform a circulant-based lifting
step by taking an r-fold graph cover of the pre-lifted
protograph associated with B′, where the permutations
are chosen to be circulant, creating a QC code with
parity-check matrix H′ = [P′

i,j ], where Pi,j is a block-
circulant matrix which can be described as the product

Pi,j = diag(Ipi,j,1
, Ipi,j,2

, . . . , Ipi,j,m
) · B̃′

i,j , (2)

where pi,j,k ∈ [r − 1], k = 1, 2, . . . ,m, Ipi,j,k
has size

r × r, and B̃′

i,j , B′

i,j ⊗ I0 denotes the Kronecker

product of matrices B′

i,j and I0,r.

Clearly, the pre-lifted base matrix B′ defines a code that exists
in the ensemble ξB(m), and the QC code with parity-check
matrix H′ obtained after the circulant lifting step exists in

ξB(mr); however, H′ does not necessarily exist in ξ
QC
B

(mr)
and thus the minimum distance may exceed (nc + 1)!. Note
that, since H′ ∈ ξB(mr), the resulting code preserves the
local graph neigbourhood structure and degree distribution of
the protograph.

To demonstrate the procedure, consider the (2, 3)-regular
base matrix

B =

[

1 1 1
1 1 1

]

.

We find that any code derived from B using a one-
step circulant-based lifting has its minimum distance upper

bounded by (nc + 1)! = 6 and its girth upper bounded by 12
[15]. A pre-lifted base matrix has the form

B′ =

[

B′

1,1 B′

1,2 B′

1,3

B′

2,1 B′

2,2 B′

2,3

]

∈ ξB(m),

where B′

i,j is an m × m permutation matrix. Then a parity-

check matrix H′ of a QC code can be obtained as

H′ =

[

P1,1 P1,2 P1,3
P2,1 P2,2 P2,3

]

∈ ξ
QC
B′ (r).

For example, consider the following pre-lifted base matrix
with m = 2

B′=

[

B′

1,1 B′

1,2 B′

1,3

B′

2,1 B′

2,2 B′

2,3

]

=







1 0 1 0 1 0
0 1 0 1 0 1
1 0 1 0 0 1
0 1 0 1 1 0






∈ ξB(2).

Any code drawn from the QC-LDPC code ensemble based
on this pre-lifted base matrix B′ has its minimum distance
and girth bounded above by 10 and 20, respectively [12]. The
following circulant-based lifting of B′ with r = 20,

H′=

[

P′

1,1 P′

1,2 P′

1,3

P′

2,1 P′

2,2 P′

2,3

]

=







I0 0 I0 0 I0 0
0 I0 0 I0 0 I0
I0 0 I1 0 0 I0
0 I0 0 I9 I4 0






,

H′ ∈ ξ
QC
B′ (20), defines a [120, 41, 10] QC code with

girth(H′) = 20, i.e., it achieves the increased upper bounds.1

A. Girth conditions for a pre-lifted base matrix

Example 1. Consider the (3, 4)-regular protograph-based
ensemble defined by the all-ones base matrix B of size 3× 4.
The upper bound on the minimum distance for QC codes

drawn from ξ
QC
B

(N) is dmin(C) ≤ 24. We can assume,
without loss of generality, that any parity-check matrix derived
from B has the form (see [15])

H =

[

I0,N I0,N I0,N I0,N
I0,N P R T
I0,N Q S U

]

, (3)

where P,Q,R,S,T and U are N ×N permutation matrices.
Accordingly, without loss of generality, we can assume that a

pre-lifted base matrix, used to derive H′ ∈ ξ
QC
B′ (r), has the

form

B′ =

[

I0,m I0,m I0,m I0,m
I0,m B′

P B′

R B′

T
I0,m B′

Q B′

S B′

U

]

∈ ξB(m), (4)

where B′

P , B′

Q, B′

R, B′

S , B′

T , and B′

U are m×m permutation
matrices that represent base matrices for the block-circulant
permutation matrices P, Q, R, S, T, and U, respectively.

In [15], a technique was presented to derive minimal condi-
tions on the permutation matrices of a protograph-based parity-
check matrix H, derived from a binary base matrix B, in order
to achieve a certain desired girth g. We will see that by pre-
lifting B, it is possible to reduce the number of conditions
that must be checked in order to achieve girth g. For example,
to insure that girth(H) ≥ 8 for any parity-check matrix in
the form of (3), each member of the following set of 42
permutation matrices must not have a fixed column [15]:

{P,Q,R,S,T,U,PRT,PTT,QST,QUT,RTT,SUT,

PQT,RST,TUT,PQTSRT,PQTUTT,RSTUTT,PST,

PUT,RQT,RUT,TQT,TST,PSRT,PUTT,PQTS,

PQTU,PQTRT,PQTTT,RUTT,RSTQ,RSTU,RSTTT,

TUTQ,TUTS,PQTSTT,PQTURT,PSTUTT,

PUTSRT,RQTUTT,RSTQTT}. (5)

1The parity-check matrix H
′ has rank 39, and hence the dimension of the

code is k = 41.
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In the remainder of this section, we will establish some
results on the girth of a parity-check matrix obtained from a
pre-lifted base matrix B′. These results will later be used to
reduce the number of conditions that need to be checked at
the circulant-based lifting step.
Lemma 1: Let A and B be two mr×mr block-circulant

permutation matrices derived from m×m permutation matri-
ces B′

A and B′

B , respectively. Then the product AB cannot
have a fixed column if B′

AB
′

B does not have a fixed column.
Proof. Omitted. Instead, we present an illustrative example.

Let

B′

P =

[

1 0
0 1

]

and B′

Q =

[

0 1
1 0

]

.

Then

B′

P (B
′

Q)
T =

[

0 1
1 0

]

and PQT =

[

0 Ip1
Iq1

Ip2
Iq2 0

]

,

where P = diag(Ip1
, Ip2

) · B̃′

P , Q = diag(Iq1 , Iq2) · B̃
′

Q,

p1, p2, q1, q2 ∈ [r − 1], and Ia has size r × r. Clearly, PQT

does not have a fixed column for any p1, p2, q1, and q2 as a
result of B′

P (B
′

Q)
T not having a fixed column.

As a consequence of Lemma 1, if the permutation matrices
B′

i,j , i = 1, 2, . . . , nc, j = 1, 2, . . . , nv , satisfy all the

necessary conditions to achieve girth(B′) ≥ g, then the
corresponding circulant-based permutation matrices Pi,j must
also satisfy these conditions. Consequently, we obtain the
following theorem.
Theorem 2: If a pre-lifted base matrix B′ satisfies

girth(B′) ≥ g, then the girth of any code from the ensemble

ξ
QC
B′ (r) is bounded below by g, for any lifting factor r.

Often, the permutation matrices B′

i,j chosen in the first step
will not satisfy all the conditions to achieve girth g. In this
case, to insure that the conditions are satisfied at the second
step, we must choose the component circulant matrices Ipi,j,k

comprising Pi,j carefully. This will be demonstrated later in
Section IV-A.

B. Minimum distance properties of pre-lifted protograph-
based codes

We begin by establishing a result on the commutativity of
two block-circulant permutation matrices.
Lemma 3: Suppose that two block circulant permutation

matrices are given as

P = diag(Ip1
, Ip1

, . . . , Ip1
) · B̃′

P = B′

P ⊗ Ip1
,

Q = diag(Iq1 , Iq1 , . . . , Iq1) · B̃
′

Q = B′

Q ⊗ Iq1 ,

where p1, q1 ∈ [r− 1], Ia has size r× r, and B′

P and B′

Q are

m×m permutation matrices. Then, PQ = QP iff B′

PB
′

Q =
B′

QB
′

P .

Proof. Omitted.
In [11], MacKay and Davey established that, for an nc ×

nv grid of non-overlapping, commuting permutation matrices,
the minimum distance is bounded above by (nc + 1)!. We
now establish a similar result for a grid of non-overlapping,
commuting block-circulant permutation matrices based on a
pre-lifted base matrix B′.
Theorem 4: Let B′ be a pre-lifted base matrix derived

from an nc×nv binary base matrix B, and suppose B′

i,jB
′

k,l =
B′

k,lB
′

i,j ∀i, k ∈ {1, 2, . . . , nc}, j, l ∈ {1, 2, . . . , nv}, (i, j) 6=
(k, l). If pi,j,1 = pi,j,2 = · · · = pi,j,m for each block circulant
permutation matrix Pi,j , as defined in (2), then the minimum

distance of any code C ∈ ξ
QC
B′ (r) is bounded above by

(nc + 1)!.

Proof (sketch). By applying Lemma 3 to each pair of block-
circulant permutation matrices (Pi,j ,Pk,l) in H′, correspond-
ing to the pair (B′

i,jB
′

k,l), we find that all of the matrices
commute and thus the result of [11] holds. 2

Note that, in general, if

P = diag(Ip1
, Ip2

, . . . , Ipm
) · B̃′

P ,

Q = diag(Iq1 , Iq2 , . . . , Iqm) · B̃′

Q,
then

PQ = diag(Ip1
, . . . , Ipm

) · B̃′

P · diag(Iq1 , . . . , Iqm) · B̃′

Q

and

B̃′

P · diag(Iq1 , . . . , Iqm) = diag(Iqσ(1)
, . . . , Iqσ(m)

) · B̃′

P ,

where σ is the permutation associated with B′

P . Consequently,

PQ = diag(Ip1+qσ(1)
, . . . , Ipm+qσ(m)

) · B̃′

P · B̃′

Q, (6)

QP = diag(Iq1+pτ(1)
, . . . , Iqm+pτ(m)

) · B̃′

Q · B̃′

P , (7)

where τ is the permutation associated with B′

Q, and addition
is performed modulo r. In addition,

B̃′

P · B̃′

Q = (B′

P ⊗ I0) ·
(

B′

Q ⊗ I0
)

= B′

PB
′

Q ⊗ I0I0

by the distributive law of the Kronecker product. So B̃′

P B̃
′

Q =

B̃′

QB̃
′

P iff B′

PB
′

Q = B′

QB
′

P .

Consequently, if B′

PB
′

Q = B′

QB
′

P , we must insure that the
diagonal matrices in (6) and (7) are not equal in order to have
PQ 6= QP. Alternatively, if B′

PB
′

Q 6= B′

QB
′

P , then PQ 6=
QP even if the diagonal matrices are equal. In Section III-C,
we will use these two cases to construct rules for constructing
QC-LDPC codes based on a pre-lifted protograph.
Remark 5: By insuring that not all of the block-circulant

permutation matrices Pi,j commute, we can construct pre-
lifted QC-LDPC codes with minimum distance exceeding
(nc + 1)!. This can be observed by following the proof of
Theorem 2 in [11]. Instead of constructing a codeword of
weight (nc + 1)!, we obtain an ((nc + 1)!, f) near-codeword,
i.e., a binary vector of weight (nc + 1)! for which f > 0
parity-check equations are not satisfied by the near-codeword.

C. Design rules for pre-lifted protograph-based QC-LDPC
codes

In order to avoid the reduced upper bound described in
Theorem 4, we provide two general rules for constructing QC-
LDPC codes based on a pre-lifted protograph.

• Rule 1: Circulant pre-lifting permutation matrices. In this
case, at Step 1, each B′

i,j is chosen to be circulant. The
circulants are chosen to maximize the distance upper
bound (demonstrated in [12]), and the necessary condi-
tions to achieve a desired girth g in Step 2 are calculated.
At the second step, we choose circulants that satisfy the
girth conditions and, since the pre-lifting permutation
matrices commute, insure that, for at least one of the pairs
of block-circulant permutation matrices (P,Q), the diag-
onal matrices in (6) and (7) do not have an overlapping
column, or, equivalently, pi + qσ(i) 6≡ qi + pτ(i) mod r,
∀i. This can be achieved by imposing the condition that
σ has no fixed point, setting q1 = q2 = · · · = qm, and
choosing each pi to be different.

• Rule 2: Non-commuting pre-lifting permutation matrices.
In Step 1, we choose permutation matrices B′

i,j and
insure that at least one pair of matrices does not commute.
The matrices should be chosen to maximize the upper
bound on the minimum Hamming distance [12], and the
necessary conditions to achieve a desired girth g in Step
2 are calculated. At Step 2, we choose each component
circulant to have the same shift, e.g., p1 = p2 = · · · = pm
in block circulant P, such that the girth conditions are
satisfied.
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IV. PRE-LIFTING WITH DESIGN RULE 1

In this section, we will focus on Design Rule 1, where the
pre-lifted protograph B′ is composed of circulant submatrices,
i.e., where each of the permutation matrices B′

i,j composing

B′ are chosen to be circulant.

A. Girth conditions for circulant pre-liftings

By choosing the permutations at the pre-lifting step to be
circulant, we can make use of their structure to reduce and
simplify the conditions required to achieve a desired girth g.
We now define some useful properties of circulant permutation
matrices. Let a, b,m ∈ Z, a, b ≥ 0, m ≥ 1.
Property 1. The m × m circulant permutation matrix Ia

has a fixed column iff a ≡ 0 mod m. In this case, Ia = I0,
and all m columns are fixed.
Property 2. The product of two m×m circulant permuta-

tion matrices Ia and Ib is given as IaIb = I(a+b) mod m.
Property 3. The transposition of an m × m circulant

permutation matrix Ia is ITa = I(m−a) mod m.
Suppose we use the technique given in [15] to generate a list

of conditions on the permutation matrices comprising H that
can be used to guarantee girth(H) ≥ g. By applying Lemma
1, we can eliminate many of the conditions by checking if the
corresponding products of the associated permutation matrices
B′

i,j comprising B′ have fixed columns. Choosing circulant
permutation matrices is advantageous for this purpose because,
using the three properties given above, we can quickly deter-
mine if a product of a number of circulant matrices has a fixed
column using simple modular arithmetic (rather than costly
matrix multiplication). This allows us to construct pre-lifted
base matrices that minimize the number of conditions that
must be checked to choose circulant permutations achieving
girth g in Step 2 of the pre-lifting process.
Example 1 (cont.). In this example, we focus on achieving

girth(H) ≥ 8 for a parity-check matrix in the form of (3),
derived from a pre-lifted base matrix, but the same principles
can be applied to any protograph-based parity-check matrix
derived from a binary base matrix for any desired girth.
Suppose that

P = diag(Ip1
, Ip2

, . . . , Ipm
) · Ĩp,m,

where p ∈ [m−1], pi ∈ [r−1], and Ipi
has size r×r. (Similar

definitions apply for Q,R,S,T, and U.) For pre-lifting factor
m = 5 and any circulant-based pre-lifted base matrix B′, the
number of conditions (from the set (5)) on the permutation
matrices that comprise H′ that must be checked to guarantee
girth(H′) ≥ 8 is in the range [4, 42]. Consider the following
pre-lifted base matrix B′ in the form of (4) with m = 5:

B′ =

[

I0,5 I0,5 I0,5 I0,5
I0,5 I0,5 I1,5 I1,5
I0,5 I0,5 I2,5 I4,5

]

. (8)

By choosing the permutation matrices given above at the pre-
lifting step, we find that, in order to guarantee girth(H′) ≥ 8
in any resulting parity-check matrix H′ ∈ ξ

QC
B′ (r), out of the

42 original conditions given in (5), we only need to check
that P,Q,PQT, and RTT should not have a fixed column.
Equivalently, we must insure pi 6≡ 0 mod r, qi 6≡ 0 mod r,
pi + (r − qi) ≡ pi − qi 6≡ 0 mod r, and ri − ti 6≡ 0 mod r,
i = 1, 2, . . . , 5. Since S and U are not involved in these
four conditions, the values si, ui, i = 1, . . . , 5 can be chosen
arbitrarily.

In order to eliminate all the conditions from (5), it is
necessary to increase the pre-lifting factor to m = 9. Then we
find that it is possible to construct a circulant-based pre-lifted
base matrix B′ that has girth 8. Consequently, by Theorem

2, any H′ ∈ ξ
QC
B′ (r) satisfies girth(H′) ≥ 8, i.e., there are

no conditions on matrices P, Q, R, S, T, and U that must
be satisfied, so pi, qi, ri, si, ti, and ui, i = 1, 2, . . . , 9, can
be chosen arbitrarily and we guarantee girth(H′) ≥ 8. The
following pre-lifted base matrix is one such example:

B′ =

[

I0,9 I0,9 I0,9 I0,9
I0,9 I1,9 I3,9 I4,9
I0,9 I2,9 I6,9 I8,9

]

. (9)

B. Minimum distance properties

In this section, we will construct a code using Design Rule
1 and show how the minimum distance is affected if we do
not follow the design criteria.
Example 2. Consider the following circulant-based pre-lifted

base matrix with m = 2:2

B′ =

[

I0,2 I0,2 I0,2 I0,2
I0,2 I0,2 I1,2 I1,2
I0,2 I1,2 I0,2 I0,2

]

. (10)

A resulting parity-check matrix H′ ∈ ξ
QC
B′ (r) has the form

H′ =













I0,r 0 I0,r 0 I0,r 0 I0,r 0
0 I0,r 0 I0,r 0 I0,r 0 I0,r
I0,r 0 Ip1,r 0 0 Ir1,r 0 It1,r
0 I0,r 0 Ip2,r Ir2,r 0 It2,r 0
I0,r 0 0 Iq1,r Is1,r 0 Iu1,r 0
0 I0,r Iq2,r 0 0 Is2,r 0 Iu2,r













.

Suppose that we set p1 = p2 = 1, q1 = q2 = 7, r1 = r2 = 10,
s1 = s2 = 11, t1 = t2 = 13, and u1 = u2 = 2 with r = 49.
This parity-check matrix satisfies the conditions to achieve
girth(H′) = 10. However, because the shift parameters in
each block circulant are identical, this construction does not
adhere to Design Rule 1. In fact, we have the conditions of
Theorem 4, and the minimum distance is bounded above by
dmin ≤ (nc + 1)! = 24. This is in fact a [392, 100, 24] QC
code, i.e., the upper bound is achieved.

Suppose that instead we set p2 = 5 and u2 = 4. Con-
sequently, the block-circulant permutation matrices P and U
are composed of two different circulant sub-matrices and the
pairs of matrices no longer all commute (e.g., PQ 6= QP for
r = 49), satisfying Design Rule 1. The minimum distance of
this code, denoted by C1, is increased to a range 32 ≤ dmin ≤
56 (determined using MAGMA) and girth(H′) = 10.3

C. Simulation results

Simulations were performed assuming binary phase shift
keyed (BPSK) modulation and an additive white Gaussian
noise (AWGN) channel. The decoder was allowed a maximum
of 100 iterations and employed a syndrome-check based
stopping rule. In Fig. 1, we plot the simulated decoding
performance for: the pre-lifted (3, 4)-regular QC code C1 with
m = 2 from Example 2; the extended (3, 4)-regular QC Tanner
code C2 defined in (1), where the circulant size is taken to be
N = 98 so that the code length and rate are the same as for
code C1; and the original (3, 4)-regular QC Tanner code C3
with circulant size N = 31. Both codes C2 and C3 achieve the
upper bound dmin = 24 and have girth(H) = 8. We observe
that the pre-lifted code C1 has significantly improved decoding
performance, with a SNR gain of over 1dB at a bit error rate
of 10−5.

2Note that, for m = 2, we must use Design Rule 1 because all of the
permutations are circulant.

3Due to the computational complexity, we are not able to compute the
minimum distance of this example exactly. However, we conjecture that it is,
in fact, equal or close to the upper bound based on 1) the results obtained
for smaller values of r, and 2) the significant search time without finding any
codewords of weight less than 56.
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Pre−lifted (3,4) QC code, m=2, n=392, R=0.2551

(3,4) ext. QC Tanner code, m=1, n=392, R=0.2551

(3,4) QC Tanner code, n=124, R=0.2661

Fig. 1: Simulated decoding perfomance for the pre-lifted (3, 4)-regular QC-
LDPC code C1 described in Example 2, the extended (3, 4)-regular Tanner
QC-LDPC code C2, and the original Tanner code C3.

V. PRE-LIFTING WITH DESIGN RULE 2

In this section, we construct a pre-lifted QC-LDPC code
following Design Rule 2.
Example 3. We construct a parity-check matrix H′ derived

from a pre-lifted base matrix B′ defined in (4) with m = 4.
This matrix has the general form of (3), where, in this example,
I = I0,m ⊗ I0,r and the submatrix
[

P R T
Q S U

]

=

[

B′

P ⊗ I4,r B′

R ⊗ I12,r B′

T ⊗ I28,r
B′

Q ⊗ I24,r B′

S ⊗ I10,r B′

U ⊗ I13,r

]

=



















0 I4 0 0 0 0 I12 0 0 I28 0 0
I4 0 0 0 0 0 0 I12 0 0 I28 0
0 0 0 I4 I12 0 0 0 0 0 0 I28
0 0 I4 0 0 I12 0 0 I28 0 0 0
0 0 I24 0 0 I10 0 0 0 0 I13 0
0 0 0 I24 I10 0 0 0 0 0 0 I13
0 I24 0 0 0 0 0 I10 I13 0 0 0
I24 0 0 0 0 0 I10 0 0 I13 0 0



















.

Note that the pre-lifting permutation matrices B′

P , B′

Q, B′

R,

B′

S , B′

T , and B′

U have been chosen so that several of
the permutations do not commute, yet B′

T and B′

U are, in
fact, circulant. These pre-lifting permutations were chosen in
pairs following the techniques in [12] in order to give large
upper bounds on the minimum distance. Also, note that the
same shift parameter is used in each block-circulant; these
parameters were chosen from the Tanner code with parity-
check matrix given in (1). The Tanner graph associated with
H′ can be considered as a 4-fold graph cover of the original
Tanner graph associated with (1).

For r = 14, we obtain a [224, 59, 36] QC-LDPC code with
girth(H′) = 8. As we increase r, the minimum distance
generally improves, but it becomes hard to verify the value
exactly as the code length increases. For r = 31, we obtain
a [496, 126] QC-LDPC code C4 with girth(H′) = 8 and
28 ≤ dmin ≤ 68 (again, we conjecture that the minimum
distance is, in fact, close to 68).

In Fig. 2, we simulate the decoding performance of C4 and
the two (3, 4)-regular QC Tanner codes (that C4 is based upon):
the extended (3, 4)-regular QC Tanner code C5 defined in (1),
where the circulant size is taken to be N = 124 so that the
code length is equal, and the rate is approximately equal to
that of C4; and the (3, 4)-regular QC Tanner code C3. Again,
we observe significantly improved decoding performance for
the pre-lifted QC code.

Design Rule 2 is particularly useful, because we can employ
the theory presented here to design a good pre-lifting matrix
and use state-of-the-art QC codes to choose the circulants at
Step 2 of the pre-lifting procedure. We expect there to be large
gains in decoding performance made possible by pre-lifting a
‘good’ code. In this paper, we have used the Tanner code as
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Pre−lifted (3,4) QC Tanner code, m=4, n=496, R=0.256

(3,4) ext. QC Tanner code, m=1, n=496, R=0.254

(3,4) Tanner QC code, m=1, n=124, R=0.2661

Fig. 2: Simulated decoding perfomance for the pre-lifted (3, 4)-regular QC-
LDPC code C4 described in Example 3, the extended (3, 4)-regular Tanner
QC-LDPC code C5, and the original Tanner code C3.

a model, but the same procedure can be applied to any array-
based QC code.

VI. CONCLUSIONS

In this paper, we have extended the results of our previous
work and analysed a two-step lifting procedure to create new
QC-LDPC codes with improved minimum distance and girth
properties. We presented two design rules: one uses circulant
permutation matrices at the first (pre-lifting) stage and the
other uses a selection of non-commuting permutation matrices.
For both techniques, we showed that simplified conditions
can be obtained to achieve a desired girth g, and we pro-
vided examples showing a demonstrable increase in minimum
distance compared to a direct circulant-based lifting of the
original protograph. The expected performance improvement
was verified by simulation results.
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