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Abstract—A significant amount of the analysis of protograph-
based low-density parity-check (LDPC) codes has been devoted
to the subclass of quasi-cyclic (QC) LDPC codes. Despite their
implementation advantages and algebraic properties that make
them easy to analyze, protograph-based QC-LDPC codes have
undesirable fixed upper limits on important code parameters.
This implies that picking a QC code from an asymptotically good
or capacity approaching ensemble is suboptimal, since long QC
codes will not perform close to the ensemble asymptotic limits.
Indeed, these limits can only be achieved by codes that are not
QC. In this paper we present an overview together with some
new results on partially-QC protograph-based LDPC codes, i.e.,
LDPC codes whose parity-check matrix is partially composed of
circulant submatrices. We perform both a minimum Hamming
distance and girth analysis of these codes. Moreover, we present
explicit partially-QC LDPC code constructions with parameters
that exceed the restricted QC upper bounds.

Index Terms—Girth, graph cover, low-density parity-check
code, low-density parity-check matrix, protograph, protomatrix,
quasi-cyclic code, Tanner graph.

I. INTRODUCTION

Protograph-based codes [1], [2] are constructed by taking
r-fold graph covers [3], [4] of a given protograph, for a given
positive integer r. A protograph is a Tanner graph [5] described
by an m × n incidence matrix, known as a protomatrix,
with non-negative integer entries aij that correspond to aij

parallel edges in the graph. An r-fold graph cover of a given
protograph preserves its degree distribution and is described
by an rm × rn matrix obtained by replacing each non-zero
entry aij by a sum of aij permutation matrices of size r and
a zero entry by an r × r zero matrix.

Among the possible codes obtained by this method are
quasi-cyclic (QC) low-density parity-check (LDPC) codes [6]–
[8], [10]–[12]. A QC LDPC code of length rn can be described
by an rm×rn parity-check matrix that is formed by an m×n
array of r × r circulant matrices. Clearly, the construction
of QC LDPC codes can be seen as a special case of the
protograph-based construction in which the r-fold cover is
obtained by restricting the edge permutations to be cyclic.
Members of a protograph-based LDPC code ensemble that
are QC are of great interest to code designers, since they can
be encoded with low complexity using simple feedback shift-
registers [13] and their structure leads to efficiencies in decoder
design. However, QC codes have limitations. In particular, it

is known that QC codes based on protographs have upper
bounds on minimum Hamming distance independent of the
size of the circulant matrix entries; therefore, an increase in
the circulant size does not provide an increase in minimum
distance beyond a certain limit, see, e.g., [9], [10], [14].
Similarly, the protograph itself imposes a limit on the girth of
the code if the code is QC [8], [11], [14], [15]. This implies
that the codes from protograph-based ensembles that have
capacity approaching iterative decoding thresholds cannot be
QC.

In this paper we study partially-QC LDPC codes based
on a given protograph, where only some of the permutation
matrices are circulants. Focusing on protographs with single
edges, we show that any r-fold cover graph of a protograph
is isomorphic to an r-fold cover graph that is the Tanner
graph of a partially-QC LDPC code.This constitutes the main
motivation for our interest in partially-QC structures. We then
analyze the minimum Hamming distance and girth of such
codes and compare them to QC codes. Towards this end,
we give algebraic conditions on the r-permutation matrices
describing the r-fold graph covers of a given protograph that
ensure higher girth and minimum distance than the upper
bounds for QC codes. Finally, we give examples of partially-
QC codes with such parameters, which promise improved
performance compared to protograph-based QC codes of the
same length that are obtained from the same protograph, and
we discuss their structural differences relative to QC codes.

The remainder of the paper is structured as follows. Sec-
tion II introduces important concepts and the notation that
will be used throughout the paper. Section III contains three
subsections: in Section III-A we provide the necessary back-
ground on permutations and permutation matrices to be used
in the following two sections; in Section III-B we present
the algebraic conditions required to achieve a certain desired
girth and give a lemma that significantly reduces the number
of required conditions; finally, in Section III-C we review an
upper bound on minimum distance for commuting permuta-
tion matrices. The main result of the paper is contained in
Section IV, which shows how any protograph-based LDPC
code can be transformed into an equivalent partially-QC LDPC
code with the same girth and minimum distance. Section V
then analyzes some specific cases of partially QC LDPC
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codes. In Section V-A, we consider the case of non-QC array
LDPC codes and show that these codes have the same upper
bounds on girth and minimum distance as corresponding QC
codes. In Section V-B we explicitly give the smallest set
of girth conditions, i.e., without any redundant conditions,
on the permutation matrices in the composition of a 2 × 3
protomatrix that are needed to construct partially-QC codes
with larger girth and minimum distance than corresponding
QC codes. Then, Section V-C provides a similar analysis for
3 × 4 protograph-based partially-QC LDPC codes. Finally,
Section VI concludes the paper.

II. DEFINITIONS

This section introduces definitions and the notation that will
be used throughout the paper.

We use the following sets: Z is the ring of integers and F2

is the Galois field of size 2. By Fn
2 and Fm×n

2 we will mean,
respectively, a row vector over F2 of length n and a matrix
over F2 of size m × n.

All codes will be binary linear codes. As usual, a code C
of length n can be specified by a (scalar) parity-check matrix
H ∈ Fm×n

2 , i.e., C =
{
c ∈ Fn

2

∣∣ H · cT = 0T
}

, where T

denotes transposition. Its minimum Hamming distance will be
denoted by dmin(C).

With a parity-check matrix H we associate a Tanner
graph [5] in the usual way. The girth of a graph is then the
length of the shortest cycle in the graph.

In this paper we restrict our attention to protomatrices with
all entries equal to 1, i.e., regular protographs without parallel
edges. Consequently, a parity-check matrix H of a code C
based on such a protograph will be an mr × nr matrix with
the (i, j)th entry equal to a permutation matrix Pij , for all
i ∈ {0, . . . , m − 1}, j ∈ {0, . . . , n − 1}. A generalization
of these results to irregular protographs and protographs with
parallel edges is the subject of ongoing research.

III. PROTOGRAPH BASED CODES

A. Permutations and permutation matrices

An r-permutation p is a one-to-one function on the set S !
{0, 1, . . . , r − 1} described as:

p !
(

0 1 . . . r − 1
p(0) p(1) . . . p(r − 1)

)
.

Any permutation p can be represented by two corresponding
r× r permutation matrices P and P ′, where P has all entries
equal to zero except for r entries equal to one at the positions
(i, p(i)), i ∈ S, and P ′ has all entries equal to zero except
for r entries equal to one at the positions (p(i), i), i ∈ S.
Naturally, P ′ = PT = P−1. Composing two permutations
p and q on S gives the two permutations pq and qp, which in
general are not equal. The two matrices corresponding to the
permutation pq are QP and P ′Q′, respectively. Therefore, the
composition function corresponds to a product of associated
matrices; however, the order of the matrices in the product
differs depending on whether the row or column representation
of the matrices is considered.

Example 1. Let

p =
(

0 1 2 3
2 0 1 3

)
, q =

(
0 1 2 3
3 1 0 2

)
.

Then

P =





0 0 1 0
1 0 0 0
0 1 0 0
0 0 0 1



 , Q =





0 0 0 1
0 1 0 0
1 0 0 0
0 0 1 0



 ,

P ′ = PT, Q′ = QT.

The functions

pq =
(

0 1 2 3
3 0 2 1

)
, qp =

(
0 1 2 3
0 3 1 2

)

correspond to the products

QP =





0 0 0 1
1 0 0 0
0 0 1 0
0 1 0 0



 , PQ =





1 0 0 0
0 0 0 1
0 1 0 0
0 0 1 0



 .

Naturally, P ′Q′ = (QP )T and Q′P ′ = (PQ)T. Therefore
pq corresponds to QP and P ′Q′, depending on whether we
take the values of the function to be row indices or column
indices.

"
Conversely, to any permutation matrix P we can associate

two permutation functions p and p′ on S, such that p(i) equals
the column index of the entry equal to 1 in the ith row of P
and p′(i) equals the row index of the entry equal to 1 in the
ith column of P . Naturally, p′ = p−1.

B. Girth conditions

We will say that a (permutation) matrix has a fixed column
(or row) if it overlaps with the identity matrix in at least one
column (or row). The following theorem gives the algebraic
conditions that are imposed by a cycle of length 2l in the
Tanner graph of a protograph-based LDPC code with parity-
check matrix H = (Pij) on the permutation matrices Pij , see,
e.g., [8].

Theorem 2. Let C be a code described by a parity-check
matrix H = (Pi,j) ∈ Fmr×nr

2 , where each (i, j) entry is
an r × r permutation matrix Pi,j . Then the Tanner graph
associated with H has a cycle of length 2l if there exist
indices i0, i1, . . . , il−1 and j0, j1, . . . jl−1 such that is $=
is+1, js $= js+1 (where s + 1 here means s + 1 mod l), for
all s ∈ 0, 1, . . . l − 1, and such that the product of matrices

Pi0j0P
T
i1j0Pi1j1P

T
i2j1 . . . Pil−1jl−1P

T
i0jl−1

has a fixed column.

For circulant matrices, the above condition reduces to the
known condition presented in [11] as follows.

Corollary 3. Let C be a code described by a parity-check
matrix H = (Pi,j) ∈ Fmr×nr

2 , where each Pi,j is an r ×
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r circulant matrix [si,j ] (where si,j denotes the number of
left shifts of the identity matrix needed to obtain the circulant
permutation matrix). Then the Tanner graph associated with
H has a cycle of length 2l if there exist indices i0, i1, . . . , il−1

and j0, j1, . . . jl−1 such that is $= is+1, js $= js+1 (where s+1
here means s + 1 mod l), for all s ∈ 0, 1, . . . l − 1, and such
that

si0j0 − si1j0 + si1j1 − si2j1 + . . . + sil−1jl−1 − si0jl−1 = 0.

From Theorem 2 we obtain the following corollary.

Corollary 4. Let C be a code described by a parity-check
matrix H as in Theorem 2.
1) A 4 cycle exists if and only if there exist sets of distinct
indices {i0, i1} and {j0, j1} such that Pi0j0P

T
i1j0Pi1j1P

T
i0j1

has a fixed column, or equivalently, such that Pi0j0P
T
i1j0 and

Pi0j1P
T
i1j1 have a column in common.

2) Similarly, a 6 cycle exists if and only if there exist
sets of distinct indices {i0, i1, i2} and {j0, j1, j2} such that
Pi0j0P

T
i1j0Pi1j1P

T
i0j1Pi2j2P

T
i1j2 has a fixed column, or equiv-

alently, such that Pi0j0P
T
i1j0Pi1j1 and Pi1j2P

T
i2j2Pi0j1 have a

column in common.
3) This equivalence holds for all desired girths.

The next lemma and its corollary, which show that a product
of two permutations pq with a fixed point implies the same for
qp, allows us to improve Theorem 2 by significantly reducing
the number of girth conditions that must be imposed on the
permutation matrices in the composition of the protomatrix
describing a protograph-based LDPC code.

Lemma 5. Let p and q be two permutations on a set S =
{0, 1, . . . , r − 1} such that pq has a fixed point. Then qp has
a fixed point.

Proof: Let x ∈ S be the fixed point of pq: pq(x) = x.
Let y ! q(x). Then p(y) = q−1(y), from which qp(y) = y,
and hence qp has a fixed point.

Corollary 6. Let P and Q be two r× r permutation matrices
such that QP has a fixed column. Then PQ has a fixed
column.

In Theorems 10 and 12, when we consider LDPC codes
based on 2 × 3 and 3 × 4 protographs, respectively, we will
show how Corollary 6 simplifies the search for partially-
QC protograph-based codes with large girth and minimum
distance.

C. Minimum distance

We now review some known facts regarding the minimum
distance of protograph-based LDPC codes. Suppose that the
matrices Pij commute with each other, i.e., PijPkl = PklPij

for all i, j, k, l. Note that parity-check matrices with all Pij

circulant (in the case of QC LDPC codes) or with all Pij equal
to powers of some (not necessarily circulant) permutation
matrix P (in the case of array LDPC codes), satisfy this
commutativity condition. These examples are not exhaustive.
Let S be a size-(m+1) subset of {0, 1, . . . , n − 1} and

let c = (ci)0!i!n−1 be a length-n vector in (Fr×r
2 )n, in

multivariables Pij , defined by

ci !
{

det
(
HS\i

)
if i ∈ S

0 otherwise
,

where the entries Pij are regarded as entries in a commutative
ring over which we define the determinant operator det, and
where HS\i is the sub-matrix of H that contains all rows of
H and only the columns of H with indices in the set S \ {i}.

According to [10], [14], any column of c is a codeword in C,
since we are assuming that the matrices Pij commute. Based
on these codewords, the upper bound dmin(H) # (m + 1)! is
easily obtained for any protograph-based code with commut-
ing matrices Pij .

If the matrices Pij do not commute as it is in most cases,
then it is unclear how to define such a determinant, since
changing the order of the matrices in the products defining
the determinant would most likely give different results. This
implies, however, that the upper bound (m + 1)! no longer
holds, so that partially-QC protograph-based codes can have
minimum distance exceeding this bound, and this can happen
even for codes having Tanner graphs with small girths.

IV. PARTIALLY-QC LDPC CODES

Theorem 7. Without loss of generality, any m × n all-one
protomatrix can be r-lifted to the following matrix





I I . . . I
I P10 . . . P1,n−2
...

... . . .
...

I Pm−2,0 . . . Pm−2,n−2




, (1)

where Pij are permutation matrices for all i ∈ {0, . . . , m−2},
j ∈ {0, . . . , n − 2}, I is the identity matrix, and all matrices
are of size r.

We call the code defined by such a matrix a partially-QC
LDPC code, because the first block row and column is formed
by circulant matrices, in particular, by identity matrices.

Proof: The most general case of an LDPC code based on
an m×n all-one protomatrix is given by a parity-check matrix
H with the (i, j)th entry equal to a permutation matrix Qij ,
for all i ∈ {0, . . . , m − 1}, j ∈ {0, . . . , n − 1}. This matrix
can be transformed by column operations into





I I . . . I
Q10Q

T
00 Q11Q

T
01 . . . Q1,n−1Q

T
0,n−1

...
... . . .

...
Qm−1,0Q

T
00 Qm−1,1Q

T
01 . . . Qm−1,n−1Q

T
0,n−1




, (2)

followed by row operations to transform it into




I I . . . I

I (Q20QT
00)TQT

21QT
01 . . . (Q20QT

00)TQ2,n−1QT
0,n−1

.

.

.

.

.

. . . .

.

.

.
I (Qm−1,0QT

00)TQT
m−1,1QT

01 . . . (Qm−1,0QT
00)TQm−1,n−1QT

0,n−1




. (3)

The above row and column operations do not affect the girth
of the Tanner graph or the minimum distance of the code. The
column operations simply imply permutations of codeword
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positions, i.e., the variable nodes in the Tanner graph, given
by the permutation matrices Q0j , for j = 0, 1, . . . , n − 1.
Additionally, the row operations have no effect on the code
itself and, in the Tanner graph, they correspond to permutations
of the check nodes. Therefore, the row and column operations
result only in permuting the variable and check nodes in the
Tanner graph of the parity-check matrix of the code, which
does not affect the girth or minimum distance of the code or
its performance under a message passing decoding algorithm,
or any other decoding algorithm. In other words, any code
described by an m × n protomatrix is equivalent to a code
described by the protomatrix given in (1).

Our motivation in considering partially-QC LDPC codes
is three-fold. First, with careful hardware design, partially-
QC LDPC codes offer simplified encoding and decoding
implementation due to the identity matrices in the first row
and column of the protomatrix; second, the search space
for good codes is reduced: instead of having to choose mn
permutation matrices, we only need to choose (m−1)(n−1)
permutation matrices; lastly, as shown above, these structures
are equivalent to the entire ensemble of protograph-based
codes, so considering only partially-QC LDPC codes is by
no means restrictive.

V. CASE ANALYSIS FOR CONSTRUCTING GOOD

PARTIALLY-QC CODES

A. Non-QC array structures

When constructing codes, simple structures are attractive
due to their ease of implementation and analysis. In the
case of protograph-based LDPC codes, the simplest non-
QC code construction is given by the case in which all the
matrices Pij are powers of the same permutation matrix P .
However, we will see that in this case, no matter what P
is chosen to be, both the girth and the minimum distance
of the resulting protograph-based code are upper bounded by
the same bounds that hold for QC codes. In the case of the
minimum distance, this was already shown by MacKay [10].
We state this observation in the following theorem.

Theorem 8. Let C be a code described by a parity-check
matrix H = (P ei,j ) ∈ Fmr×nr

2 , where m $ 2, n $ 3, ei,j are
positive integers, i = 0, . . . , m−1, j = 0, . . . , n−1, and P is
an r-permutation matrix. Then the girth of the Tanner graph
associated with H is upper bounded by 12 and the code’s
minimum distance is upper bounded by (m + 1)!.

Proof: Since m $ 2, n $ 3, there exists at least one 2×3
block submatrix of H of the form

[
P e0,0 P e0,1 P e0,2

P e1,0 P e1,1 P e1,2

]
.

The product P e0,0(P e1,0)TP e1,1(P e0,1)TP e1,2(P e0,2)T ·
P e1,0(P e0,0)TP e0,1(P e1,1)TP e0,2(P e1,2)T = I, where I is the
r-identity matrix, which implies, based on Theorem 2, the
existence of a length 12 cycle, and, consequently, a girth of at
most 12. Since all the permutation matrices in the composition

of H commute as powers of the same permutation, the upper
bound (m + 1)! [10] on the minimum distance clearly holds.

Therefore, any m × n protomatrix lifted with permutation
matrices Pi,j will have an upper bound of 12 on the girth if
there exists a 2 × 3 or a 3 × 2 submatrix given by powers of
the same permutation matrices.

Similarly, any m × n protomatrix lifted with permutation
matrices Pi,j will have an upper bound of (m + 1)! on the
minimum distance if there exists an m × (m + 1) submatrix
of the protomatrix that is lifted with matrices that commute
(hence also if lifted with powers of the same matrix), because
then the upper bound (m + 1)! applies.

Therefore, in order to construct classes of codes that have
unbounded girth and minimum distance, we need to avoid
permutation matrices that commute, and in particular 2 × 3
substructures that include only matrices described as powers
of the same permutation matrix.

B. Partially QC structures based on a 2 × 3 protomatrix

The next case we consider is that of column weight 2, and
in particular, that of a 2 × 3 protomatrix. In the following
we summarize the conditions that we need to impose on
the permutation matrix entries of the parity-check matrices
of these codes such that their girths and minimum distances
exceed those of QC codes of the same length.

Remark 9. Note that in a protomatrix with column weight 2,
any cycle corresponds to a codeword, which can be seen by
assigning the value 1 to a variable node participating in the
cycle and the value 0 to the remaining variable nodes. "

Based on Remark 9, we obtain that any Tanner graph with
variable node degree equal to 2 has only cycles of length
divisible by 4. Indeed, otherwise, the associated code would
have codewords of odd weight, which is impossible in a code
based on a protomatrix containing only 1s.

In Theorem 7 we showed that, without loss of generality,
we can assume the simplified form of (1) for the parity-check
matrix of a protograph-based code. In the case of a 2 × 3
protomatrix this reduces to

H =
[
I I I
I P Q

]
. (4)

The following are the conditions that P and Q must satisfy
in order to obtain girth larger than 12 (hence girth(H) $ 16)
and, equivalently, minimum distance dmin(H) $ 8.

Theorem 10. Let H be in the form of (4). Then:

1) girth(H) > 4 ⇐⇒ P,Q, PQT have no fixed columns.
2) girth(H) > 8 ⇐⇒ P,Q, PQT, PQ, P 2, Q2, P 2QT,

PTQ2, PQTPQT have no fixed columns.
3) girth(H) > 12 ⇐⇒ P,Q, PQT, PQ, P 2, Q2, P 2QT,

PTQ2, PQTPQT, P 3, P 2Q,PQ2, Q3, P 3QTP 2(QT)2,
PQTPQ,PQTPTQT, QPTQTP,PTQ3, P 2QTPQT,
P (QT)2PQT, QPTQPTQ,PTQPTQPTQ have no
fixed columns.
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Example 11. Consider the representation (4) of a 2 × 3
protograph. The smallest size required for the permutation
matrices P and Q to satisfy the conditions in 1) is r = 3. Now
let [a] denote a circulant corresponding to a shifts to the left of
the identity matrix. By setting P = [1] and Q = [2], we then
obtain a parity-check matrix with girth 8 and, correspondingly,
minimum Hamming distance 4. (Note that PQ = I has fixed
columns, so the conditions in 2) imply that the girth is not
larger than 8.)

To satisfy the conditions in 2), we must increase the
permutation matrix size to at least r = 7. There are many
choices of P and Q that satisfy these conditions. In particular,
by choosing circulant permutations P = [4] and Q = [6]
the conditions in 2) are satisfied and we obtain a parity-
check matrix with girth 12 and, correspondingly, minimum
Hamming distance 6. (However P 2Q = I has fixed columns,
so condition 3) implies that the girth is not larger than 12.)

Therefore, to achieve girth 8 and 12 we can simply choose
circulant permutation matrices of small size. However, accord-
ing to the discussion following Theorem 8, we cannot exceed
a girth of 12 and satisfy the conditions in 3) unless we choose
non-circulant permutation matrices P and Q with size larger
than r = 7. In order to exceed this upper bound, we would
need to choose non-circulant permutation matrices P , Q of
order r that generate different permutation groups < P > and
< Q >. Choosing these matrices in an efficient way is the
subject of ongoing research. "

C. Partially-QC structures based on a 3 × 4 protomatrix

According to Theorem 7, we can assume, without loss of
generality, that a 3 × 4 protograph has the form

H =




I I I I
I P Q R
I S T U



 . (5)

The following conditions are needed to obtain girth larger than
6. Note that similar conditions can be obtained to guarantee
girth greater than 8, 10, . . ., but these are omitted here.

Theorem 12. Let H be in the form of (5). Then:
1) girth(H) > 4 ⇐⇒ P,Q,R, S, T, U, PQT, PRT, STT,

SUT, QRT, TUT, PST, QTT, RUT, PSTTQT,
PSTURT, QTTURT have no fixed columns .

2) girth(H) > 6 ⇐⇒ PTT, PUT, QST, QUT, RST,
RTT, PTQT, PURT, PSTT, PSTU,PSTQT, PSTRT,
QURT, QTTS,QTTU, QTTRT, RUTS,RUTT,
PSTTRT, PSTUQT, PTTURT, PUTTQT, QSTURT,
QTTSRT, together with the matrices listed in condition
1) have no fixed columns.

Remark 13. Unlike the 2×3 structure in Section V-B, the 3×4
protomatrix considered here does not imply the same relation
between girth and minimum distance of the corresponding
protograph-based LDPC code. In the case of permutation
matrices that commute, and therefore also in the case of
circulant matrices, a 4 or 6 cycle would automatically imply
a codeword of weight smaller than the corresponding upper

bound on the minimum Hamming distance (m + 1)! = 24
valid for matrices that commute, as shown in [10]. However, if
we allow general permutation matrices, this is not necessarily
true. Using the reduced search space implied by (5), we can
find codes with minimum distance 26, 28, 30, 32, . . . for girths
4, 6, 8 as we increase the permutation size r. "

VI. CONCLUSIONS

In this paper we have performed a study of partially-QC
LDPC codes based on a given protograph. We showed that
any r-fold cover graph of a protograph with single edges is
isomorphic to an r-fold cover graph of a partially-QC LDPC
code. Using this structure, we presented simplified algebraic
conditions on the r-permutation matrices describing the r-fold
graph covers of a given protograph that guarantee higher girth
and minimum distance than the upper bounds for QC codes.
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