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Abstract— Numerous methods exist for generating
smaller, reduced chemical models from large, detailed
chemical models. These methods arise from a variety of
different theoretical backgrounds, yet few comparisons have
been made between different model reduction methods. In
order to assess the relative quality of these different model
reduction techniques, these methods must be compared with
each other using a common framework. As one element of
such a framework, we propose a formalism called affine
lumping. This formalism defines two affine mappings. The
first affine mapping is used to lump the state variables from
a detailed model to a reduced model with reduced state
variables. The second affine mapping is used to unlump
the reduced state variables and lift the reduced model
back into the original state space. Conditions are stated
under which the application of these two affine mappings
in succession yields a solution of the original model. Finally,
the techniques of species lumping by Li et al., computational
singular perturbation and reaction invariants are all cast as
special cases of affine lumping, to illustrate the potential
usefulness of the affine lumping formulation. Given that
three different model reduction techniques can be recast
using the affine lumping formalism, it is possible that other
model reduction techniques may be also be special cases of
affine lumping. The affine lumping formalism could then be
used as a common standard against which different model
reduction techniques can be compared in order to assess
their relative quality.

I. INTRODUCTION

Many practical problems involve combustion under in-
homogeneous, transient conditions, and therefore require
the use of numerical methods that solve large systems
of coupled, nonlinear partial differential equations of
the kind typically found in reacting flow solvers. These
practical problems typically require large, detailed chem-
ical models in order to simulate faithfully the physics
involved. However, reacting flow simulations of large
chemical models have prohibitively large computational
costs. Consequently, smaller reduced models are used
in place of large chemical models in order to obtain
approximate numerical solutions to the large chemical
models at decreased computational cost.

Many methods are available for generating reduced
models from detailed chemical models (see [2], [5], [3]
and [4] for examples). However, these different methods
originate from different theoretical backgrounds, includ-
ing methods based on singular perturbation, methods
based on a graph-theoretic interpretation of chemistry, and
others. Given this variation in the theoretical development
of model reduction methods, it is difficult to compare
two given model reduction techniques. Previous work

has made progress in this area by showing that the
intrinsic low-dimensional manifold (ILDM) technique is a
special case of computational singular perturbation (CSP)
[2], facilitating the comparison of the two techniques in
subsequent work. To make further progress in comparing
model reduction techniques, we propose a formalism
called “affine lumping.”

In this work, we provide a definition of affine lumping.
Affine lumping defines two affine mappings. The first
affine mapping transforms a detailed model to a reduced-
dimension representation called the reduced model; this
process is called lumping. The second affine mapping lifts
the reduced state variables into the space of the original
state variables, recovering a representation of the reduced
model in the original state variables that approximates
the detailed model; this process is called unlumping. It
can be shown that applying these two affine mappings in
sequence is equivalent to projecting the original model
onto an affine subspace. This projection is the reduced
model, lifted into the space of the original state variables.
It can be shown that under certain conditions, lifting
the solution of the reduced model into the space of the
original state variables yields a solution of the detailed
model. In other words, under certain conditions, the
solution of the detailed model lies in an affine subspace
so that the solution of the reduced model can be used to
construct the exact solution of the detailed model, and the
reduced model can be described with fewer differential
equations and state variables than the detailed model.

After presenting a definition of affine lumping, we
present examples of existing model reduction techniques
that are special cases of affine lumping. We show that
the species lumping technique of Li et al. [3], CSP and
the technique of reaction invariants reviewed by Waller
and Mikild [6] are all special cases of affine lumping
by translating the nomenclature and mathematics used
in each of these techniques to the nomenclature and
mathematics of affine lumping. These results suggest that
other methods could also be expressed using the affine
lumping formalism, and indicate that apparently different
techniques could have similar properties despite different
theoretical backgrounds. These similarities could then be
used in future work to assess the relative merits of each
model reduction technique that fits the formalism.

II. DEFINITION AND PROPERTIES OF AFFINE LUMPING

In order to define affine lumping, we first motivate
the definition by exploring the concept of lumping in



the specific case of chemical reaction in an adiabatic-
isobaric batch reactor. Since the chemical source term in
this model is used within reacting flow solvers that use
operator splitting, it is the primary model under considera-
tion; we postpone discussion of any other models to future
work, since they will be extensions of this case. After
briefly discussing the model and informally discussing
ideas behind affine lumping, a definition of affine lumping
is provided. Finally, we state without proof the main
result of affine lumping: the solution of the reduced model
obtained from affine lumping can be used to reconstruct
the solution of the detailed model with no approximation
error, provided that the affine lumping and reduced model
have certain properties.

Consider the following model for a well-mixed, isolated
chemically reacting system (that is, an adiabatic-isobaric
batch reactor):

y(t) =T(y(), (D

where y(t) € RMs represents the original state vari-
ables (such as species compositions, temperatures, and
pressures), and the source function I' : RNs — RNs
describes changes in the state variables due to chemistry.
Consider the “affine lumping”:

o(t) = A(y(t) — yo), 2)

where Ng > Ny, ¢(t) € RV is a set of reduced state
variables, A € RNL*Ns jg the assembly (or lumping)
matrix, and yo € R™s is a point in the (original) state
variable space corresponding to the origin of the new
reduced-dimension space corresponding to the reduced
state variables. We treat the matrix A as a function of
the original state variables, and therefore, as a function of
the solution y(¢), but assume that the functional form of
A(z) is piecewise constant over R™S (here, z is a dummy
variable). Therefore, instead of using the notation A(z),
we will use the notation A under the assumption that we
have restricted the use of A to a subset of RS over
which its elements have constant values; this subset must
be specified when defining a specific instance of lumping.

Having given an informal description of affine lumping,
additional properties are needed to make a description
of the lumping process more concrete. Suppose that we
can find a generalized inverse D corresponding to A
(for the properties of generalized inverses, see [1]). The
matrix D € RVs*Ne will be called the disassembly (or
unlumping) matrix, since its purpose will be to recover
approximately the original state variables from their re-
duced state variable counterparts. Like A, we treat the
matrix D as a piecewise constant function over state
space. Therefore, instead of using the notation D(z), we
will use the notation D under the assumption that we
have restricted the use of D to a subset of RS over
which its elements have constant values; this subset must
be specified when defining a specific instance of lumping,
and it must be equal to the subset used in defining A.

For any y* € RNs | the values of the reduced state
variables resulting from lumping once the values of the
original state variables should be equivalent to the values
of the reduced state variables resulting from lumping
the values of the state variables, unlumping the resulting
values of the reduced state variables, and then lumping
again the values of the state variables obtained from
unlumping. Put another way, after lumping once, repeated
unlumping and lumping should yield the same values for
the lumped variables. Mathematically, this implies that for
any y* € RVs, ADAy* = Ay*, and thus

ADA = A. 3)

Equation (3) is Penrose’s First Equation, indicating that
D is a {1}-inverse of A.

Also, assume that A has full rank; if it does not, we
could describe the subspace R(A) with a smaller basis
and obtain an equivalent lumped representation using a
smaller assembly matrix and fewer variables. Since the
goal of this work is to reduce as much as possible the
number of state variables used to represent a chemically
reacting system, a full rank assumption is not restrictive.

Since A has full rank, by Lemma 1.2 of [1], it follows
that

AD =1y, “)

where Iy, is an Ny x Np, identity matrix. From this
equation,

DAD =D (5)

also holds. Equation (5) is Penrose’s Second Equation,
indicating that D and A are {1, 2}-inverses of each other.

These arguments motivate the following definition of
an affine lumping:

Definition 2.1 (Affine Lumping): An affine lumping is
a 3-tuple (A, D,y(), where

1) A isa full rank Ny, x Ng matrix called the assembly

matrix, with Ny, < Ng,

2) D is a {1,2}-inverse of A called the disassembly

matrix,

3) yo € RVs is the origin of the lumping.

Having defined affine lumping, we next explore the
properties of the definition. Suppose we have an affine
lumping (A, D, yq) associated with (1), and suppose that
y(t) is a solution to (1). From (2), the chain rule, and (1),
it follows that

b(t) = Ay(t) = AL(y(t)). ©)

Therefore, given a solution y*(¢) of (1) with y*(0) =
Y§, it is possible to prescribe initial conditions ¢, and
solve (6). Actually carrying out this process, however,
would defeat the purpose of lumping, since the idea of
species lumping is to cast the original state space into
a reduced-dimensional state space for the purposes of
reducing the computational effort needed to solve the
ODE system in the reduced space; solving the original



ODE would yield all of the desired results. Consequently,
it is necessary to determine a closure relation that allows
us to express (6) as an autonomous ODE system.

The closure relation for constructing the solution of the
original model from a suitably defined reduced model can
be found under certain conditions using our main result,
stated here without proof:

Theorem 2.1: Given an affine lumping (A, D,yy), let

1) Z={zcRNs : z=Dw +yg,wec RV},

2) ¢(t) € RVL be a solution of the reduced model

#(t) = AT (Dé(t) +yo) ™

with ¢(0) = 0,

3) x(t) =Do(t) + yo-

Suppose that I'(z) € R(D), Vz in Z. It follows that
x(t) is a solution of (1) with x(0) = yq and that ¢(¢t) =
A(x(1) — yo).

If the conditions of Theorem 2.1 hold, then lifting the
reduced model into the space of the original state variables
yields the equation

x(t) = DAT(x(t)). ®)

Aside from the change of variables from y to x (chosen
to distinguish between the solution of the detailed model
and the lifted solution of the reduced model), note that
the right hand side of the lifted reduced model (8) is
the same as the right-hand side of the original model
(1) premultiplied by the matrix DA. From Corollary 2.7
of [1], the matrix DA is a projector onto R(D) along
N (A), yielding the interpretation that the solution of the
reduced model, lifted into the space of the original state
variables, is the solution to the original model projected
onto the affine subspace R(D) + yo along N'(A).

It is worth noting that a simple choice for D that satis-
fies Theorem 2.1 is a maximal set of linearly independent
columns of the stoichiometry matrix N. However, in order
to reduce models more aggressively, the assumptions of
Theorem 2.1 will have to be relaxed so that the right-hand
side of the reduced model, lifted into the space of the
original state variables differs from the right-hand side
of the reduced model to within a known error bound.
A method for error-controlled affine lumping will be the
focus of future work.

III. SPECIAL CASES OF AFFINE LUMPING

Having defined the affine lumping formalism and es-
tablished conditions under which a reduced model can
be used to determine exactly the solution of the detailed
model, we now give some examples of model reduction
techniques that are special cases of affine lumping. We
discuss three techniques: the technique of species lumping
by Li et al. [3], the technique of CSP by Lam [2] and the
technique of reaction invariants reviewed by Waller and
Mikila [6].

Li et al. [3] define their species lumping scheme using
the matrices M and M that take the roles of the matrices
A and D, respectively, in an affine lumping. Cast in terms

of the notation for affine lumping by setting A = M,
D =M, and ¢ =y, the species lumping scheme in [3]
is defined as

o(t) = Ay(t), ©)

and the matrices A and D are related by AD = Iy, .
Li et al. do not place any restrictions on A and D other
than to state that M is one of the generalized inverses
of M. If we restrict M and M to be {1,2}-inverses of
each other, we have an affine lumping (A, D,yq) where
A =M, D =M and yg = 0. We postpone a more
detailed comparison of affine lumping with the species
lumping of Li et al. to future work.

Computational singular perturbation defines affine
lumping-like objects through the CSP basis vectors. Let
AYSP be the CSP basis matrix whose columns are the
CSP basis vectors, and let B¢S” be the CSP reciprocal
basis matrix whose rows are the CSP reciprocal vectors,
such that

BCSP — (ACSP)_l. (10)

We assume here that the matrix A¢SP is a constant,

rather than treating it as time-varying, as in the general
case of CSP.

To discuss CSP in the context of affine lumping, some
additional notation is necessary. Using the notation of Ben
Israel and Greville [1], denote by

Qk’n:{(ihig,...,ik) I << < S?’L}
(11)

the set of increasing sequences of k elements from the
set {1,...,n} for given integers 0 < k < n. Also, for a
given matrix M € R™*", and index sets I € (), and

J € Qqgn, let the p X n submatrix My, be the matrix

whose elements are m;; for ¢ € I and j € {1,...,n}
and let the m x ¢ submatrix M, ; be the matrix whose
elements are m;; for ¢ € {1,...,n} and j € J.

Returning to CSP, let N, be the number of active, slow
CSP modes, and let S € Qn, ng be the set of indices of
CSP basis vectors corresponding to the slow CSP modes.
The matrices B§S” and ASST take the roles of A and
D in affine lumping and have the property that

BGIPASST =1y, (12)

implying that ACST is a {1}-inverse of BEST by
rearranging (12) to yield Penrose’s First Equation. Since
ASSP and BSPP are both full rank matrices, they are
{1, 2}-inverses of each other, by Corollary 2.1 of [1]. If
the approximate equations of state in [2] are treated as
equalities, then CSP replaces the original model (1) with
the approximate, reduced model

y(t) = AS§PBSIPT(y (1)), (13)

which resembles the reduced model lifted into the
space of the original state variables, shown in (8). This
result suggests that CSP fits the affine lumping formalism



without defining a lumping operation explicitly. In order
to complete the definition of affine lumping from the CSP
basis matrices, an appropriate origin of the lumping must
be defined; in this case, set y( equal to the current point in
state space at which these particular CSP basis matrices
are used to approximate the original model. Again, we
postpone a more detailed comparison for future work.
The reaction invariants methods use a basis transforma-
tion to change the state variables from the state variables
of the original model in (1) to state variables that can
be classified as one of two types: reaction variants and
reaction invariants. Reaction invariants are state variables
that are constant with time, and reaction variants are state
variables that change over time. Using the notation of
Waller and Mikilid [6], suppose that v(t) € RN are
new state variables representing the reaction invariants,
and w(t) € RMs~Nt are new state variables repre-
senting the reaction invariants. Suppose also that there
exist matrices P € RNs*x(Ns—=Np) Rl ¢ RNsxNL
DRI ¢ RWs=Ni)xNs and LR € RNe*Ns guch that the
matrix [P TF!] is nonsingular, and the equations

_ wi(t)
y(t)=[ PR TR ] { v(t) } (14a)
{ ng } — [ PRI TR 7Y (14b)

both hold. From (14b), it follows that L/ TR =Ty ,
and by Penrose’s First Equation, T is a {1}-inverse
of L. Since the columns of the matrix [P%! T!] are
linearly independent, L™/ and T/ are both full rank
matrices. Consequently, by Corollary 2.1 of [1], L?/ and
TH! are {1,2}-inverses, suggesting that L?/ and T/
take the roles of the assembly matrix A and disassembly
matrix D in an affine lumping scheme.

In addition, w(t) does not vary with time, so for given
initial conditions of the detailed model (1), w(t) is fixed.
Setting A = L% and yo = P®*w(0), we can use
(2) to define an affine lumping from the matrices of the
reaction invariants technique, and (L?!, TR PRIw/(0))
is an affine lumping. A more detailed comparison of affine
lumping and reaction invariants will follow in future work.

IV. CONCLUSIONS AND FUTURE WORK

A formalism called affine lumping has been defined
to facilitate the comparison of different model reduction
techniques that attempt to reduce the number of state
variables used to describe a chemically reacting system.
In addition to defining affine lumping, conditions have
been stated under which an affine lumping can be used
to reconstruct exactly the solution of a detailed model
from a reduced model. The model reduction techniques
of species lumping by Li et al. [3], computational singular
perturbation by Lam [2] and reaction invariants [6] have
been shown to be affine lumpings, under certain assump-
tions.

To further develop this work, more detailed compar-
isons of the theory of affine lumping with the theory of

existing model reduction techniques should be conducted
to get a better idea of the breadth of techniques that can
be expressed using the ideas of projection and generalized
inverses as a theoretical basis. In parallel, a technique
to determine an error-controlled affine lumping could
be developed. The idea behind error-controlled affine
lumping would be to replace the condition under which
the solution of a detailed model can be reconstructed from
a reduced model exactly with conditions under which the
solution of a detailed model can be reconstructed from a
reduced model approximately with known error bounds.
These error bounds could then be used in conjunction with
additional information to determine the affine lumping
that yields the reduced model with the fewest reduced
state variables, subject to error bounds. Such a technique
could then be compared with existing techniques for
model reduction with (or without) error control in order
to better assess the strengths and weaknesses of various
model reduction methods.
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