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Introduction

The factorization of integer numbers is one of the more important simple mathematical
concepts with applications in the real world. It is commonly believed that factorization is
hard, but nonetheless, that it is possible to factorize an integer into its prime factors. If
we pass from the field of rational numbers Q to a finite extension K (called number field)
factorization need not be unique. For example, in the field Q(

√
−5) the integer 6 can be

decomposed into prime numbers in two distinct ways:

6 = 2 · 3 = (1 +
√
−5)(1−

√
−5).

This fact led to one attempt at proving Fermat’s Last Theorem, where it was assumed
that

xn + yn =
n∏
i=1

(x− ζ iy),

is a unique factorization (where ζ is a primitive n-th root of unity), when in fact this need
not be the case. The notion of ideal appeared precisely to explain this phenomenon. If OK is
the ring of integers of the field K, then OK is a Dedekind domain and every integer α ∈ OK
can be uniquely factorized into a product of prime ideals. To understand how far away a
number field K is from having unique factorization into elements of OK (and not ideals of
OK), one introduces the class group

Cl(K) = {fractional ideals}/{αOK |α ∈ K×}.

The class group is finite and its size, h(K) is an important arithmetic datum of K.
Seemingly unrelated to the class number is the ζ-function of a number field. Initially

studied in connection with the distribution of the prime numbers, the ζ-function of a number
field K is

ζK(s) =
∑
a

1

Nas
,

where the sum runs through all integral ideals a of OK and Na represents the norm of
the ideal a. The function ζK(s) is absolutely convergent when Res > 1, has holomorphic
continuation to all the complex plane and is related to the class number by the following
remarkable formula:

Theorem 0.1 (Analytic Class Number Formula). Let K be a number field, let RK be the
regulator of K, let hK be the class number and let wK be the number of roots of unity in K.
If the number field K has r1 real embeddings K ↪→ R and r2 complex embeddings K ↪→ C
then

1

(r1 + r2 − 1)!
ζ
(r1+r2−1)
K (0) = −hKRK

wK
.

Proof. See [Neu99] VII.5.11.
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This formula is important because it relates an analytic object associated with the number
field K (the ζK-function) to an arithmetic object (the class group). In particular, it allows
an efficient computation of hK if one has an efficient computation of ζK . In 1960, Birch
and Swinnerton-Dyer generalized this formula to elliptic curves by noting that if O×

K is the
group of units of OK , then by the Dirichlet Unit Theorem ([Neu99] I.12.12) the group O×

K

is finitely generated, has rank r1+ r2− 1 and its torsion group is the group of roots of unity,
whose size is wK . In the case of an elliptic curve E defined over Q, the Mordell-Weil group
E(Q) is finitely generated with rank r. To the elliptic curve E they associated an L-function
L(E, s) that is holomorphic when Res > 3/2 and which they conjectured to have analytic
continuation to the whole complex plane C.

Conjecture 0.2 (Birch and Swinnerton-Dyer). Let E be an elliptic curve of rank r defined
over Q. Then L(E, s) has analytic continuation to a neighborhood of 1, its order of vanishing
at 1 is equal to r and

1

r!
L(r)(E, 1) =

V RE|X(E/Q)|
|E(Q)tors|2

,

where X(E/K) is the Shafarevich-Tate group, V is the volume and RE is the regulator of
E.

The similarity between Theorem 0.1 and Conjecture 0.2 is remarkable. Instead of the
size wK of the torsion of O×

K we now have |E(Q)tors|2 and instead of hK we have the size of
the Shafarevich-Tate group (which has a similar behavior to that of Cl(K)). Subsequently,
Conjecture 0.2 has been refined and later generalized to abelian varieties over number fields
by Tate.

Let A be an abelian variety defined over a number field K. Then the Mordell-Weil group
A(K) is finitely generated and has rank r ≥ 0. Then the conjecture, as generalized by Tate
is

Conjecture 0.3. Let A be an abelian variety of rank r defined over a number field K. Let
L(A, s) be the global L-function of A, let A(K)tors and A∨(K)tors be the torsion subgroups
of A(K) and A∨(K) respectively. Let RA be the regulator of A, and let X(A/K) be the
Shafarevich-Tate group. Then L(A, s) has an analytic continuation to a neighborhood of 1,
has order of vanishing r at 1, X(A/K) is a finite group and

L(r)(A, 1)

r!
∫
A(AK)

dµA,w,Λ
=

RA|X(A/K)|
|A(K)tors||A∨(K)tors|

,

where
∫
A(AK)

dµA,w,Λ corresponds to the term V in Conjecture 0.2.

The first statement of Conjecture 0.2 (that the order of vanishing of L(E, s) at 1 is equal
to the rank of E) has been proven in the case when the order of vanishing of L(E, s) at 1 is
0 or 1, but otherwise, little is known about it. However, there are proven theorems about
the consistency of the conjectures. Thus, if A is an abelian variety defined over a number
field L (a Galois extension of K) then the restriction of scalars RL/KA is an abelian variety
defined over K. In 5.8 we show that the conjecture (Conjecture 3.15) holds for one if and
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only if it holds for the other. More importantly, if A→ B is an isogeny (i.e., surjection with
finite kernel) of abelian varieties defined over a number field K, we show in Theorem 5.22
that (under certain hypotheses) the conjecture holds for A if and only if it holds for B.

We begin with an introduction to algebraic groups where we develop the topologies and
Haar measures of locally compact groups. Subsequently, we study the geometric structure of
abelian varieties, as well as their measure-theoretic properties. We prove that two forms of
the Birch and Swinnerton-Dyer conjecture that appear in the literature are indeed equivalent
and proceed to use this equivalence to show certain invariance properties (invariance under
restriction of scalars and under isogenies). The theory that goes into the statement of the
conjecture is very rich, encompassing analytic (measure-theoretic), geometric and algebraic
properties of abelian varieties. As a result, in order to prove the invariance properties, we
need to study the algebra of Tate’s global duality theory for number fields.

Notation

Let K be a number field, i.e., a finite extension of Q. Let OK be the ring of integers of K.
Let MK be the set of places of K, let M0

K be the set of finite archimedean places and let
M∞

K be the set of infinite places. The sets M∞
K and M0

K correspond to the real and complex
embeddings on the one hand and prime ideals of OK on the other hand.

For every finite place v, let Kv be the completion of K with respect to the metric defined
by the valuation v. The ring OK is a Dedekind domain and Ov = {x ∈ Kv|v(x) ≥ 0} is a
local ring with maximal ideal ℘v = {x ∈ Kv|v(x) > 0}. We will denote by kv = Ov/℘v the
residue field at v and by qv = |kv| (if X is a finite set, |X| represents the cardinality of X).

We will write Knr
v for the maximal unramified extension of Kv. Then Iv = Gal(Kv/K

nr
v )

is the inertia group and Gal(Kv/Kv)/Iv ∼= Gal(k̄v/kv). Consider the automorphism φv : x 7→
x−qv in Gal(k̄v/kv) = Gal(Knr

v /K). Choose a lift σv of φv to Gal(Kv/Kv), which we call the
arithmetic Frobenius element.

The completions Kv are locally compact, Hausdorff and second countable. Thus, there
exists a unique (up to normalization) invariant Haar measure µv on Kv. The measure µv
is uniquely defined by the condition

∫
Ov
dµv = 1. This unique measure corresponds to

the normalized metric |x|v = q
−v(x)
v = µv ◦ mx/µv where mx is the multiplication by x

automorphism. Since Ov/℘nv is an n-dimensional vector space over kv, using the invariance
of the Haar measure we get that

∫
℘n
v
dµv = q−nv .

Let S be a finite set of places v of K such that M∞
K ⊂ S. Define

AK,S =
∏
v∈S

Kv ×
∏
v/∈S

Ov.

If OK,S = {a ∈ K|a ∈ Ov,∀v /∈ S} then OK,S ↪→ AK,S is a discrete embedding of topological
spaces.

Definition 0.4. The ring of K-rational adèles is the ring

AK = lim−→AK,S,
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where the direct limit is taken over all finite S as above.

Then AK is a locally compact, Hausdorff, second countable topological ring and there
exists a discrete embedding K ↪→ AK . The main reason for dealing with the ring of adèles
is that it encodes all the local arithmetic properties of elements of the field K.

Remark 0.5. The topology on A×
K is not the one induced from AK . In particular, A×

K ↪→ AK

is not an open embedding.

If S is a finite set of primes, let KS be the maximal algebraic extension of K that is
unramified at each place v /∈ S and let GS = Gal(KS/K). If OK is the ring of integers of
K, set OK,S = OK,S ⊗OK

OK .
We follow the generally accepted notationHr(K,M) = Hr(Gal(K/K),M) andHr(L/K,M) =

Hr(Gal(L/K),M) for Galois cohomology of M .
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1 Algebraic Groups

1.1 Group Varieties

Let K be a field and let K be an algebraic closure of K. In classical algebraic geometry,
an affine variety V is a topological subspace of Kn (for some nonnegative integer n) defined
as the zero locus of an ideal I(V ) ⊂ K[x1, . . . , xn] of polynomials. In that case, R =
K[x1, . . . , xn]/I(V ) is called the coordinate ring of V . If R is generated over K[x1, . . . , xn]
by K[x1, . . . , xn]/(I(V ) ∩ K[x1, . . . , xn]), then V is said to be defined over the field K.
Similarly, a projective variety V is a topological subspace of PKn, defined as the zero locus
of a homogeneous ideal of polynomials I(V ) ⊂ K[x0, . . . , xn] (i.e., a set of homogeneous
polynomials of degree at least k in an ideal, for some k). For example, the ideal I =
(xy − 1) ⊂ Q[x, y] defines an affine variety Gm over Q because xy − 1 generates I ∩Q[x, y].

Every classical variety V is identified with the set of points V (K) over K. If the variety
is defined over the field K then there is a subset V (K) ⊂ V (K) of K-rational points (V (K)
may or may not be empty). For every extension L/K, if the variety V is defined over K,
it will also be defined over L. Therefore we have an assignment L 7→ V (L), where V (L)
represents the points on V whose coordinates lie in L. Unfortunately, the context of classical
algebraic geometry does not allow a thorough understanding of the functorial properties of
this assignment, which are especially important if V is a group variety.

Rather than working in an algebraic closure K of K and understanding varieties defined
overK in terms of polynomials overK, we will work in the category SchK of schemes defined
over SpecK. More generally, we will look at the category SchS of schemes together with
morphisms to a scheme S. The language employed will be that of schemes, but the results
are essentially about varieties.

Definition 1.1. Let A be a ring. An abstract variety V defined over A is a geometrically
integral scheme V that is separated and of finite type over SpecA.

If A is an algebraically closed field, the category defined above is equal to the image in
SchA of the category of varieties defined over A ([Har77] II.2.6); the only difference is that
if V is, for example, an affine variety with coordinate ring R then V is the subset of closed
points of SpecR as an abstract variety.

Affine varieties defined over a field K can now be realized as affine schemes SpecR with
a morphism to SpecK, R being the coordinate ring of the affine variety defined over K.
For example, we have defined the affine variety Gm over K, given by the vanishing of the
polynomial xy−1 ∈ K[x, y]. However, the polynomial xy−1 that generates the defining ideal
has coefficients in Z. Therefore we may define Gm = SpecZ[x, y]/(xy − 1) and base-extend
to obtain

SpecK[x, y]/(xy − 1) ∼= Z[x, y]/(xy − 1)×SpecZ SpecK.

If the coordinate ring of a variety V is generated by integer polynomials, it is best to interpret
V as an abstract variety over Z, because in that case we can make sense of V (A) for every
ring A. As a matter of notation, whenever we have a scheme S and two schemes V, T ∈ SchS,
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we write VT = V ×S T . In particular, if an abstract variety V is defined over a ring A and
B is an A-algebra we denote by VB the base-extension VB = V ×SpecA SpecB.

In the context of classical varieties, the assignment L 7→ V (L) takes a field L to the set of
points of V whose coordinates lie in L. In the context of schemes V ∈ SchS, the assignment
Z 7→ V (Z) = HomSchS

(Z, V ) is a functor, called the functor of points. Therefore, for each
S-scheme Z we obtain a set of points V (Z); in particular, if V is an abstract variety defined
over a ring A then we obtain the set V (B) for each A-algebra B. Since VB(B) = V (B), we
will write V (B) for the B-points of VB.

A subcategory of SchS is that of group schemes. A scheme G ∈ SchS (let π : G → S
be the morphism that defines G over S) is called an S-group scheme if there exist a point
e ∈ G(S) and morphisms of S-schemes m : G×S G→ G and i : G→ G such that:

1. The following diagram is commutative (i is inversion):

G
id×i //

i×id
��

e◦π

&&MMMMMMMMMMMMM G×S G
m

��
G×S G m // G

2. The following diagram is commutative (associativity):

G×S G×S G
id×m //

m×id

��

G×S G

m

��
G×S G m // G

In particular, an algebraic group is an abstract variety G, defined over a ring A, such that
G is a group scheme in SchA.

Remark 1.2. Let G be a group scheme defined over a scheme S. Then the functor Z 7→ G(Z)
for Z ∈ SchS defines a group structure on G(Z) as follows. For x : Z → G (so x ∈ G(Z))
define inversion x−1 = i◦x and for x, y : Z → G ∈ G(Z) define multiplication x·y = m◦(x, y).
Example 1.3. Since the category of affine schemes is opposite to the category of commutative
rings, we may define the morphisms e,m and i on SpecR on the level of R.

1. The affine line can be realized as a group variety as the additive group Ga = SpecZ[x].
Then e corresponds to the linear map that takes x to 1; i corresponds to u 7→ −u andm
corresponds to u⊗v 7→ u+v. If A is a ring thenGa(A) = Hom(SpecA, SpecZ[x]) = A+.

2. Similarly, the multiplicative group is Gm = SpecZ[x, y]/(xy − 1). Then e corresponds
to the linear map that takes x to 1; i corresponds to the linear map that inter-
changes x and y and m corresponds to u ⊗ v 7→ uv. If A is a ring then Gm(A) =
Hom(SpecA, SpecZ[x, y]/(xy − 1)) = A×.

8



3. The general linear group variety is

GLn = SpecZ[x11, x12, . . . , xnn, y]/(det(xij)y − 1).

Then e corresponds to the linear map that takes the matrix M = (x11, . . . , xnn) to the
identity; i corresponds to the map that inverts the matrix M and m corresponds to
M⊗N 7→MN (matrix product). Note that i is a priori only defined over Q. However,
over Z the matrix M has determinant ±1 so its inverse has integer entries as well. If
A is a ring then GLn(A) is the usual group of invertible n× n matrices with entries in
A.

Definition 1.4. An abelian variety is a complete algebraic group, i.e., it is an algebraic
group A defined over a field K, such that A is proper over SpecK.

Lemma 1.5. Let G be an affine algebraic group defined over a field K. Then there exists a
nonnegative integer n and a closed immersion ϕ : G ↪→ GLn of SpecK-schemes.

Proof. See [Wat79] Theorem 3.4.

If K is a field, not necessarily algebraically closed, the variety

S1 = SpecK[x, y]/(x2 + y2 − 1)

is an algebraic group whose multiplication and inversion are the morphisms (on the level of
the ring of regular functions)

m((x, y), (z, t)) = (xz − yt, xt+ yz)

i(x, y) = (x,−y).

If K contains a root of the polynomial X2 + 1 then

(x, y) 7→ (x+
√
−1y, x−

√
−1y),

gives an isomorphism between S1 and (Gm)K = Gm ×SpecZ SpecK. However, S1 and Gm

need not be isomorphic over K. Indeed, over Fp, for p ≡ 3 (mod 4) prime (for p = 2, S1 is
not even a variety, being nonreduced) the group (Gm)Fp(Fp) = F×

p has p− 1 elements, while
the group S1

Fp
(Fp) has p+ 1 elements, parametrized by (2u/(1 + u2), (1− u2)/(1 + u2)) (the

parametrization is well-defined, since p ≡ 3 (mod 4) and thus 1 + u2 has no roots mod p).
If Gm and S1 were isomorphic over Fp, they would have the same number of elements over
Fp.

Definition 1.6. An algebraic group G defined over a field K is called a torus if there exists
an isomorphism of algebraic groups defined over K between G and (S1)d = (Gm)

d, where
d = dimG.

Similarly, a unipotent group is classically defined as a subgroup of a linear group GLn(K)
consisting of upper-triangular matrices. By Lemma 1.5 we obtain the following definition:

Definition 1.7. An algebraic group G defined over a field K is called unipotent if, over K,
there exists a composition series G = G0 ⊃ G1 ⊃ . . . ⊃ Gk ⊃ {e} of algebraic groups such
that Gi/Gi+1 is an algebraic subgroup of (Ga)K .
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1.2 Restriction of Scalars

Let L/K be a finite field extension and let G be an algebraic group defined over L. Consider
the functor of K-schemes Z 7→ G(ZL). We would like to construct an algebraic group
RL/KG defined over K that represents this functor, i.e., for each K-scheme Z we have
(RL/KG)(Z) = G(ZL).

Definition 1.8. Let G be an algebraic group defined over a finite field extension L/K. If the
functor of K-schemes Z 7→ G(ZL) is representable, we will denote the group that represents
it by RL/KG. This group is called the restriction of scalars of G from L to K.

Let L/K be a Galois extension and let {σ1, . . . , σd} be the set of embeddings L ↪→ K.
For a group G defined over L we call a pair (H,ψ) of a K-algebraic group H and morphism
ψ : H → G defined over L a restriction of scalars pair if there exists a K isomorphism

Ψ = (σ1ψ, . . . , σdψ) : H →
d∏
i=1

Gσd ,

where the twist Gσi of G by σ is the fiber product

Gσi
σi //

��

G

��
SpecL

σi // SpecL

Lemma 1.9. Let L/K be a finite Galois extension. If G is the affine or projective space
over L then there exists a restriction of scalars pair for G.

Proof. See [Wei82] Proposition 1.3.1.

Lemma 1.10. Let L/K be a finite Galois extension. Let G be an algebraic group defined
over L and let G′ be a subgroup of G. If there exists a restriction of scalars pair for G then
there exists one for G′.

Proof. Assume that there exists H an algebraic group defined over K and a morphism
ψ : H → G defined over K such that over K there is an induced isomorphism Ψ : H →∏d

i=1G
σi . Let H ′ = Ψ−1(

∏d
i=1G

′σi). Since ψ is defined over L for any σ ∈ Gal(K/L) we get
that σΨ−1 = Ψ−1 and so H ′ is defined over L. Then (H ′, ψH′) is a restriction of scalars pair
for G′.

Proposition 1.11. Let L/K be a finite Galois extension and let G be an algebraic group
defined over L. If (H,ψ) is a restriction of scalars pair for G then H represents the functor
of K-schemes Z 7→ G(ZL), i.e., H = RL/KG.
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Proof. Let Z be a K-scheme and suppose that τ : Z → H is a morphism defined over K,
i.e., τ ∈ H(Z). Consider the commutative diagram

SpecL

��

ZLoo φ //

π

��

ζ

  @
@@

@@
@@

@ G

SpecK Zoo τ // H

Ψ

OO

where π : ZL → Z is the projection to the Z factor in the fiber product ZL and φ =
Ψ ◦ τ ◦ π ∈ G(ZL). Denote by F the natural map that takes τ to φ. To prove that H
represents Z 7→ G(ZL) is it enough to show that F : H(Z)→ G(ZL) is bijective.

Suppose that φ ∈ G(ZL) and let ζ = Ψ−1 ◦ φ = (σ1ψ, . . . , σdψ)
−1 ◦ (σ1φ, . . . , σdφ). A

priori this is a morphism defined over L, but for σ ∈ Gal(L/K) we have

σζ = (σσ1ψ, . . . , σσdψ)
−1 ◦ (σσ1φ, . . . , σσdφ) = ζ

since σ permutes the σi. Therefore ζ is defined over K. Consequently, ζ factors through Z
so there exists a morphism τ : Z → H defined over K such that ζ = τ ◦ π. In particular, F
is surjective since F (τ) = φ.

Suppose there exist τ1, τ2 ∈ H(Z) such that F (τ1) = F (τ2). For each z ∈ Z consider an
open affine neighborhood U = SpecRz of z. Since the map Rz → Rz ⊗K L is injective (Rz

is a K-vector space), there exists z′ ∈ SpecRz ⊗K L such that π(z′) = z. Therefore, π is
surjective. Then, for each z ∈ Z there exists a z′ ∈ ZL such that π(z′) = z which implies
that τ1(z) = τ1(π(z

′)) = τ2(π(z
′)) = τ2(z). However, morphisms are not defined by their

values on points. Consider an open affine cover of H by {Ui} and let Vi = τ−1
1 (Ui) be the

open preimage of Ui in Z, under the continuous map τ1. Let {Wij} be an affine open cover
of Vi. Since τ1 and τ2 take the same values on points, we have τk(Wij) ⊂ Ui for k = 1, 2. Let
Wij = SpecRij and let Ui = SpecT i. Since the category of affine schemes is opposite to the
category of commutative rings, the following diagrams are equivalent:

Wij ×K L
π

��

ζ

$$I
IIIIIIIII

Rij ⊗K L

Wij

τ1
**

τ2

44 Ui Rij

π̃

OO

Ti
τ̃1

kk

τ̃2ss

ζ̃
ddHHHHHHHHHH

But π̃ is an injection so τ̃1 = τ̃2 so the morphisms τ1 and τ2 are equal, since they agree
locally.

Note that by construction dimRL/KG = [L : K] dimG. Moreover, if we base extend the
restriction of scalars to the algebraic closure, it splits into a product of ’twists’ of the original
group.

Corollary 1.12. Let L/K be a Galois extension and let G be an algebraic group defined
over L. If G is a torus, unipotent group or abelian variety then RL/KG is a torus, unipotent
group or abelian variety, respectively.

11



Proof. If G is a torus then RL/KG is isomorphic over K to a product of Gm, so RL/KG
is a torus. If G is an abelian variety, there exists a closed immersion H ↪→ PmL for some
m. Therefore there exists a K immersion RL/KG ∼=

∏
σ G

σ ↪→
∏

Pm
K
↪→ PN

K
where N =

(m + 1)[L:K] − 1 is given by the Segre embedding. But any such immersion is defined over
a finite extension M/K (by Lemma 1.13 we could choose M = L). Let ϕ : HM ↪→ PNM be
the immersion and let L = ϕ∗OPN

M
(1) be a very ample invertible sheaf on HM . In that case

⊗σ:M↪→KLσ is an ample invertible sheaf on H, which proves that H is projective, hence an
abelian variety.

If G is unipotent, there exists a composition series G = G0 ⊃ G1 ⊃ · · · ⊃ Gm ⊃ {1}
defined over K such that Gi/Gi+1

∼= (Ga)K . Then Gij = G
σj
i ×

∏
k>j G

σk
0 is a K-composition

series for RL/KG:

RL/KG = G0,0 ⊃ G1,0 ⊃ · · · ⊃ Gd,j ⊃ G0,j+1 ⊃ G1,j ⊃ · · · ⊃ Gm,d ⊃ {1},

with Gi,j/Gi+1,j
∼= (Ga)K if i < d and Gd,j/G0,j+1

∼= (Ga)K otherwise.

The following lemma shows that it is enough to base-extend to the field of definition of
the group to obtain a decomposition into groups isomorphic over L to G:

Lemma 1.13. Let L/K be a finite separable extension of fields and let Gal(L/K) = {σ1, . . . , σd}.
For any affine or projective algebraic group G we have

RL/KG×SpecK SpecL ∼=
d∏
i=1

Gσi .

Proof. Since we will not be using this result, we direct the reader to [PR94] 2.1.2 for further
details.

Example 1.14. Let L/K be a finite extension of fields and let (Gm)L be the one-dimensional
split torus over L. Then RL/KGm is a [L : K]-dimensional torus over K that comes with
a distinguished map ψ : RL/KGm → Gm. Define R1

L/KGm to be the algebraic group that

makes the following sequence (defined over K) exact:

1→ R1
L/KGm → RL/KGm → Gm → 1.

If we base extend to K, RL/KGm ×K K ∼=
∏d

i=1(Gσi
m)K and so R1

L/KGm ×K L =
∏d

σi 6=1 Gσi
m

is clearly an algebraic torus.

Remark 1.15. Restriction of scalars from a field L to a subfield K is an effective process.
Given equations defining a group G over L one can find equations for RL/KG over K. For
example, the group (Gm)C is defined by the equation xy − 1 = 0. To obtain equations for
RC/R(Gm)C write x = x1 + ix2 and y = y1 + iy2 where C = R[1, i]. Then xy − 1 = 0 can
be rewritten as x1y1 − x2y2 − 1 + i(x1y2 + x2y1) = 0 so the group RC/R(Gm)C is defined
over R by the equations x1y1 − x2y2 − 1 = 0 and x1y2 + x2y1 = 0. Then the map ψ takes
(x1, x2, y1, y2) to (x21 + x22, y

2
1 + y22) = (NC/Rx,NC/Ry) and is generally called the norm map.

Finally, R1
C/R(Gm)C = kerψ is given by the equations x1 = y1, x2 = −y2 and x21 + x22 = 1.

12



1.3 Algebraic Groups over a Nonalgebraically Closed Field K

We have seen in Section 1.1 that the groups S1 and Gm, not isomorphic over F3, become
isomorphic over F3. Let K be a field and let G be an algebraic group defined over K. More
generally, we would like to understand the set of abstract varieties defined over K, which
are isomorphic to G over K.

Definition 1.16. Let L/K be a finite extension of fields and let G be an algebraic group
defined over K. An L/K-form of G is a pair (H,ψ) of an abstract variety H defined over K

and an isomorphism H
ψ→ G defined over L.

Two L/K-forms of G, (H1, ψ1) and (H2, ψ2), are said to be K-isomorphic if there exists
an isomorphism ϕ defined over K and a commutative diagram:

H1
ϕ //

ψ1   B
BB

BB
B H2

ψ2~~||
||

||

G

Define F(L/K,G) to be the set of L/K-forms of G, modulo K-isomorphisms.

Theorem 1.17. Let L/K be a finite field extension and let G be an affine or projective
algebraic group defined over K. Then there exists a bijection

F(L/K,G)→ H1(Gal(L/K),AutL(G)),

where AutL(G) represents the set of (not necessarily origin-preserving) isomorphisms of G
onto itself.

Proof. For any σ ∈ Gal(L/K) consider the diagram (over L)

G

ψ−1   A
AA

AA
σ(ψ)◦ψ−1

// G

H
σ(ψ)

>>}}}}}

where σ(ψ) ◦ ψ−1 ∈ AutL(G). Then σ 7→ σ(ψ)ψ−1 is a cocycle since (στ)(ψ)ψ−1 =
σ(τψ)(τ(ψ))−1τ(ψ)ψ−1. (Of course, it is not a coboundary since ψ /∈ AutL(G).)

Let Φ be the map that associates to each L/K-form (H,ψ) the cocycle (σ 7→ σ(ψ)ψ−1) ∈
H1(L/K,AutL(G)). We need to show that Φ is well-defined. Assume that (H,ψ) = (F, φ)
in F(L/K,G). Therefore, there exists a K-isomorphism f : H → F that makes the diagram

H
f //

ψ   A
AA

AA
F

φ~~~~
~~

~

G

commutative over L. Then

σ 7→ σ(ψ)ψ−1 = σ(φf)(φf)−1 = σ(φ)σ(f)f−1φ−1 = σ(φ)φ−1,
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because f is defined over K.
To prove that Φ is a bijection, we first need to show injectivity. If Φ((H,ψ)) = 0 ∈

H1(L/K,AutL(G)), then there exists f ∈ AutL(G) such that σ(ψ)ψ−1 = σ(f)f−1 for every
σ ∈ Gal(L/K). Then there exists a diagram defined over L

H

ψ   A
AA

AA
f−1◦ψ // G

f~~~~
~~

~

G

But σ(f−1 ◦ ψ) = f−1 ◦ ψ for every σ ∈ Gal(L/K) so f−1 ◦ ψ is a K-isomorphism between
(H,ψ) and (G, f).

We will only show surjectivity in the case when G is an affine group. (When G is
projective, the proof is similar; see [Ser88], Corollary 21.2.) Let f ∈ H1(L/K,AutL(G)) be
a cocycle. We would like to ’twist’ G by f to obtain a new variety Gf , an L/K-form of G.
Since G is affine, let G = SpecR, where R = OG(G) is the ring of global sections of the
sheaf of regular functions on G.

There is a natural action of Gal(L/K) on R ⊗K L, given by σ(r ⊗ l) = r ⊗ σ(l). To get
the twist, we need to create a new K-algebra Rf . For every σ ∈ Gal(L/K) an automorphism
g of G induces an automorphism g̃ : R ⊗K L → R ⊗K L, defined over L. Construct a new
action of Gal(L/K) on R⊗K L defined by

σ ∗ (r ⊗ l) = ˜(σ ◦ f(σ))(r ⊗ l) = σ(r ⊗ l) ◦ f(σ),

for every r ∈ R, l ∈ L (if we interpret r⊗l as a regular function on GL). This is a well-defined
action, since for σ, τ ∈ Gal(L/K) we have (f is a cocycle)

στ ∗ (r ⊗ l) = στ(r ⊗ l) ◦ f(στ) = στ(r ⊗ l) ◦ σf(τ) ◦ f(σ)
= σ(τ(r ⊗ l) ◦ f(τ)) ◦ f(σ) = σ ∗ (τ ∗ (r ⊗ l))

Since R is the fixed part of R⊗K L under the natural Gal(L/K)-action, we can analogously
define Rf to be the fixed part of R⊗K L under the new action ∗. Then Rf has the structure
of a K-algebra and Gf = SpecRf is an affine variety over K. But, Rf ⊗K L ∼= R ⊗K L,
which corresponds to an L-isomorphism between G and Gf . If ψ : G → Gf is an L-

isomorphism, then ψ induces an isomorphism ψ̃ : Rf ⊗K L ∼= R⊗K L with the property that

σψ̃(r ⊗ l) = ψ̃(σ ∗ (r ⊗ l)) for σ ∈ Gal(L/K). But then

σ(r ⊗ l) ◦ σ(ψ) = σ(r ⊗ l) ◦ f(σ) ◦ ψ,

which implies that f(σ) = σ(ψ) ◦ ψ−1, so we get the cocycle we started with. Therefore, Ψ
is surjective.

Passing to direct limit the bijection F(L/K,G) ∼= H1(L/K,AutL(G)), one similarly gets
that

F(K/K,G) ∼= H1(K,AutK(G)).
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Example 1.18 (One-dimensional tori over a finite field Fq). Theorem 1.17 can be used to
characterize the forms of G = (Gm)Fq , the split one-dimensional torus over the finite field
Fq.

Since the category of affine schemes is opposite to that of commutative rings, EndFq
(G)

is given by EndFq
(Fq[x, y]/(xy − 1)) ∼= Z since x can map to either a power of x or a power

of y. Therefore

F(Fq/Fq,Gm) ∼= H1(Gal(Fq/Fq),Aut(Z)) = Hom(Ẑ, {±1}),

since Gal(Fq/Fq) ∼= Ẑ. Let Frob be the topological generator of Gal(Fq/Fq) corresponding

to the unit in Ẑ (recall that Ẑ = lim←−Z/nZ). Any continuous cocycle (which must be a
homomorphism, because the Galois action is trivial) is determined by the value it assigns to
Frob, so F(Fq/Fq, G) = {±1}.

Since for the extension Fq2/Fq we still have H1(Fq2/Fq, {±1}) = {±1}, there are two
one-dimensional tori over Fq, and they both split over Fq2 . To the cocycle that assigns 1 to
Frob corresponds (Gm)Fq . To determine the torus corresponding to the cocycle that assigns
−1 to Frob, recall that R1

Fq2/Fq
Gm is one-dimensional, since [Fq2 : Fq] = 2. As in Remark

1.15, the group R1
Fq2/Fq

Gm is defined by the equations x1 = y1, x2 = −y2 and x21 − cx22 = 1,

where c is a generator of F×
q (i.e., Fq2 = Fq(

√
c)). Therefore, (Gm)Fq and R1

Fq2/Fq
Gm are not

isomorphic over Fq and R1
Fq2/Fq

Gm must be the one-dimensional torus corresponding to the

cocycle −1.

1.4 Structure of Algebraic Groups

When we will analyze the reduction of abelian varieties over finite places v of a number field
K, we will encounter smooth, connected algebraic groups defined over the residue field kv
at v, which are not necessarily abelian varieties. The following two theorems determine the
structure of such groups.

Theorem 1.19 (Chevalley). Let G be a smooth, connected group defined over a finite field
k. Then there exists an exact sequence (defined over k) of smooth connected algebraic groups

1→ A→ G→ B → 1,

where A is an affine group and B is an abelian variety.

Proof. The proof can be found in [Con02]. The Theorem holds more generally for any perfect
field k.

To complete the characterization of connected smooth groups over finite fields we need
to understand general smooth, connected affine groups.
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Theorem 1.20. Let A be an smooth, connected, affine algebraic group defined over a finite
field k. Then there exists a maximal torus T of A and a smooth connected unipotent group
N , such that

1→ T → A→ N → 1

is an exact sequence defined over k.

Proof. See [Wat79], Theorem 9.5.

1.5 Topologizing G(R)

1.5.1 Discrete Valuation Rings

For convenience, all topological groups (or rings) in this section are assumed to be Hausdorff,
locally compact and second countable topological spaces. Let R be a topological ring and let
K be its fraction field. In the classical context, for every affine variety V defined over K, the
set V (K) comes with a topology inherited from K

n
for some nonnegative integer n. In the

context of abstract varieties, this does not happen. Let Top be the category of topological
spaces with morphisms continuous functions. We would like a functor Sch′

R → Top that
assigns a topology to X(R) for X ∈ Sch′

R, where Sch′
R represents schemes locally of finite

type in SchR. This section is written under the influence of [Con].

Proposition 1.21. Let X ∈ SchR be an affine, finite type R-scheme. There exists a topology
on X(R) that depends functorially on X and turns X(R) into a Hausdorff, locally compact
and second countable topological space. Moreover, the map X 7→ topology on X(R) is a
functor that respects fiber products and takes closed immersions to closed embeddings. If R×

is open in R then every open immersion of affine, finite type R-schemes U ↪→ X yields an
open embedding U(R) ↪→ X(R).

Proof. SinceX is affine of finite type, there exists a closed immersion iX : X ↪→ SpecR[x1, . . . , xn]
for some n; therefore there exists an ideal I ofR[x1, . . . , xn] such thatX ∼= SpecR[x1, . . . , xn]/I.
Then we can endow X(R) with the topology inherited from Rn by identifying X(R) with
the subset of points of Rn in the zero-locus of I.

To prove functoriality in X, consider a morphism of affine, finite type R-schemes f :
X → Y , a closed immersion iY : Y ↪→ SpecR[y1, . . . , ym] and an identification Y ∼=
SpecR[y1, . . . , ym]/J , where J is an ideal of R[y1, . . . , ym]. The morphism f induces a mor-
phism φ : SpecR[x1, . . . , xn]→ SpecR[y1, . . . , ym] such that φ◦ iX = iY ◦f . Therefore, there
exists a map ψ : Rn → Rm that makes the following diagram commutative:

Rn
ψ // Rm

X(R)

iX

OO

f
// Y (R)

iY

OO
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such that ψ is given by polynomial maps. Then ψ is continuous, which shows that the
topology on X(R) agrees with the topology on Y (R). In particular, this shows that the
topology on X(R) is independent on the closed immersion iX .

The properties of X(R) of being Hausdorff and second countable are inherited from
the topology on Rn. Moreover, if X ↪→ Y is a closed immersion, then by functoriality of
topologizing X(R) and Y (R) we may embed X and Y into R[x1, . . . , xn] for the same n.
Then the image of X(R) in Y (R) is given by the vanishing of a continuous map (as in
the proof of functoriality); since Y (R) is Hausdorff, we get that X(R) ↪→ Y (R) is a closed
embedding. Consequently, since X(R) is Hausdorff in Rn, the topological space X(R) is also
locally compact.

Let X and Y be affine, finite type schemes over R, and consider closed immersions
X ↪→ SpecR[x1, . . . , xn], Y ↪→ SpecR[y1, . . . , ym]. Then there exists a closed immersion
X ×R Y ↪→ SpecR[x1, . . . , xn, y1, . . . , ym] and by functoriality the topology on (X ×R Y )(R)
is the same as the topology on X(R)× Y (R).

It is enough to show the fact that U(R) ↪→ X(R) is an open embedding when X = SpecA
(for A = R[x1, . . . , xn]/I) and U = SpecAf for some f ∈ A (since SpecAf form a basis for the
topology on X). A point in U(R) is a morphism ψ : SpecR → SpecAf which corresponds
to a homomorphism Af → R. But U(R) ⊂ (SpecA)(R) then corresponds to the set of
homomorphisms A → R that send f to an element in R×. Since R× ⊂ R is open, U(R) is
open, as it is the inverse image of an open set.

Corollary 1.22. If R× is open in R and X is a locally of finite type R-scheme, then we can
functorially assign a topology to X(R) that agrees with the topology assigned in Proposition
1.21 when X is affine, of finite type.

Proof. Let X be a locally of finite type R-scheme. Every point in X(R) is a morphism
SpecR → X which factors through an affine open SpecR → U → X. This means that
we can define a topology on X(R) having as a subbasis the topologies on U(R), for each
affine open immersion U ↪→ X. To see that this agrees with the topology constructed in
Proposition 1.21 for X affine, of finite type, let U ↪→ X be an open immersion. But then
U(R) ↪→ X(R) is an open embedding for the topology on X(R) previously constructed.
Therefore, the two topologies agree when X is affine, of finite type over R.

Remark 1.23. Since O×
v is open in Ov (where Ov is the ring of integers of a finite place v of

a number field K) this allows us to topologize X(Ov) for every finite type scheme X defined
over SpecOv.
Remark 1.24. If R× is open in R and X ↪→ Y is an open immersion of locally of finite
type R-schemes, then X(R) ↪→ Y (R) is an open embedding by Proposition 1.21 and the
construction of the topology on X(R).

Let R be a discrete valuation ring with fraction field K. Then for every locally of finite
type R-scheme X we topologized X(R); since K is a topological R-algebra and K× is open
in K, we can topologize X(F ) = (X ×R F )(F ). The following lemma mirrors the fact that
R is compact in K.
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Lemma 1.25. If R is a topological discrete valuation ring and K is its field of fractions,
then X(R) ↪→ X(F ) is an open embedding. If, moreover, R is nonarchimedean and X is of
finite type, then X(R) is a compact topological space.

Proof. Since an open immersion X ↪→ Y induces an open embedding X(R) ↪→ Y (R) for X
and Y locally of finite type R-schemes (Remark 1.24), and since a basis for the topology
on X(R) is given by U(R) for affine open immersion U ↪→ X, it is enough to check that
X(R) ↪→ X(F ) is an open embedding on the level of an open cover. So assume X is affine,
of finite type over R.

Consider an open immersion X ↪→ SpecR[x1, . . . , xn] = An
R. Then, X(R) ↪→ An

R(R) and
X(K) ↪→ An

R(K) are open embeddings, by Proposition 1.21. Therefore, it is enough to check
that An

R(R) ↪→ An
R(K) is an open embedding. By Proposition 1.21, the functor that assigns

a topology commutes with products over R, so it is enough to check that A1
R(R) ↪→ A1

R(K)
is an open embedding. But this is equivalent to saying that R ↪→ K is an open embedding
which is true, since R is a topological discrete valuation ring and K is its field of fractions.

Assume that R is nonarchimedean. Then, for every affine open U , the set U(R) is
compact in U(K) since U(R) inherits its topology from Rn and Rn is compact in Kn. If X is
of finite type, then we can cover X with finitely many open affines {U1, . . . , Us}. Since Ui(R)
are compact, it is sufficient to prove that X(R) is covered by Ui(R). Let f : SpecR → X
be a morphism, i.e., f ∈ X(R). The only way in which f can fail to be in

∪s
i=1 Ui(R) is

if the image of f is not fully contained in any of the Ui. But R is a topological discrete
valuation ring, which implies that SpecR = {u, v} where u is the closed point and the v is
the generic point of R (if m is the maximal ideal of R then u = SpecR/m and v = SpecK).
Assume there exist i 6= j such that f(u) ∈ Ui \Uj and f(v) ∈ Uj \Ui, i.e., that the image of
f is not contained in one affine Ui. But then f−1(Ui) and f

−1(Uj) are open sets (since f is
continuous) and they separate u, v; this cannot be, since u lies in the closure of v.

1.5.2 Adèlic Points on Varieties

Recall that if K is a number field then AK is the (topological) ring of adèles. Since AK is a
K-algebra, we have X(AK) = HomK(SpecAK , X) = (X×KAK)(AK) for everyK-scheme X.
We would like to topologize this set in a way that is functorial in X, for X an abstract variety
defined over K. In the case when X is affine and of finite type, we may use Proposition 1.21
to achieve this goal. Moreover, the following proposition is a generalization of the fact that
K ↪→ AK is a discrete embedding. In particular, it will show that if X is affine and of finite
type over K, then X(K) embeds discretely in X(AK).

Proposition 1.26. Let R1 ↪→ R2 be a closed and discrete embedding of topological rings.
Let X1 be an affine finite type R1-scheme and let X2 = (X1)R2. Then there exists a closed
and discrete embedding X1(R1) ↪→ X2(R2) = X1(R2) (which is well-defined since R2 has the
structure of an R1-algebra).

Proof. The closed embedding R1 ↪→ R2 induces a closed embedding X1(R1) ↪→ X2(R2),
because the embedding Rn

1 ↪→ Rn
2 is closed for every n. Since R1 embeds discretely in R2
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we get that Rn
1 embeds discretely into Rn

2 so the same happens on their subsets X1(R1) and
X2(R2) with their inherited topologies.

However, as we have seen in Remark 0.5, A×
K is not open in AK , so we cannot use

Corollary 1.22 to topologize X(AK), if X is an abelian variety, for example. Even in the
case when X is affine of finite type, we would like to topologize X(AK) in a manner that
is compatible with the previously constructed topologies on X(Kv) and Xv(Ov), if Xv is a
model over OK,S for X.

The main problem with this is that the ring AK consists of sequences (xv)v such that
xv ∈ Kv and xv ∈ Ov for all but finitely many places v. However, X is defined over K
and Ov is not a K-algebra, so there is no canonical notion of Ov-valued points of X. If X
is defined over Kv by an ideal of polynomials I, then for {Pi} a set of generators of I, the
rational roots of all Pi will lie in K

n
v for some n. In that case, we could define the Ov-points

to be those roots which lie in Onv . However, this set depends on the choice of generators of
I. A more functorial way to express the choice of equations is the notion of a model.

Definition 1.27. Let K be a field and let R be a subring of K. Let X be a K-scheme. A
model X for X over R is an R-scheme such that X ×R K ∼= X.

The above definition simply says that if the model X has equations with coefficients in R,
then X is the variety given by the same equations, but whose coefficients are now interpreted
in K. As it stands, the definition of a model is too inclusive to be useful. We will restrict our
attention to models which are smooth, separated and of finite type overR. For example, letK
be a number field and let OK be its ring of integers. If G = SpecK[x1, . . . , xn]/(f1, . . . , fd)
is an affine algebraic group and m ∈ Z such that mf1, . . . ,mfd ∈ OK [x1, . . . , xn], then
SpecR[X1, . . . , Xn]/(mf1, . . . ,mfd) is an affine model for G, which is separated and of finite
type over OK .

From now on we will restrict our attention to algebraic groups G defined over a number
field K. Let S be a finite set of places of K, such that S contains the set of infinite
places, M∞

K . Recall that OK,S is the set of x ∈ K, such that v(x) ≥ 0 for all v /∈ S and
AK,S = {(xv)v ∈ AK |v(xv) ≥ 0,∀v /∈ S}, an OK,S-algebra. Choose a model GS for G over
OK,S such that GS is smooth, separated and of finite type, as above. (In terms of equations
this corresponds to clearing denominators with positive v-valuation for v /∈ S.) Given that
lim−→AK,S = AK , one can use the following theorem to redefine G(AK).

Theorem 1.28. Let Ri be a direct system of rings and R = lim−→Ri. If Xi and Yi are finitely
presented Ri-schemes then for j ≥ i we have

lim−→
j

HomRj
((Xi)Rj

, (Yi)Rj
)

∼=−→ HomR((Xi)R, (Yi)R).

Proof. See [BLR90], Lemma 1.2.5.

The previous theorem is a global version of the denominator clearing procedure for the
construction of a model for affine varieties over OK,S. Having chosen a separated and finite-
type modelGS forG overOK,S, letGT = GS×OK,S

OK,T for each finite set T ⊃ S. In Theorem
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1.28 let {T finite |T ⊃ S} be the direct system and let RS = OK,S. Let XS = SpecAK,S

which implies that XT = XS ×OK,S
OK,T = SpecAK,T . Finally, lim−→RS = K, (XS)K = AK

and (GS)K = G, since GS is a model for G. Therefore, by Theorem 1.28 we get a bijection

lim−→
T

HomOK,T
(SpecAK,T , GT ) = HomK(SpecAK , G),

or, equivalently,

lim−→
T

GT (AK,T ) = G(AK) (1.1)

Remark 1.29. The identification 1.1 can be made precise, as follows. Since AK,T is a OK,S
algebra (S ⊂ T ), we have an identification GT (AK,T ) = GS(AK,T ) and similarly G(AK) =
GS(AK). Since AK,T ⊂ AK there is a natural map GS(AK,T ) → GS(AK), which induces a
natural map

lim−→
T

GT (AK,T ) = lim−→
T

GS(AK,T ) −→ GS(AK) = G(AK).

By Theorem 1.28, this natural map is bijective. In particular, if we had topologies on
GS(AK,T ), they would induce a topology on G(AK).

We would like to construct (functorially) a topology on GS(AK,S), for S, a finite set
of primes. Recall that GS is defined over SpecOK,S, so we are allowed to define GS,v =
GS ×OK,S

Ov, for places v /∈ S. For the places in S, write Gv = GS ×OK,S
Kv. In order

to define a topology on GS(AK,S), we need to relate the set of points GS(AK,S) to the
sets GS,v(Ov) and Gv(Kv), for which we have already constructed functorial topologies in
Corollary 1.22.

Proposition 1.30. There exists a bijection

GS(AK,S) =
∏
v∈S

Gv(Kv)×
∏
v/∈S

GS,v(Ov).

Proof. See [Con], Theorem 2.10.

Remark 1.31. This is not a very surprizing result, since the same result for Ga is the defini-
tion of AK,S. The product topology on

∏
v∈S Gv(Kv)×

∏
v/∈S GS,v(Ov) = GS(AK,S) induces

a functorial topology on G(AK) that is compatible with the topology constructed in Propo-
sition 1.21 in the case that G is affine.

Proposition 1.32. Let G be an algebraic group defined over a number field K and let
S ⊃M∞

K be a finite set of primes. If G has a separated and finite-type model GS over OK,S,
then G(AK) is a (Hausdorff, second countable, locally compact) topological group.

Proof. By construction, the topological space GS(AK,S) is second countable (since it has the
product topology of a countable number of second countable spaces). Since GS is separated,
GS(AK,S) is Hausdorff. By Lemma 1.25, the topological spaces GS,v(Ov) are compact. Since
Gv(Kv) are locally compact, Proposition 1.30 implies that the space GS(AK,S) is locally
compact (using Tychonov’s theorem). The result then follows from Remark 1.29. (See
[Con], 2.12.)
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Therefore, if G is an algebraic group with a separated and finite-type model GS over
OK,S, then G(AK) is a locally compact topological group. If G is an abelian variety, it is
projective by Proposition 2.9 and it has a ’Néron’ model, which is a smooth, separated and
finite-type model over OK (by Theorem 2.41). In this case, more can be said about the
topology of G(AK).

Proposition 1.33. If A is an abelian variety defined over a number field K, then A(AK) is
a compact topological group.

Proof. The proof of this theorem depends on technical results from Section 2.3, but the
proposition belongs here from a logical perspective. Let A be the ’Néron’ model for A over
OK , i.e., a smooth, separated and finite-type model for A over OK . By Corollary 2.53 and
Lemma 2.48, there exists a finite set of places S containing the M∞

K of infinite places such
that AS = (A)OK,S

is proper. (In the technical language of Section 2.3, A has good reduction
at all places v /∈ S; for each such place v of good reduction, the fiber of A over v is an abelian
variety, hence proper.)

Let v /∈ S and let Av = A ×OK
Ov. By the valuative criterion of properness (or by the

Néron mapping property) we have a bijection Av(Ov)
∼=−→ A(Kv). By Lemma 1.25 it will be

an open embedding, which implies that the bijection is a homeomorphism. Consequently, if
T ⊃ S is a finite set of places, then there exists a homeomorphism

AS(AK,S) −→ AT (AK,T ),

since
AS(AK,S) ∼= AT (AK,T ) ∼=

∏
v

A(Kv)

by the above. Therefore, to prove that A(AK) is compact, it is enough to show that each
AT (AK,T ) is compact. Since AT (AK,T ) ∼=

∏
A(Kv), by Tychonov’s theorem, it is enough to

show that each X(Kv) is compact.
Let v be a finite place. Since A is projective, there exists a closed immersion AKv ↪→ PmKv

(where Pm = ProjOv[x1, . . . , xm]), which induces a closed embedding A(Kv) ↪→ PmKv
(Kv),

sinceO×
v is open inOv (Proposition 1.21). By the valuative criterion of properness, PmKv

(Kv) =
Pm(Ov). Since Pm(Ov) can be covered by finitely many sets of the form U(Ov), where U is
affine open, and each U(Ov) is compact by Lemma 1.25, it follows that PmKv

(Kv) is compact.
Therefore, A(Kv) is compact as a closed subset of a compact set.

Similarly, if v is real of complex, we need to show that PmR and PmC are compact. But
PmR and PmC can be realized as finite CW-complexes, which implies that they are compact
([Hat02], 0.4, 0.6).

1.6 Defining a Measure on G(R)

Let R be a topological discrete valuation ring and let K be its fraction field, of characteristic
0 (for example, R = Ov and K = Kv). Let G be a finite type group scheme of dimension n
over K. In particular, G is smooth over F .
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Lemma 1.34. The topological space G(K) has the structure of an n-dimensional topological
K-manifold, i.e., for every point g ∈ G(K) there exists an open neighborhood W of g and a
homeomorphism ψ : W → ψ(W ) onto an open set in Kn endowed with the product topology.

Proof. Every morphism SpecK → G factors through some open affine U ↪→ G. Since the
condition of being a manifold is local, it is enough to check that U(K) is a K-manifold.
Consider a closed immersion h : U ↪→ SpecK[x1, . . . , xm] that induces an isomorphism
U ∼= SpecK[x1, . . . , xm]/I for an ideal I generated by polynomials f1, . . . , fk. Then U is a
smooth affine subvariety of Am

K so U(K) is aK-manifold by the implicit function theorem.

We would like to define a differential structure on G(K) that is compatible with the
differential structure on G. Since G is a smooth group variety of dimension n over K, the
sheaf of differentials of top degree, Ωn

G/K , is a free OG-module generated by an invariant

differential w ([BLR90], Chapter 4.2, Corollary 3). We would like to use this differential
together with the canonical measure µv to define a Haar measure on the locally compact
topological groups G(K) and G(R). Since both w and a Haar measure on G(K) are left
invariant, it is enough to define the measure in a neighborhood of a point g ∈ G(K). As
before, let U ↪→ X be an affine open immersion such that g ∈ U(R). Let W ⊂ U(R) be
an open neighborhood of g and let ψ : W → ψ(W ) be a homeomorphism onto an open
neighborhood of Kn.

Consider a closed immersion h : U ↪→ SpecK[x1, . . . , xm] = Am
K . Note that G is smooth

at g which implies that exist local generating sections y1, . . . , yn of OG(U) at g such that
dy1, . . . , dyn generate (Ω1

G/K)g, where Ω1
G/K is the sheaf of differentials of degree 1 on G.

Then by the Jacobi criterion ([BLR90], Chapter 2.2, Proposition 7) we may assume that
dy1, . . . , dyn, dxn+1, . . . , dxm generate (Ω1

Am
K
)g as a (OAm

K
)g-module. Therefore, via the im-

mersion f , we can identify f(y1), . . . , f(yn) with coordinate functions on An
K ⊂ Am

K . This
process can be reversed. Let z1, . . . , zn be the standard coordinates on An

K . By the above,
the pullbacks y1 = h∗(z1), . . . , yn = h∗(zn) form local generating sections of OG(U). Define
dyi,v = ψ∗dzi, i.e., dyi,v are the pullbacks of the standard differentials on Kn, viewed as a
K-manifold. The differentials dzi are the normalized Haar measures on the K-lines defined
by the directions zi; their pullbacks, the differentials dyi,v transport the differential structure
from Kn to G(K).

Since dy1, . . . , dyn generate (Ω1
G/K)g, in a small enough open neighborhood V ⊂ U of g

we can write w = fdy1 ∧ dy2 ∧ . . . ∧ dyn where f ∈ (OG)g is a rational function in OG(V )
and is well-defined at g. This implies that one can express f as a power series in the local
coordinates y1, . . . , yn:

f =
∑
i1,...,in

ai1i2...in(y1 − y1(g))i1 · · · (yn − yn(g))in ,

that converges in a small enough open neighborhood V .
In a neighborhood of g, define |w|v to be |f |vdy1,v ∧ . . . ∧ dyn,v, where |f |v is the usual

norm associated to the rational function f . The following lemma makes implicit use of the
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identification of a measure µ with the integral
∫
dµ it defines (by the Riesz representation

theorem).

Lemma 1.35. There exists a global invariant Haar measure
∫
|w|v on G(K), that is com-

patible with the local invariant differentials |w|v.

Proof. It is enough to show that, locally, the differential form |w|v is functorial in the choice
of local coordinates z1, . . . , zn. By Fubini’s theorem we can do integration on fibers so it
is enough to prove functoriality if we only change z1 to another local coordinate t1. If
s1 = h∗(t1), note that ds1/dy1 ∈ (OG)g so we can write

w = fdy1 ∧ dy2 ∧ . . . ∧ dyn = (fds1/dy1)ds1 ∧ dy2 ∧ . . . ∧ dyn.

Therefore, we need to show that

|f |vds1,v ∧ dy2,v ∧ . . . ∧ dyn,v = |fds1/dy1|vdy1,v ∧ . . . ∧ dyn,v,

or equivalently, that ds1,v = |ds1/dy1|vdy1,v. This result is well-known if v is an infinite place.
Assume that v is a finite place.

Since z1 and t1 are both local coordinates for Kn at ψ(g) = 0, there exists a converging
power series (after scaling) t1 = z1 + a2z

2
1 + a3z

3
1 + · · · . Therefore, dt1/dz1 = 1 + 2a2z1 +

3a3z
2
1 + · · · . If z1 is close to 0 (around ψ(g)), the valuation v(2a2z1 + 3a3z

2
1 + · · · ) will be

large, since v is nonarchimedean. Then,

v(1 + 2a2z1 + 3a3z
2
1 + · · · ) = min(0, v(2a2z1 + 3a3z

2
1 + · · · )) = 0,

which implies that |ds1/dy1|v = |ψ∗(dt1/dz1)|v = 1 (the last equality follows from the fact
that ψ is an isomorphism). Then

ds1,v/dy1,v = ψ∗(dt1)/ψ
∗(dz1) (1.2)

= ψ∗(dz1 + a2dz
2
1 + · · · )/ψ∗(dz1) (1.3)

= 1 + 2a2dz1 + · · · = 1 (1.4)

= |ds1/dy1|v (1.5)

around g. (The last equality is a reinterpretation of the fact that smooth is equivalent to
locally constant in the case of nonarchimedean fields.)

By Lemma 1.25 we can restrict |w|v to a Haar measure on the locally compact topological
group G(R).
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1.7 Tamagawa Measures on G(AK)

Let G be an algebraic group of dimension n defined over a field K. Let S be a finite set of
primes such that S ⊃ M∞

K . Let GS be a separated, finite-type model for G over OK,S and
assume that GS is a group scheme. We would like to explicitly define a Haar measure on the
locally compact topological group G(AK), that is compatible with the Haar measures

∫
|w|v

on Gv(Kv) and GS,v(Ov).
For every place v /∈ S, if πv : GS ×OK,S

Ov → GS is projection to the first coordinate,
then wv = π∗

vw is a left-invariant differential on GS,v ([Har77], Chapter 2, Proposition 8.10).
Similarly we get invariant differentials wv on Gv for v ∈ S. To each wv, Lemma 1.35
associates a differential form |w|v on the topological space GS,v(OK,S) (if v /∈ S) and Gv(Kv)
(if v ∈ S).
Example 1.36. 1. Let G = Ga be the additive group defined over a field K. Then Ga =

SpecK[x] and an invariant differential on Ga is dx which becomes dxv over all Kv.
Then, the normalized measure µv is

∫
dxv.

2. Let G = Gm be the multiplicative group defined over a number field K. Then
Gm = SpecK([x, y]/(xy − 1) = SpecK[x, x−1]. One choice of (multiplicative) in-
variant differential form is x−1dx which gives dxv/|x|v over the completion Kv.

We would like to create a normalized Haar measure on each of Gv(Kv), GS,v(Ov) and
G(AK). However, the group G(AK) is an infinite product of groups Gv(Kv) and GS,v(Ov).
Therefore, if the Haar measures

∫
|w|v are not normalized, simply taking the product of the

measures on GS,v(Ov) to yield a Haar measure on G(AK) might not be well defined.

Definition 1.37. A set {(λv)v} of positive real numbers is called a set of convergence factors
for G if ∏

v/∈S

(∫
GS,v(Ov)

|w|vλ−1
v

)
,

converges absolutely.

Remark 1.38. The fact that an infinite product
∏∞

i=1 xv converges absolutely means that
an =

∏n
i=1 |xv| is a convergent sequence whose limit is not 0.

In order for this definition to make sense, we need to make sure that the notion of set
of convergence factors is independent of the choices of the set S, model GS and invariant
differential w. Invariance with respect to the choice of S follows from the fact that S is
a finite set, and so the choice of S does not affect convergence. Moreover, every invariant
differential w on GS is defined up to a scalar α ∈ K×. But this changes the product by
(
∏

v∈S |α|−1
v )|α|AK

=
∏

v∈S |α|−1
v since α ∈ K×. Therefore, the choice of w is irrelevant.

Let G′
S be another separated and finite-type model for G over OK,S. Then, there exists

a K-isomorphism (GS)K ∼= G ∼= (G′
S)K . On the level of equations for GS and G′

S, the
isomorphism is given by polynomials F = (f1, . . . , fr) with coefficients in K. Since the
models GS and G′

S are assumed to be of finite type, there exist finitely many equations that
define them. The fact that F is an isomorphism on the generic fiber G implies that F is an
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isomorphism from one set of equations to the other, when the coefficients are interpreted in
K, rather than in OK,S. But, if M is the least common multiple of all the denominators of
all the coefficients of the polynomials fi, then the fi have coefficients in Ov as long as the
finite place v does not divide M . Hence, for all but finitely many v, F is an isomorphism on
the special fibers F : (GS)v ∼= (G′

S)v, which implies that the infinite products∏
v/∈S

(∫
GS,v(Ov)

|w|vλ−1
v

)
,

and ∏
v/∈S

(∫
G′

S,v(Ov)

|w|vλ−1
v

)
,

differ at finitely many places. Therefore, the choice of model GS is irrelevant.
The local measures

∫
|w|vλ−1

v induce a global measure

dµ̃G,w,(λv) = lim−→
∏
v

∫
|w|vλ−1

v

on AK .

Remark 1.39. The definition of a set of convergence factors leaves open the question whether
there exists a canonical choice of such a set. We will see that for abelian varieties there exists
a canonical choice.

Example 1.40. 1. Let G = Ga be the additive group. Then a set of convergence factors is
λv = 1 for all v, by definition of the normalized measure µv. Moreover, Ga(K) embeds
discretely in Ga(AK) and Ga(AK)/Ga(K) is compact with finite volume

µK =

∫
Ga(AK)/Ga(K)

dµ̃Ga,dx,(1) =
√
|dK |,

where dK is the discriminant of the number field K ([Wei82], 2.1.3.a). In particular,
the global measure dµ̃Ga,dX,(1) induces a global metric on AK , which is compatible with
the local ones |a|AK

=
∏

v |av|v for every a = (av) ∈ A×
K .

2. Let G = Gm. By Example 1.36 we may choose wv = dxv/|x|v; then∫
O×

v

wv =

∫
O×

v

dXv =

∫
Ov

dXv −
∫
℘v

dXv =

∫
Ov

(1− 1/qv)dXv = 1− q−1
v .

Therefore we may choose λ−1
v = 1− q−1

v .

Remark 1.41. Let G1
m(AK) = {a ∈ AK ||a| = 1} be the maximal subgroup of Gm(AK) such

that G1
m(AK)/Gm(K) is compact. Let w = dx/x and λv = (1− q−1

v )−1. Then∫
G1

m(AK)/Gm(K)

dµ̃Gm,w,(λv) =
2r1(2π)r2RKhK√

|dK |wK
if K is a number field ([Tat67]).
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One of the downsides of the measure dµ̃ is that it does not have functorial properties. In
order to make the global measure compatible with restriction of scalars, we need to make
the following adjustment:

Definition 1.42. Let G be an algebraic group and let w be an invariant differential on
the model GS. The Tamagawa measure on G associated with w and the set of convergence
factors Λ = {λv} is

dµG,w,(λv) = µ− dimG
K dµ̃G,w,Λ.

1.7.1 Compatibility with Restriction of Scalars

Let L/K be a Galois extension of number fields and let (θi) be an integral basis of L over K.
Let d = [L : K], Gal(L/K) = {σ1, . . . , σd} and let ∆ = det(θ

σj
i ). Consider an algebraic group

G of dimension n over L and let H = RL/KG be the restriction of scalars group defined over
K. Recall that H comes with an L-morphism ψ : H → G that induces a K isomorphism

Ψ = (σ1ψ, . . . , σdψ) : H
∼=−→
∏
i

Gσi .

Consider an invariant differential wG of degree n on G and define

wH = ∆−n
d∧
i=1

(ψσi)∗(wσiG ).

The main problem with the definition of wH is that the factor ∆−n is needed, or else a
reordering of {σ1, . . . , σd} would change the differential wH .

Lemma 1.43. The invariant differential wH is defined over K.

Proof. By construction, it is defined over L. For every σ ∈ Gal(L/K) we have

wσH = det(θ
σjσ
i )−n

∧
i

(ψσiσ)∗(wσiσG ).

Since each differential (ψσiσ)∗(wσiσ) has degree n, the reordering {σσ1, . . . , σσd} of Gal(L/K)
changes the sign of

∧
i(ψ

σiσ)∗(wσiσ) by the sign of the permutation to the power n, i.e., exactly
the change in sign from ∆−n to (∆σ)−n. Therefore, wH = wσH for all σ ∈ Gal(L/K) so wH
is defined over K.

Let S be a finite set of places of K and let T be the set of places of L lying above the
places in S. Consider a separated and finite-type model GT for G over OL,T and let HS be
a separated and finite-type model for H over OK,S. The main difference between the setting
of this section and that of the previous one is that, instead of starting with an invariant
differential on GS, we start with an invariant differential on G. By [Har77], Proposition
8.10, if p : GS ×OK,S

K → GS is the projection, then Ωn
G/L
∼= p∗(Ωn

GT /OL,T
). Since Ωn

G/L is a

rank 1 OG-module, we can scale the differential wG by a factor of α ∈ L×, such that there

26



exists an invariant differential wT on GT with αwG = wT ×OL,T
K. Remark that the proof of

the fact that the notion of set of convergence factors makes sense (Section 1.7) is still valid,
since the invariant differential wT is defined (from wG) up to a scalar in K×. Similarly, there
exists β ∈ K× such that βwH comes from an invariant differential on HS. Then, there exists
γ ∈ Q such that γ/α ∈ OL,T and γ/β ∈ OK,S. In this case both γwG and γwH come from
invariant differentials wT and wS on their respective models.

Lemma 1.44. With the notation above, for each v /∈ S we have∏
η|v

∫
GT,η(Oη)

|wT |η =
∫
HS,v(Ov)

|wS|v.

Proof. Note that Kv⊗K L = ⊕η|vLη, which implies that G(Kv⊗K L) =
∏

η|v GS,η(Lη), which

is equal to H(Kv) by the restriction of scalars property. Therefore, to prove the lemma, it
is enough to show that ∧

η|v

|wT |η = |wS|v,

as Haar measures (or invariant differentials) on G(Kv⊗K L) = H(Kv). It is enough to check
this locally at a point g ∈ H(Kv), since Haar measures are invariant.

Recall that GT,η(Lη) and HS,v(Kv) are topological manifolds whose differential structure
is transported from Lnη and Knd

v (n is the dimension of G and nd is the dimension of H)
via the local homeomorphisms that define the two groups as topological manifolds (Lemma
1.34).

Moreover, since both Haar measures are on the same topological group, they differ by
a constant; therefore, it is enough to evaluate each invariant differential at a basis of the
exterior product of top degree of the tangent space (i.e., of the Lie algebra). The Lie algebra
is the same for both differentials, but the difference is that for |wS|v we consider the Lie
algebra as a Kv-vector space, while for |wT |η we consider the Lie algebra as an Lη-vector
space.

Let φη be a homeomorphism from a neighborhood of h to a neighborhood of the origin
in Lnη . If x1, . . . , xn are local coordinates on Ln, then a basis for the exterior power of top
degree of the tangent space of G(Lη) is given by φ∗

η(∂/∂x1) ∧ . . . ∧ φ∗
η(∂/∂xn). Therefore,

by construction of |wT |η, its value at the basis φ∗
η(∂/∂x1) ∧ . . . ∧ φ∗

η(∂/∂xn) is |γf(g)|η,
where wT = fh∗(dx1 ∧ . . . ∧ dxn) locally at g and h is a closed immersion of a small affine
neighborhood of g into an affine space, and γ is the scaling factor.

Let ϕ be a homeomorphism from a neighborhood of g to a neighborhood of the origin
in Knd

v . The relationship between ϕ and φ = ⊕ηφη is given by the following commutative
diagram:

G(Kv ⊗K L)
⊕ηφη // ⊕ηLnη = L⊗Kn

v

H(Kv)

Ψ

OO

ϕ //Knd
v

i

OO
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where i is the isomorphism Knd
v
∼= Kn

v ⊗K L = ⊕ηLnη . Therefore,

|wT |η = |γ|η|f |η
∧
σ

(ψσ)∗φ∗(dx1 ∧ . . . ∧ dxn),

However, a basis for the exterior product of top degree of the cotangent space at g is given
(by the commutativity of the above diagram) by dx

σj
i , while a basis for the exterior product

of top degree for the Lie algebra as a Kv-vector space is not
∧
∂/∂x

σj
i . If xi =

∑
θjyij then

such a Kv-basis is
∧
i,j ∂/∂yij. Thus, the value of |wS|v at

∧
i,j ∂/∂yij is

|γd|v|∆|−nv

∣∣∣∣∣∏
σ

f(g)σ

∣∣∣∣∣
v

(∧
i,j

d∑
l=1

θ
σj
l dyil

)(∧
i,j

∂

∂yij

)
= |γd|v|∆|−nv |

∏
σ

f(g)σ|v|D|nv ,

where D is the determinant

D =

∣∣∣∣∣∣∣∣∣
θσ11 θσ21 . . . θσd1
θσ12 θσ22 . . . θσd2

...
θσ1s θσ2s . . . θσdd

∣∣∣∣∣∣∣∣∣ = ∆.

The reason why D comes out of the product as |D|v is equation 1.5, since D is pulled out
of the original invariant differential. Since

∏
η|v |f(g)|η = |NL/Kf(g)|v = |

∏
σ f(g)

σ|v and∏
η |γ|η = |NL/Kγ|v = |γd|v, the invariant differentials ∧η|wT |η and |wS|v are the same.

Proposition 1.45. Let G be an algebraic group defined over a Galois extension of number
fields L/K and let ψ : H = RL/KG → G be the L-morphism defining the restriction of
scalars group H. Let wG be an invariant differential on G and let wH = Ψ∗wG be its pullback
under Ψ : H →

∏
Gσi (note that wH differs from the one previously defined). Let γ ∈ Q be

as before.
Let ΛT = {λη} be a set of convergence factors for wT with λη = 1 for η ∈ T , and let

ΛS = {λ′v} such that λ′v =
∏

η|v λv. Then ΛS is a set of convergence factors for wS and

dµG,γwG,ΛT
= dµH,γwH ,ΛS

as Haar measures on the topological groups G(AL) = H(AK).

Proof. Let ∆ be as in Lemma 1.44. Since
∏

v |∆|v = 1 by the product formula, the fact that
ΛS is a set of convergence factors follows from Lemma 1.44 because∏

η|v

∫
GT,η(OL,T )

|wT |η = |∆n|v
∫
HS,v(OK,S)

|wH |v

To check that the two measures are equal, it is enough to evaluate globally. By Lemma
1.44, the nonnormalized Tamagawa measures differ globally by ∆n (we have changed the
formula for wH by ∆n). Therefore, the normalized Tamagawa measures differ by

(µL/(µK∆))n .
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But, using multiplicativity of discriminants, µ2
L = DL = DKDL/K = µ2

K∆
2 (where DL/K =

∆2 is the discriminant) and the result follows.
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2 Abelian Varieties

2.1 Complete Algebraic Groups

Recall (Definition 1.4) that an abelian variety is a complete algebraic group. The main
differences between affine algebraic groups and abelian varieties rise from the fact that the
latter are projective and abelian.

Lemma 2.1 (Rigidity). Let X, Y, Z be varieties defined over a field K such that X is com-
plete and X ×K Y is geometrically irreducible. Let f : X ×K Y → Z be a regular map
and let x ∈ X(K), y ∈ Y (K), z ∈ Z(K) such that f(X × {y}) = f({x} × Y ) = z. Then
f(X × Y ) = z.

Proof. The main idea is that the image via a regular map of a complete and connected
variety in an affine variety is a point. For a complete proof see [Mum70] II.4.

We can use this to prove that every abelian variety is abelian as an algebraic group.

Corollary 2.2. Let A be an abelian variety. Then m(x, y) = m(y, x) for every x, y ∈ A.

Proof. Consider the commutator map [x, y] = m(m(x, y),m(i(x), i(y))) : A×KA→ A. Then
on A × e and e × A we have [x, y] = e. By Lemma 2.1 we get [x, y] = e for all x, y ∈ A.
Therefore m(x, y) = m(y, x) and A is abelian as a group.

Remark 2.3. For every K-scheme S, Corollary 2.2 shows that A(S) is an abelian group.
From now on we will write m(x, y) = x + y for every x, y ∈ A(S) and 0 for the identity
section S → A. For each integer n write [n] : A→ A to be [n](x) = x+x+ · · ·+x where the
sum has n terms, if n ≥ 0 and [n](x) = −[−n](x) if n < 0. The morphism [n] is an isogeny
if n is not divisible by the characteristic of K (see [Mum70] II.6).

Example 2.4. Let E be an abelian curve, i.e., a one-dimensional abelian variety, defined
over a field K of characteristic 0. Let Div(E) be the group of Weil divisors on E, i.e., the
free abelian group generated by the symbols (P ) for P points of E. For a rational function
f : E → K let divf =

∑
P∈E(ordP f)(P ), where ordP f represents the order of vanishing

of f at P (positive if P is a zero of f and negative if P is a pole of f). For a divisor
D =

∑
nP (P ) ∈ Div(E) let degD =

∑
nP and let `(D) be the dimension as a K-vector

space of {f | ordP f ≥ −nP ,∀P ∈ E}∪ {0}. (Note that degD is well-defined since
∑
nPP is

a finite sum.)
Since there exists a non-vanishing invariant differential w on E (unique up to scalars in

K×), the canonical divisor divw is trivial. Therefore, the Riemann-Roch theorem ([Sil92],
Theorem II.5.4) states that

`(D)− `(−D) = degD − g + 1,

where g is the genus of the curve E. But then for D = 0 we get g = 1. Therefore E is a
smooth algebraic curve of genus 1. Such a curve is called an elliptic curve. Elliptic curves
have a simple description, as follows from the following proposition.
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Proposition 2.5. Every elliptic curve E defined over a field K has an embedding ψ : E ↪→
P2
K of the form ψ = (x, y, 1) (such that ψ(O) = (0, 1, 0)), where x and y are rational functions

on E such that there exist a1, a2, a3, a4, a6 ∈ K with

y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6.

Proof. Since the genus of E is 1, the Riemann-Roch theorem states that for the divisor
Dn = n(O) we have `(Dn) − `(−Dn) = n. But `(−Dn) = 0 by [Sil92] Proposition II.5.2.a
so `(Dn) = n. Therefore there exists a basis 1, x for L(D2) which can be extended to a
basis 1, x, y of L(D3) ([Sil92], Proposition II.5.8). Then the dimension of L(D6) is 6, but it
contains the functions 1, x, x2, x3, y, xy and y2. The proposition follows from the fact that
these must be linearly dependent.

2.2 Abelian Varieties over Number Fields

2.2.1 Invertible Sheaves on Abelian Varieties

For a K-scheme S and for a scheme X ∈ SchS let PicS(X) be the group of isomorphism
classes of invertible sheaves on X. Let m : X ×S X → X be multiplication and let πi :
X ×S X → X is projection to the i-th factor. Define Pic0S(X) ⊂ PicS(X) to be the set of
isomorphism classes of invertible sheaves L such that m∗L ⊗ π∗

1L−1 ⊗ π∗
2L−1 is trivial.

Theorem 2.6 (Theorem of the Cube). Let A,B and C be complete varieties defined over
a field K and let a ∈ A(K), b ∈ B(K), c ∈ C(K) be points. Let L ∈ PicK(A ×K B ×K C).
Then L is trivial if and only if L|A×KB×K{c},L|A×K{b}×KC and L|{a}×KB×KC are trivial.

Proof. See [Mum70] Theorem III.1.

We can specialize Theorem 2.6 to the case when A = B = C is an abelian variety defined
over a number field K.

Corollary 2.7. Let A be an abelian variety and let πi : A×K A×K A→ A be the projection
to the i-th factor. Write πij = πi + πj and π123 = π1 + π2 + π3. Then

π∗
123L ⊗ π∗

12L−1 ⊗ π∗
23L−1 ⊗ π∗

13L−1 ⊗ π∗
1L ⊗ π∗

2L ⊗ π∗
3L

is trivial.

Proof. Note that π∗
123L|A×KA×K{0} = π∗

12L|A×KA×K{0}, π
∗
13L|A×KA×K{0} = π∗

1L|A×KA×K{0}
and π∗

23L|A×KA×K{0} = π∗
2L|A×KA×K{0} while π∗

3L|A×KA×K{0} is trivial. Therefore

π∗
123L ⊗ π∗

12L−1 ⊗ π∗
23L−1 ⊗ π∗

13L−1 ⊗ π∗
1L ⊗ π∗

2L ⊗ π∗
3L|A×KA×K{0}

is trivial and similarly for A ×K {0} ×K A and {0} ×K A ×K A. The result follows from
Theorem 2.6.
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Let A be an abelian variety defined over a field K and let S be a scheme over K. For
every x ∈ A(S) = HomSch(S,A) we get a map tx = m(idA×x) : A×K S → A×K S.

Corollary 2.8. Let a, b ∈ A(K) which induce ta, tb morphisms on A ×K K = A. If L ∈
PicK(A) then t

∗
a+bL ⊗ L = t∗aL ⊗ t∗bL.

Proof. Consider the map f : A→ A×A×A given by f(x) = (x, a, b) where a and b represent
their respective constant images of SpecK (affine) into A (complete). By Corollary 2.7 we
have f ∗(π∗

123L ⊗ π∗
12L−1 ⊗ π∗

23L−1 ⊗ π∗
13L−1 ⊗ π∗

1L ⊗ π∗
2L ⊗ π∗

3L) = t∗a+bL ⊗ t∗aL−1 ⊗ OA ⊗
t∗bL−1 ⊗ L⊗OA ⊗OA = t∗a+bL ⊗ t∗aL−1 ⊗ t∗bL−1 ⊗ L is trivial.

In Proposition 2.5 we saw that elliptic curves are projective. The same is true for abelian
varieties as will follow from the existence of an ample invertible sheaf on A (which implies
the existence of a very ample invertible sheaf).

Proposition 2.9. Let A be an abelian variety defined over a field K. Then there exists an
ample invertible sheaf L ∈ PicK(A). (Therefore, A is projective.)

Proof. See [Mil86a], Theorem 7.1.

Example 2.10. Let E be an elliptic curve defined over K. By [HS00] Corollary A.4.2.4
the sheaf L(D) for D = (O) ∈ Div(E) (where O is the identity on E) is ample since
degD = 1 > 0.

Let K be a field of characteristic 0, let S be a K-scheme and let A be an abelian
variety defined over K. The existence of an ample invertible sheaf LS on A×K S allows the
construction of an isogeny between A×K S and Pic0S(A×K S).

Proposition 2.11. The map ϕLS
: A(S)→ PicS(A×K S) given by ϕL(x) = t∗xL−1 ⊗L is a

homomorphism whose image lies in Pic0S(A ×K S). If S = SpecK and L = LS then ϕL is
surjective and has finite kernel.

Proof. By Corollary 2.8 for every x, y ∈ A(S) we have ϕLS
(x)ϕLS

(y) = t∗xLS ⊗L−1
S ⊗ t∗yLS ×

L−1
S
∼= t∗x+yLS ⊗L−1

S = ϕLS
(x+ y) so ϕLS

is a homomorphism. When S = SpecK note that
L is ample, so the fact that ϕL is surjective and with finite kernel follows from [Mum70]
Theorem II.8.1.

Remark 2.12. It is essential that L be ample. A simple counterexample is provided by
Corollary 2.8. Let L′ be any invertible sheaf and let 0 6= x ∈ A(S). Let L = t∗xL′ ⊗ L′−1.
Then for every y ∈ A(S) we have t∗yL⊗ L−1 = t∗yt

∗
xL′ ⊗ t∗yL′−1 ⊗ t∗xL′−1 ⊗L′ which is trivial

by Corollary 2.8. Therefore the image of ϕL is constant, hence not surjective. In fact,
L ∈ Pic0K(A) if and only if ϕL is trivial ([Mum70], II.8).

Example 2.13. Let E be an elliptic curve. In Example 2.10 we saw that L = L((O)) is an
ample invertible sheaf on E. Therefore ϕL : E(K)→ Pic0K(E) given by ϕL(x) = t∗xL((O))⊗
L((O))−1 ∼= L((x))⊗L((O))−1 ∼= L((x)−(O)) is a surjection with finite kernel. If x ∈ kerϕL
then (x) − (O) = 0 in Pic0(E), where Pic0(E) is now identified with classes of Div0(E)
modulo elements of the form divf for rational functions f on E. Therefore divf = (x)− (O)
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for some rational function f . Since `((O)) = 1 by the Riemann-Roch theorem and since
L((O)) contains constant functions (since they are holomorphic at infinity), it must be that
f ∈ L((O)) is a constant function or `((O)) > 1. Therefore (x) − (O) = divf = 0 so
(x) = (O) and ϕL is bijective. Therefore, we get an isomorphism E ∼= Pic0(E).

For every abelian variety A defined over a field K of characteristic 0 we have constructed
a surjection with finite kernel between A(S) and Pic0S(A ×K S). This map transports the
structure of abelian variety to Pic0K(A).

Theorem 2.14. The functor S 7→ Pic0S(A×K S) for each S ∈ SchK is representable by an
abelian variety A∨ defined over K.

Proof. See [Mum70] II.8. This proof uses the fact that K has characteristic 0.

Since Pic0K(A×K K) = A∨(K) we can rephrase Proposition 2.11 to state that for every
ample invertible sheaf L there is an isogeny ϕL from A to A∨. Such an isogeny is called
a polarization. The variety A∨ is called the dual abelian variety. There exists a (unique)
invertible sheaf P (the Poincaré sheaf) on A×A∨ such that P|A×{a} is the image of a under
the isomorphism Pic0K(A×K K) = A∨(K) and such that P{a}×A∨ is trivial ([Mum70], II.8).

2.2.2 Heights on Projective Spaces

Let K/Q be a number field. Recall that MK and M∞
K represent the set of places and the set

of infinite places of K, respectively. As before, let Kv,Ov, ℘v, kv and qv be the completion of
K at the finite place v, the ring of integers of Kv, the maximal ideal of Ov, the residue field at
v and the size of the residue field, respectively. Let |x|v = q

−v(x)
v be the normalized absolute

value. For an abelian variety A defined over K the set A(K) is a group. To understand
its group structure it is useful to have an ordering of the points in A(K) using a notion of
’height’. To achieve this we will use the fact that A is projective to use the notion of height
on projective spaces.

Lemma 2.15. Define HK,n : PnK → [0,∞) defined by

HK,n([x0 : . . . : xn]) =

( ∏
v∈MK

max
i

(|xi|v)

)1/[K:Q]

Then there exists Hn : PnK → [0,∞) such that for each number field K we have Hn|K =
HK,n.

Proof. Since [x0 : . . . : xn] ∈ Pn(K) is defined up to multiplication by λ ∈ K, the function
HK,n is well-defined up to multiplication by

∏
v |λ|v = 1, so the height is well-defined. If L/K

is a finite extension, then for each place v ∈ MK and x ∈ K we have |NL/Kx|v =
∏

w|v |x|w.
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Therefore if [x0 : . . . : xn] ∈ Pn(K) ⊂ Pn(L) then

HL,n([x0 : . . . : xn]) =

( ∏
w∈ML

max
i

(|xi|w)

)1/[L:Q]

≥

 ∏
v∈MK

max
i

∏
w|v

|xi|w

1/[L:Q]

=

( ∏
v∈MK

max
i

(|NL/Kxi|v)

)1/[L:Q]

=

( ∏
v∈MK

max
i

(|xi|[L:K]
v )

)1/[L:Q]

= HK,n([x0 : . . . : xn])

Therefore Hn = lim−→K
HK,n satisfies the desired properties.

For each x = [x0 : . . . : xn] ∈ K/Q let hn(x) = logHn(x), which makes sense because
Hn(x) > 0 since not all entries of x = [x0 : . . . : xn] are 0.

Example 2.16. Consider x = [1/3, 2+
√
3] ∈ P1Q. Since 2+

√
3 is integral and (2+

√
3)(2−√

3) = 1, it must be a unit. At each place v - 3 the valuation v(1/3) = 0, while if v | 3 is a
place of Q(

√
3) then v(1/3) = −1. But Q(

√
3) is totally ramified over Q at 3 so |1/3|v = 9.

Therefore H1(x) = 91/2 = 3.

Remark 2.17. If σ ∈ Gal(Q/Q) then hn(σ(x)) = hn(x).

Lemma 2.18. If u, v > 0 then the set {x ∈ PnQ|hn(x) ≤ u, [Q(x) : Q] ≤ v} is finite.

Proof. See [HS00] Theorem B.2.3.

Lemma 2.19 (Kronecker). Let K/Q be a number field. Then hn(x) = 0 for x = [x0 : . . . :
xn] ∈ K if and only if xi/xj is a root of unity when xj 6= 0.

Proof. Note that hn([x
m
0 : . . . : xmn ]) = mhn([x0 : . . . : xn]) = 0. Since xm0 , . . . , x

m
n lie in the

finite extension K(x0, . . . , xn), the previous lemma implies that the set {[xm0 : . . . : xmn ]|m ≥
1} is finite. Let r 6= s be two exponents such that [xr0 : . . . : xrn] = [xs0 : . . . : xsn]. If xj 6= 0
then (xi/xj)

r−s = 1 so they are roots of unity. The converse is obvious.

In order to transport the notion of height from the projective space to an abelian variety
we need to prove certain functorial properties of Hn. In particular, it is functorial with
taking products and morphisms (up to bounded functions).

Lemma 2.20. Let σm,n : Pn × Pm → Pmn+m+n be the Segre embedding (taking ([xi], [yj]) to
[xiyj]). Then hmn+m+n(σm,n(x, y)) = hm(x) + hn(y).

Proof. See [HS00] Theorem B.2.4.

Proposition 2.21. Let ψ : Pn → Pm be a regular map of degree d. Then hm(ψ(x)) =
dhn(x) +O(1), where O(1) represents a bounded function.

Proof. See [HS00] Theorem B.2.5.
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2.2.3 Heights on Abelian Varieties

Let A be an abelian (projective) variety defined over a number field K.

Definition 2.22. For each embedding ψ : A→ Pm define hψ : A(K)→ [0,∞) by hψ(P ) =
h(ψ(P )).

Proposition 2.23. Let φ : A → Pm and ψ : A → Pn such that φ∗OPm(1) and ψ∗OPn(1)
(where OPn(1) is the canonical sheaf of Pn) are equal in Pic(A). Then hφ(P ) = hψ(P )+O(1)
for all P ∈ A(K).

Proof. See [HS00], Theorem B.3.1.

This proposition suggests that the height function on A is well defined up to a bounded
error term. Consider HA = Hom(A(K),R)/Hombounded(A(K),R) to eliminate this ambigu-
ity.

Theorem 2.24 (Height machine). There exists a unique homomorphism hA : Pic(A)→ HA

such that for every very ample L on A we have hA(L) = h ◦ φ in HA, where φ : A → Pm
is an embedding such that L ∼= φ∗OPm(1). Moreover, hA is functorial in A in the sense that
if ψ : A → B is a morphism of abelian varieties over K and L ∈ Pic(B) then hA(ψ

∗L) =
hB(L) ◦ ψ in HA.

Proof. Every L ∈ Pic(A) can be written as L = L1 ⊗ L−1
2 for very ample invertible sheaves

L1,L2 on A ([HS00], Theorem A.3.2.3). Define hA(L) = hA(L1)− hA(L2) for a choice of L1

and L2. For any other choice L = L′
1⊗L′−1

2 we have L1⊗L′
2 = L′

1⊗L2 on A. Let φi : A→ Pmi

and φ′
i : A → Pni be projective embeddings such that Li = φ∗

iOPmi (1) and L′
i = φ′∗

i OPni (1)
for i = 1, 2. Then L1 ⊗ L′

2 = (φ1 × φ′
2)

∗OPm1×Pn2 and L′
1 ⊗ L2 = (φ′

1 × φ2)
∗OPn1×Pm2 . Let

N > max(m1n2+m1+n2, n1m2+n1+m2) and let σ : Pm1×Pn2 → PN and σ′ : Pn1×Pm2 → PN
be the Segre embeddings followed by inclusions. By Lemmas 2.20 and 2.21 we get that
h ◦ σ ◦ φ1 × φ′

2 = h ◦ φ1 + h ◦ φ′
2 = h ◦ φ′

1 + h ◦ φ2 = h ◦ σ ◦ φ′
1 × φ2 in HA and so

hA(L1)− hA(L2) = hA(L′
1)− hA(L′

2) which means that hA is a well-defined homomorphism.
For the functoriality property see [HS00], Theorem B.3.2.

The height machine of an abelian variety is well defined in HA, i.e., up to a bounded
function. A clever trick to remove this dependence on bounded errors is due to Tate. To do
this we will have to analyze the properties of the sheaves L. A sheaf L is called symmetric
if [−1]∗L = L and antisymmetric if [−1]∗L = L−1. Let L be an ample invertible sheaf on A.

Let f : A×K A×K A → A defined by f = ([n], [1], [−1]) for an integer n. By Corollary
2.7 we have that f ∗(π∗

123L ⊗ π∗
12L−1 ⊗ π∗

23L−1 ⊗ π∗
13L−1 ⊗ π∗

1L ⊗ π∗
2L ⊗ π∗

3L) = [n + 1]∗L ⊗
[n− 1]∗L⊗ [n]∗L⊗2⊗L−1⊗ [−1]∗L−1 is trivial. Therefore, by induction we get that [n]∗L =
L⊗n2

if L is symmetric and [n]∗L = L⊗n if L is antisymmetric. By Theorem 2.24 we
get that hA(L) ◦ [n] = hA([n]

∗L) = hA(L⊗n2
) = n2hA(L) in HA if L is symmetric and

hA(L) ◦ [n] = nhA(L) if L is antisymmetric. Every invertible sheaf L can be written as
L ⊗ L = (L ⊗ [−1]∗L)⊗ (L ⊗ [−1]∗L−1) where L ⊗ [−1]∗L is symmetric and L ⊗ [−1]∗L−1

is antisymmetric as follows. Therefore, the previous analysis of hA(L) ◦ [n] can be extended
to all invertible sheaves L.
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Definition 2.25. The Néron-Tate height is

ĥA(L)(P ) = lim
n→∞

hA(L)([2n]P )
4n

,

if L is symmetric and

ĥA(L)(P ) = lim
n→∞

hA(L)([2n]P )
2n

,

if L is antisymmetric.

Theorem 2.26. The map ĥA(L) : A(K) → R has the property that ĥA(L)(P ) = hA(L)(P )
as functions in HA. If L is symmetric then ĥA(L) is a quadratic function with associated
bilinear form 〈P,Q〉L = (ĥA(L)(P +Q)− ĥA(L)(P )− ĥA(L)(Q))/2 and if L is antisymmetric
then ĥA(L) is linear.

Proof. See [HS00], Theorem B.4.1.

Proposition 2.27. Let L be an ample symmetric invertible sheaf on A. Then ĥA(L)(P ) ≥ 0
with equality if and only if P is torsion.

Proof. The proof of this proposition is similar to the proof of Lemma 2.19. See [HS00],
Proposition B.5.3.

In particular, the Poincaré sheaf P on A ×K A∨ is symmetric since [−1]∗P satisfies the
same properties as P and so must equal P by uniqueness. Therefore we may define a pairing
〈, 〉 : A(K)×A∨(K)→ R by 〈a, b〉 = 〈a,B〉P where B is the image of b under the isomorphism
A∨(K) ∼= Pic0K(A). By Proposition 2.27 the kernel of the pairing is the torsion subgroup on
each side so we get a nondegenerate pairing

〈, 〉 : A(K)/A(K)tors × A∨(K)/A∨(K)tors → R.

For every isogeny ψ : A → B, there exists a unique dual isogeny ψ∨ : B∨ → A∨, such
that ψ ◦ ψ∨ and ψ∨ ◦ ψ are multiplication by an integer morphisms (see [Sil92] III.6).

Lemma 2.28. Let ψ : A→ B be an isogeny of abelian varieties defined over a number field
K, and let ψ∨ : B∨ → A∨ be the dual isogeny. If 〈, 〉A and 〈, 〉B are the Néron-Tate pairings
for A and B then, for each a ∈ A(K) and b ∈ B∨(K), we have

〈a, ψ∨(b)〉A = 〈ψ(a), b〉B.

Proof. See [Mil86b] I.7.3.
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2.2.4 Rational Points on Abelian Varieties

For an abelian variety A defined over a number field K the group structure of A(K) is
determined by the Mordell-Weil theorem.

Theorem 2.29 (Mordell-Weil). If A is an abelian variety defined over a number field K
then the group A(K) of rational points on A is finitely generated.

Proof. See [HS00], Theorem C.0.1. We will not prove the theorem here, but mention that
it uses the Dirichlet Unit Theorem, which means that it will apply in general only to global
fields (i.e., number fields and function fields).

A corollary of this theorem is that A(K) ∼= A(K)tors⊕Za1⊕ · · · ⊕Zar as abelian groups
where r is the rank of A and a1, . . . , ar ∈ A(K). An isogeny A→ A∨ induces a map A(K)→
A∨(K), which is an isomorphism on A(K)⊗Q→ A∨(K)⊗Q since the kernel of the isogeny is
a subgroup of A(K)tors. Therefore the rank of A

∨ is r and A∨(K) ∼= A∨(K)tors⊕Zb1⊕· · ·⊕Zbr
for b1, . . . , br ∈ A∨(K).

Definition 2.30. The regulator RA of the abelian variety A is

RA = |det(〈ai, bj〉)i,j=1,...,r| .

This definition makes sense since the ai and bj are defined up to torsion and the pairing
〈, 〉 vanishes on torsion. Moreover, any permutation of the generators ai and bj changes the
value of the determinant by ±1 which does not influence the value of RA.

Definition 2.31. Let ` be a prime number. The Tate module of A at ` is T`A = lim←−A[`
m] =

Hom(Q`/Z`, A). Write V`A = T`A⊗Q.

Remark 2.32. The Tate module T`A and V`A have natural structures of Gal(K/K)-modules
given by the Galois action on A[`m] for eachm. To the abelian variety A we can associate the
Gal(K/K)-module A(K), but this is a group whose structure is unknown. The advantage
of constructing the Tate module V`A is that it is a Q`-vector space of dimension 2d, where
d = dimA ([Mum70] II.6) and so it is a representatation of Gal(K/K).

The Tate module has certain functorial properties, illustrated by the following lemma.

Lemma 2.33. If the sequence of algebraic groups over K

1→M → N → P → 1,

is exact and multiplication by ` is an bijection in M , then there exists an exact sequence of
Gal(K/K)-modules

1→ T`M → T`N → T`P → 1.

Moreover, if M is a unipotent group then T`N ∼= T`P .
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Proof. There is an exact sequence 1 → M(K) → N(K) → P (K) → 1 and T`X =
lim←−Hom(Z/`nZ, X(K)) for a scheme X ∈ SchK . Therefore we get an exact sequence of

Gal(K/K)-modules

1→ T`M → T`N → T`P → lim←−ExtZ(Z/`nZ,M(K)).

But ExtZ(Z/`nZ,M(K)) ∼= M/`nM so if multiplication by ` is a bijection in M then
ExtZ(Z/`nZ,M(K)) = 0 and we get the exact sequence 1 → T`M → T`N → T`P → 1.
(For a discussion of Ext, see Section 4.1.)

If M is a unipotent group then there exists a K composition series M = M0 ⊃ M1 ⊃
· · · ⊃ Mn ⊃ 0 such that Mi/Mi+1

∼= Ga. Therefore, multiplication by ` is injective, so the
torsion M [`n] is trivial so T`M = 0 and T`N ∼= T`P .

Remark 2.34. Let L/K be an extension of number fields and let A be an abelian variety over

L. Then T`RL/KA ∼= Ind
Gal(K/K)

Gal(L/L)
V`A as Gal(K/K)-modules since the Tate module takes

into account K points and RL/KA(K) ∼=
∏
Aσi(K).

It is essential for the proof of the fact that Conjecture 3.15 is invariant under isogenies,
to be able to relate the Tate modules of A and A∨. The solution is the Weil pairing.

Proposition 2.35. There exists a functorial, nondegenerate, Gal(K/K)-equivariant bilinear
pairing called the Weil pairing

e` : V`A× V`A∨ → Q`(1) = lim←−µ`m ,

with respect to which there exists an identification

A∨[φ∨] ∼= (A[φ])∗ = Hom(A[φ], µ∞),

for every isogeny φ : A→ B.

Proof. See [Mil86a] Lemma 16.2.

2.2.5 The Shafarevich-Tate and Selmer Groups

Computation of the Mordell-Weil group A(K) for a global field K is difficult because the
proof of the weak Mordell-Weil theorem is not constructive. One method of analyzing
rational points is via the local-to-global principle, i.e., analyzing the points of A(Kv) for
each completion Kv of K to obtain information about A(K).

For every isogeny φ : A→ A the Gal(K/K)-cohomology long exact sequence associated

with 0→ A[φ]→ A
φ→ A→ 0 (where A[φ] = kerφ) gives

0→ A(K)[φ]→ A(K)
φ→ A(K)→ H1(K,A[φ])→ H1(K,A)

φ→ H1(K,A),

which gives

0→ A(K)/φA(K)→ H1(Gal(K/K), A[φ])→ H1(Gal(K/K), A)[φ]→ 0. (2.1)
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Similar exact sequences for each localization Kv of K gives a commutative diagram

H1(K,A[φ]) //

res

��

sφ

))SSSSSSSSSSSSSS
H1(K,A)[φ]

resφ

��∏
vH

1(Kv, A[φ]) //
∏

vH
1(Kv, A)[φ]

where res = ⊕ resv is restriction from Gal(K/K) to
∏

v Gal(Kv/Kv).
Define the Selmer group of φ to be Selφ(A/K) = ker sφ. Define the Shafarevich-Tate

group to be X(A/K) = ker
(
H1(K,A)

res−→
∏

vH
1(Kv, A)

)
. Then X(A/K)[φ] = ker resφ

and the snake lemma gives an exact sequence

0→ A(K)/φA(K)→ Selφ(A/K)→X(A/K)[φ]→ 0.

This exact sequence is useful is computing the Mordell-Weil group A(K) when K is a
number field. Namely, if one knowsX(A/K)[φ] and one can compute elements of Selφ(A/K)
then this exact sequence yields generators for A(K)/φA(K). However, little is known about
the Shafarevich-Tate group X(A/K).

Lemma 2.36. The image of the restriction map

H1(K,A)→
∏
v

H1(Kv, A)

is contained in
⊕

vH
1(Kv, A).

Proof. Let f be a cocycle in H1(K,A). By construction of Gal(K/K)-cohomology (i.e., since

f is locally constant), there exists a finite extension L/K such that Res
Gal(L/L)

Gal(K/K)
f is trivial

in H1(L,A). Since the following diagram commutes

H1(L,A) //
∏

w|vH
1(Lw, A)

H1(K,A)

ResLK

OO

//
∏

vH
1(Kv, A)

∏
v res

OO

for each w|v the image fw of f inH1(Lw, A) is trivial. However, for all but finitely many v the
variety A has good reduction at v (see Definition 2.47) and v is unramified in L. Therefore
by [LT58] Corollary 1 to Theorem 1, the order of fv in the torsion group H1(Kv, A) divides
eLw/Kv = 1 (since w | v is unramified) which means that fv is trivial. Therefore, fv is trivial
for almost all places v which implies that the image is in the direct sum.

Remark 2.37. Since AK ⊗ K has a natural Gal(K/K) action, we can define the Galois
cohomology of A(AK ⊗ K). Then X(A/K) = ker(H1(K,A(K)) → H1(K,A(AK ⊗K K)).
(See [PR94] Proposition 6.6.)
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The Shafarevich-Tate group X(A/K) is functorial in A. Let K be a number field and

let A
ψ→ B be an isogeny of abelian varieties defined over K. Then there is a commutative

diagram

X(A/K)
ψx //

��

X(B/K)

��
H1(K,A)

resA
��

ψ // H1(K,B)

resB
��

⊕vH1(Kv, A)
ψ // ⊕vH1(Kv, B)

in which the map ψx is well defined since the kernel of resA is mapped to the kernel of resB.

Remark 2.38. The Shafarevich-Tate group is defined in terms of cohomology, seamingly with
no relation to geometry. However, we have already seen a connection between geometry and
cohomology in Section 1.3. For each a ∈ A(K) we have defined a translation automorphism
ta of A, so A(K) ⊂ AutK(A) which means that H1(K,A(K)) is a subset of H1(K,AutK(A)),
a group that parametrizes the isomorphism classes ofK twisits of A. Our description of A(K)
shows that elements of H1(K,A) correspond to K twisits of A with a simply transitive A-
action. Such a twist is called a principal homogeneous space for A. A principal homogeneous
space corresponds to a trivial cohomology class in H1(K,AutK(A)) if it has a K-rational
point. As such, elements of X(A/K) correspond to locally trivial principal homogeneous
spaces (i.e., a principal homogeneous space with a rational point over each completion Kv).

2.2.6 The Cassels-Tate Pairing for X

In order to relate the Shafarevich-Tate groups of A and A∨ it is useful to construct a bilinear
pairing X(A/K) ×X(A∨/K) → Q/Z. The most intuitive way to construct the pairing
is to notice that, if X is a principal homogeneous space for A, then A∨(K) ∼= Pic0

K
(A ×K

K) ∼= Pic0
K
(X ×K K) and use Remark 2.38 where we constructed a locally trivial principal

homogeneous space Xf for each cocycle f ∈X(A/K). This will allow us to relate points in
A∨(K) to rational functions on Xf via the exact sequence

0→ K(Xf )
×/K

× → Div0(Xf ×K)→ Pic0(Xf ×K)→ 0 (2.2)

where K(Xf ) is the field of rational functions on Xf . (For three other descriptions of the
pairing see [PS99].)

Since K(Xf ) is a Gal(K/K)-module with the action σh(x) = σh(σ−1x) on h ∈ K(Xf ),
we can write the Gal(K/K) and Gal(Kv/Kv)-cohomology long exact sequences of the exact

sequence (K = K(Xf )
×/K

×
)

0→ K
× → K(Xf )

× → K → 0.
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Since H3(K,K
×
) = 0 and H3(Kv, K

×
v ) = 0 for all places v (by Hilbert’s Theorem 90 and

[AW67] Theorem 5) we have

H2(K,K
×
) //

res��

H2(K,K(Xf )
×)

j //

res
��

H2(K,K) //

res
��

0

∏
vH

2(Kv, K
×
v )

i//
∏

vH
2(Kv, Kv(Xf )

×) //
∏

vH
2(Kv,K) // 0

In order to remove the relevance of choices in the construction of the pairing we need
to show that i is injective. Since Xf is locally trivial, for each place v there exists a point
in Xf (Kv), i.e., a section SpecKv → Xf . By [Mil86a] Remark 6.11 this implies that i is

injective on each component H2(Kv, K
×
v )→ H2(Kv, Kv(Xf )

×) and so i is injective.
Since Xf is a principal homogeneous space, there exists a noncanonical isomorphism

Xf × K ≈ A × K which induces a K-isomorphism Pic0(Xf × K) ≈ A∨(K). For general
twists the isomorphism Xf ×K K ≈ A ×K K is defined up to an automorphism of A, but
for principal homogeneous spaces it is defined up to an automorphism ta for a ∈ A(K). But
ta acts trivially on A∨(K) since t∗aφL = φL for a choice of ample invertible sheaf L, by the
Corollary 2.8. Therefore, the isomorphism Pic0(Xf×K) ≈ A∨(K) is independent of choices.
Moreover, this is an isomorphism of Gal(K/K)-modules since for σ ∈ Gal(K/K) we have
σϕL = ϕLσ .

Following Cassels’s original idea, we will use the canonical isomorphism of Gal(K/K)-
modules Pic0(Xf × K) ∼= A∨(K) and the exact sequence 2.2 to define the pairing. The
Gal(K/K)-cohomology long exact sequence associated with sequence 2.2 gives a boundary
map ∂

H1(K,A∨(K)) ∼= H1(K,Pic0(Xf ×K))
∂→ H2(K,K)

The rest of the construction of the pairing amounts to abstract nonsense. Let g ∈X(A∨/K) ⊂
H1(K,A∨(K)) and let g′ = ∂g. The map j is surjective so there exists h′ ∈ H2(K,K(Xf )

×)
such that j(h′) = g′. Let

∏
v hv be the image of h′ in

∏
vH

2(Kv, Kv(Xf )
×) under the

restriction maps.

h′
j //

res
��

g′ // 0

0 //
∏

v hv
i //
∏

v h
′
v

h′v(pv)

ii

For each σ, τ ∈ Gal(Kv/Kv), we have h
′
v(σ, τ) ∈ K(Xf )

×. In order to define the cohomology
classes hv we choose points pv ∈ Xf (Kv) that are not zeros or poles of h

′
v(σ, τ) for any σ, τ ∈

Gal(Kv/Kv) and then evaluate h′v at pv. Define a map hv : Gal(Kv/Kv)×Gal(Kv/Kv)→ K
×
v

by taking (σ, τ) to h′v(σ, τ)(pv) ∈ K×
v . Since h

′
v is a cocycle and hv is obtained by evaluation,

hv is also a cocycle in H2(Kv, K
×
v ). By the injectivity of i the choice of the points pv is

irrelevant. Define the pairing

〈f, g〉 =
∑
v

invv(hv) ∈ Q/Z,
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where invv are the invariant maps of local class field theory. This is a finite sum by [Mil86b],
Lemma 4.8.

Proposition 2.39 (Cassels-Tate). The pairing 〈, 〉 : X(A/K) ×X(A∨/K) → Q/Z is
functorial in A and the kernel on each side is the maximal divisible subgroup of X(A/K) or
X(A∨/K).

Proof. See [Mil86b] Theorem 6.13.

2.3 Reduction of Abelian Varieties

2.3.1 Motivation

Let A be an abelian variety over a global field K. We would like to study the arithmetic
properties of A by analyzing the behavior of A at each finite place v of K. If the abelian
variety has a set of defining equations defined over K, one can think of the reduction Av as
the variety defined by the same equations but whose coefficients are taken in kv, provided
that this makes sense (i.e., the v valuations of all coefficients of the equations have to be
nonnegative, or we would get division by 0 in kv).

Example 2.40. Consider E/Q to be the elliptic curve with Weierstrass equation

y2 + xy + y = x3 − x2 − 8x+ 11.

Then the discriminant of E is −26335 so Ep is an elliptic curve for p /∈ {2, 3, 5}. If p = 3
then Ep is a cuspidal curve while if p ∈ {2, 5} then Ep is nodal.

The equations defining the Ep over Fp together with the curve E over Q define a scheme
E ′ over SpecZ, the closure of ProjZ[x, y, z]/(y2z+xyz+yz2−x3+x2z+8xz2−11z3). By the
valuative criterion of properness ([Har77], Theorem 4.7) we have E ′(Z) = E(Q). However,
E ′ is not a group scheme since it is not smooth over Z (at the primes 2,3,5). Let E0 be the
largest smooth subscheme of E ′ defined over SpecZ. Then Ep = E0×SpecZSpecFp. However,
E0 no longer has the property that E0(Z) = E(Q).

2.3.2 Néron Models

To resolve this issue (that E0(Z) 6= E(Q)) we want for each abelian variety A defined over
a number field (more generally for the fration field of a Dedekind domain) to construct a
smooth (group) scheme A defined over OK such that A(OK) = A(K).

Theorem 2.41. Let A be an abelian variety defined over a number field K. Then there
exists a smooth model A of A which is separated and of finite type over SpecOK (called the
Néron model) such that for every smooth scheme T over SpecOK the natural map

Hom(T,A)→ Hom(T ×OK
K,A),

is an isomorphism.
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This is the surprising property of Néron models (called the Néron mapping property),
since surjectivity implies that any morphism defined on the generic fiber A of A can be
uniquely extended to a morphism on A. However, one downside of the Néron model is that
it is almost never proper (unlike E ′ which was proper but not smooth over Z). The following
proposition shows that the Néron model is unique.

Proposition 2.42. Let A be an abelian variety defined over a number field K. Then the
Néron model of A over SpecOK is unique up to isomorphism.

Proof. Let A1 and A2 be two Néron models of A over SpecOK . The for {i, j} = {1, 2} we
have

Hom(Ai,Aj) = Hom(Ai ×S K,A) = Hom(A,A).

Let ψij be the morphism from Ai → Aj that corresponds via the above isomorphism to
the identity on A. Then ψi = ψji ◦ψij is a morphism from Ai → Ai that corresponds on the
generic fiber to the identity on A. However, the identity on Ai also has this property. Since

Hom(Ai,Ai) = Hom(A,A),

the morphism on Ai corresponding to the identity on A is unique so ψi = 1 and similarly
ψj = 1 which proves that A1

∼=OK
A2.

Remark 2.43. The Néron model of A is a group scheme. This is a simple consequence of
the Néron mapping property since multiplication m and inversion i are morphisms on the
generic fiber A of A. Therefore they induce multiplication and inversion morphisms on all
of A, with respect to the identity section of A.
Remark 2.44. If E is the Néron model of the elliptic curve E in Example 2.40 then E0 is the
connected component of the identity section of E . Analogously, if A is an abelian variety
defined over a number field K and A is its Néron model defined over OK , let A0 be the
subscheme of A that is the connected component of the identity section.

2.3.3 The reduction of an Abelian Variety at a Finite Place

Let A be an abelian variety over a number field K and let A0 be the connected component
of the identity of the Néron model A of A over OK . For each finite place v ∈ M0

K define
the special fiber of the reduction of A at v to be Ãv = A ×OK

kv, where kv is the residue
field at v. (Recall from Section 1.7 that Av is defined to be Av = A×OK

Ov.) The special
fiber Ãv is a smooth group scheme, but it need not be connected. Let Ã0

v be the connected
component of the identity in the fiber Ãv (in which case Ã0

v = A0 ×OK
kv).

Proposition 2.45. For a finite place v let Φv be the component group of the special fiber,
i.e., the algebraic group defined by the exact sequence

1→ Ã0
v → Ãv → Φv → 1.

Then the group Φv is a finite group scheme.
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Proof. The groups Ãv are varieties over the finite fields kv, so they have finitely many
components.

Definition 2.46. Let v be a finite place. The positive integer cv = |Φv(kv)| is called the
Tamagawa number at v.

There is no known general method of computing the Tamagawa number. In the case
of elliptic curves, there exists a complete algorithm due to Tate (see [Tat75, Cre97]). For
algorithms that compute the Tamagawa numbers of certain special abelian varieties (other
than elliptic curves), see [CS01, KS00].

By Theorem 1.19 there exist (over kv) an abelian variety B and an affine algebraic group
G such that

1→ G→ Ã0
v → B → 1

is exact. By Theorem 1.20 there exist a unipotent group N and a torus T such that

1→ N → G→ T → 1

is exact.

Definition 2.47. If G = 1 then A is said to have good reduction at v. Otherwise, A is said
to have bad reduction at v. Moreover, if N = 1 then A is said to have semistable reduction
at v; in this case, if T is a split torus then A has split semistable reduction at v.

Lemma 2.48. If v is a place of good reduction for A then cv = 1.

Proof. We will show that if A has good reduction at v then Ã0
v = Ãv (then Φv = 1 and so

cv = 1). The scheme A1 = A×OK
Ov is a subscheme of A so restriction from A to A1 extends

any morphism on A to a morphism on A1. Therefore, for every smooth Ov-scheme T we
have HomSch(T,A1) = HomSch(T ×Ov Kv, A) which implies that A1 is the Néron model of A
over SpecOv ([BLR90], Proposition 1.2.4). Let A2 be the subscheme of A which consists of
the generic fiber A and the abelian variety Ã0

v. Then A2 is a smooth and proper scheme over
Ov (since the fibers A and Ã0

v are proper;[Har77] 4.8.f) so by [BLR90] Proposition 1.2.8 the
scheme A2 is the Néron model of its generic fiber A. Therefore Proposition 2.42 guarantees
that A1

∼= A2 which implies that Ãv = Ã0
v.

Example 2.49. Let E be an elliptic curve. Then dimK E0v = 1 which implies that either
dimK B = 1 (in which case G = 1 and E has good reduction at v) or dimK B = 0 (in which
case dimK G = 1 and E has bad reduction at v). Assume that E has bad reduction at v.

1. If dimK N = 1 and T ∼= 1 then N ∼= Ga and E is said to have additive reduction at v.

2. Otherwise, dimK T = 1 and N ∼= 1 in which case T ∼= Gm over kv and E is said to have
multiplicative reduction. In Example 1.18 we saw that T is either Gm or R1

F
q2v
/Fqv

Gm.

If T = Gm then E is said to have split multiplicative reduction. If T = R1
F
q2v
/Fqv

Gm

then E is said to have nonsplit multiplicative reduction.
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2.4 The Néron-Ogg-Shafarevich Criterion

Let A be an abelian variety of dimension d defined over a number field K. Recall that there
is an action of the decomposition group Gal(Kv/Kv) ⊂ Gal(K/K) and inertia group Iv on
the Tate module T`A. We have chosen a lift σv of the Frobenius element of Gal(kv/kv) =

Gal(Kv/Kv)
Iv

to Gal(Kv/Kv). Therefore, the action of σv on T`A depends on the choice
of σv. However, the action of σv on T`A

Iv is independent of choices since σv is well-defined
up to conjugation by an element of Iv. The following lemma shows that we can interpret
the inertia-invariant subrepresentation of T`A as the Tate module of the special fiber of the
Néron model, which is more manageable. Let A be the Néron model of A over OK .

Lemma 2.50. If ` is coprime to char kv and to the index of Ã0
v in Ãv, then there exists an

isomorphism of Gal(Kv/Kv)-modules

T`Ã0
v = T`Ãv = (T`A)

Iv .

Proof. Let Knr
v be the maximal unramified extension of Kv, i.e., K

nr
v = KIv

v . Since A(K)Iv =
A(Knr

v ) we get that A[`n]Iv = A(Knr
v )[`n]. For each finite unramified extension L/K the

scheme SpecOL is smooth over SpecOK so the Néron mapping property implies thatAv(OL) =
A(L). By passing to the limit we get

Av(Onr
v ) = A(Knr

v ),

where Onr
v is the ring of integers of Knr

v

Since Av is a smooth scheme over SpecOv and Onr
v is henselian, the reduction map

Av(Onr
v )

r−→ Ãv(kv),

is surjective (because the residue field of Onr
v is kv). Moreover, the ExtZ(Z/`nZ)-long exact

sequence of
0→ ker r → Av(Onr

v )→ Ãv(kv)→ 0,

gives
0→ (ker r)[`n]→ Av(Onr

v )[`
n]→ Ãv(kv)[`n]→ Ext(Z/`nZ, ker r).

Since ker r is divisible ([Mum70] II.6.2) the group Ext(Z/`nZ, ker r) is trivial so the map
Av(Onr

v )[`
n]

r−→ Ãv(kv)[`n] is surjective. Moreover, Remark 2.60 implies that, since `n and
char kv are coprime, the surjection Av(Onr

v )[`
n]→ Ãv(kv)[`n] is also injective. By passing to

the limit as n→∞ we get T`A
Iv = T`Ãv.

By Lemma 2.33 there is an exact sequence 1→ T`Ã0
v → T`Ãv → T`Φv. Since ` is coprime

to the index of Ã0
v in Ãv, the module T`Φv is trivial, which implies that T`Ã0

v = T`Ãv.

Theorem 2.51 (Néron-Ogg-Shafarevich). For A to have good reduction at a place v it is
sufficient that Iv ⊂ Gal(Kv/Kv) act trivially on T`A, for some ` coprime to char kv and the
index of Ã0

v in Ãv.
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Proof. In Section 2.3.3 we have seen that there exist algebraic groups G,N, T and B defined
over kv, such that T is a torus, N is unipotent, B is an abelian variety and there exist exact
sequences

1 // T // G // N // 1

1 // G // Ã0
v

// B // 1

(2.3)

An immediate consequence is that d = dimA0
v = dimA = dimN+dimT+dimB. Moreover,

since the unipotent group U is divisible, Lemma 2.33 applied to the exact sequences 2.3 gives
(since T`T ∼= T`G)

1→ T`T → T`Ã0
v → T`B → 1.

But Lemma 2.50 allows us to replace T`Ã0
v with T`A

Iv . Therefore

1→ T`T → (T`A)
Iv → T`B → 1,

which implies that dimT`Ã0 = dimT`T + dimT`B. The rest of the proof ammounts to
dimension count. By Remark 2.32, we have dimT`B = 2dimB since B is an abelian
variety. Moreover, since T is a torus, there exists a kv-isomorphism T ∼= GdimT

m . Therefore,
T`T = T`GdimT

m = (T`Gm)
dimT which implies that dimT`T = dimT .

Since Iv acts trivially on T`A we get that dimT`A0
v = dimT`A = 2dimA = 2dimN +

2dimT + 2dimB; but this is also equal to 2 dimB + dimT which implies that 2 dimN +
dimT = 0. Since N and T are connected, they must be trivial, so A has good reduction at
v.

One implication of Theorem 2.51 is that if T`A is unramified at v for some `, coprime to
char kv and the index of Ã0

v in Ãv, then it is unramified for all ` coprime to char kv and the
index of Ã0

v in Ãv.
Remark 2.52. The conclusion of Theorem 2.51 still holds if we only assume ` to be coprime
to char kv, since in the proof of the theorem it is enough that `n becomes larger than the
index of Ã0

v in Ãv as n → ∞ (which follows from Proposition 2.45). Moreover, if A has
good reduction at v, then for infinitely many `, the Tate module V`A is unramified at v. The
details of the proof of this more general version can be found in [ST68], Theorem 1.

Corollary 2.53. 1. If A is an abelian variety defined over a global field K then for all
but finitely many places v the variety A has good reduction at v.

2. Let ψ : A→ B be an isogeny of abelian varieties. If A has good reduction at v then so
does B.

Proof. 1. Choose a prime `. Since T`A is a finitely generated Gal(K/K)-module, the
inertia Iv acts trivially on T`A for all but finitely many places v. Therefore, Remark
2.52 proves that there is good reduction outside a finite set of places (where T`A has
bad reduction or where ` | char kv).
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2. Via ψ the Z`-module T`A has image a submodule of T`B of finite index. Therefore, if
Iv acts trivially on T`B, it will act trivially on T`A.

2.5 Abelian Varieties over Finite Fields

Let A be an abelian variety of dimension d defined over a finite field Fq. Let πq be the
Frobenius isogeny of the abelian variety (acting as the identity on the topological space
underlying the variety as a scheme and acting on functions by f 7→ f q). If End(A) represents
the ring of endomorphisms of A (i.e., isogenies preserving the identity of A), write End(A)0 =
End(A)⊗Q.

Lemma 2.54. There exists a monic polynomial Pq ∈ Z[x] of degree 2d such that for all
m,n ∈ Z we have n2dPq(m/n) = deg([m] + [n] ◦ πq) = | ker([m] + [n] ◦ πq)|. Moreover, Pq
is the characteristic polynomial of Frobq acting on V`A and the minimal polynomial of πq in
Q(πq)/Q (where Q(πq) ⊂ End0(A).

Proof. See [Mil86a], Proposition 12.4. and Proposition 12.9.

Write Pq(x) =
∏2d

i=1(x− αi), with αi ∈ C. To understand the behavior of the roots αi of
Pq we need to understand the relationship between A and A∨. Fix L an ample invertible sheaf
on A and let φ = φL be the polarization associated with L (i.e., an isogeny φL : A → A∨).
We define the Rosati involution † on End0(A) = End(A)⊗Q by ψ† = φ−1 ◦ψ∨ ◦ φ acting on
A.

Lemma 2.55. The following relation holds in End0(A)

π†
q ◦ πq = [q].

Proof. This is equivalent to φ−1 ◦ π∨
q ◦φ ◦ πq = [q] or π∨

q ◦φ ◦ πq = [q] ◦φ (since [q] commutes

with φ by construction). But for each x ∈ A(K) we have (π∨
q ◦φ◦πq)(x) = π∗

q (t
∗
πq(x)
L⊗L−1) =

t∗x(π
∗
qL)⊗ π∗

qL. Since π∗
q acts by raising to the power q we get

(π∨
q ◦ φ ◦ πq)(x) = t∗xLq ⊗ L−q = [q] ◦ (t∗xL ⊗ L−1) = [q] ◦ φ.

Proposition 2.56. Let π ∈ End0(A) such that π† ◦ π = [m], where m is a positive integer.
Let R be the set of roots of the minimal polynomial of π over Q. Then for every root α ∈ R,
we have |α| =

√
m and x 7→ m/x is a permutation of R.

Proof. See [Mum70] IV.21.II.

Corollary 2.57 (Riemann Hypothesis). The roots α1, . . . , α2d of the minimal polynomial of
πq have absolute value

√
q and can be reordered such that α2d−iαi = q for all i.

Proof. Follows from Lemma 2.55 and Proposition 2.56.
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2.6 The Tamagawa Measure of Abelian Varieties

Let A be an abelian variety of dimension d over a number field K and let A be its Néron
model over SpecOK . We have seen in Section 1.7 how to use a nowhere vanishing invariant
differential form w on A and a set of convergence factors {λv} to define a measure dµA,w,{λv}.
However, this measure depends on the (noncanonical) choice of factors λv. We will use the
results of Section 3.1.1 to prove that there is a canonical choice of convergence factors given
by λv = 1, if v is an infinite place, and λv = Lv(A, 1), if v is a finite place. This result holds
for tori as well, but we will prove a stronger statement in the case of abelian varieties over
number fields.

2.6.1 The Formal Group of an Abelian Variety

In order to analyze the Haar measures, it is enough to look locally. This is best understood
in the context of formal groups. Abelian varieties are commutative groups so their global
analytic behavior is determined in a local neighborhood of the identity element e, by trans-
lations. A powerful tool of analyzing such a local neighborhood of e is the notion of formal
neighborhood of e, which is a formal group for algebraic groups. However, instead of looking
at the formal group of A, we will look at the formal group of A, since A has much better
arithmetic properties than A.

We will identify the point e ∈ A(Kv) with the (closed) point which is the image of the
map e : SpecKv → A (since A is complete every morphism from an affine scheme into A
is constant). The group Av is defined over SpecOv. Let OAv ,e be the local regular ring of

Av at e and let mAv ,e be the maximal ideal of OAv ,e. Let ÔAv,e = lim←−OAv ,e/m
n
Av ,e

be the
completion of OAv,e. Since Av is smooth of relative dimension d, the ring OAv,e is regular so

there exist indeterminates x1, . . . , xd such that ÔAv ,e
∼= Ov[[x1, . . . , xd]]. Similarly, we have

ÔAv×Av ,e×e
∼= Ov[[y1, . . . , yd, z1, . . . , zd]], where xi ◦ π1 = yi, xi ◦ π2 = zi, and πk is projection

to the k-th factor.
The multiplication morphismm : Av×Av → Av induces a morphismm∗ : Ov[[x1, . . . , xd]]→

Ov[[y1, . . . , yd, z1, . . . , zd]]. Write Fi = m∗(xi) which will be power series in yi and zj.

Proposition 2.58. If F = (F1, . . . , Fd) then for y = (y1, . . . , yd), z = (z1, . . . , zd) we have

1. F (y, z) ≡ y + z (mod mAv ,e).

2. F (x, F (y, z)) = F (F (x, y), z).

3. F (y, z) = F (z, y).

4. F (0, z) = z, F (y, 0) = y.

Proof. All the above follow from the formal properties of m except for the first property.
The first property follows from the fact that A has a differential operator which takes m to
the map m∗ : Kv[[y1, . . . , yd, z1, . . . , zd]]→ Kv[[x1, . . . , xd]] given by m∗(y, z) = y + z.
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Let Âv be the formal group of Av. Similarly to the case of the group Av itself, the
space Ω =

∑
Ov[[x1, . . . , xd]]dxi is generated by d independent invariant differentials ηi =∑

φij(x)dxj. The fact that ηi are invariant and they generate Ω implies that they are a
unique scalar multiple of

(
0 . . . 0 1 0 . . . 0

)(∂Fp
∂xq

)−1

dx.

We have constructed a formal group ÔAv ,e as the formal completion of Av along the
identity section. The de Rham cohomology of Kv[[x1, . . . , xn]] is trivial, so there exist
power series logi such that d logi = ηi for every i. The logi form the logarithm map

log = (log1, . . . , logn) : Âv → Gn
a , which is an isomorphism of formal groups (see [Fre93],

Theorem 1). On a small enough neighborhood of the identity where the series converge, log

is a homeomorphism. The formal Lie algebra of Âv is the Lie algebra structure Av of Gn
a ,

given by [x, y] = F2(x, y)− F2(y, x), where F2 represents the homogeneous part of degree 2
of F .

2.6.2 Behavior at Finite Places

Let ΩA be the projective OK-module of global invariant differentials on the Néron model A
with OK-basis η1, . . . , ηd. Then ∧dΩA is a rank one OK-module (with OK-basis η1∧ . . .∧ηd),
which is a rank one submodule of H0(A,Ωd

A/K), the module of invariant differentials on

the abelian variety A (Section 1.7.1). Therefore, for every global invariant differential w ∈
H0(A,ΩA/K), there exists a fractional ideal aw of OK , such that waw = η1 ∧ . . . ∧ ηdOK =
∧dΩA. Let vw = |aw|v for every finite place v.

Lemma 2.59. If v is a finite place, then∫
Av(Ov)

|w|v = q−dv vw|Ãv(kv)|.

Proof. Let Av(Ov)1 be the kernel of the reduction map Av(Ov) → Av(Ov/℘v). For every
polynomial which defines a smooth variety, Hensel’s lemma implies that one can lift roots of
the polynomials in Ov/℘v to roots in Ov. Therefore, since Av is smooth, the map Av(Ov)→
Av(Ov/℘v) = Ãv(kv) is surjective by Hensel’s lemma. Therefore Av(Ov)/Av(Ov)1 ∼= Ãv(kv).

Consider invariant differentials w1, . . . , wn such that w = w1 ∧ . . .∧wn. The differentials
wi and ηi induce invariant differentials ŵi and η̂i on the formal group Âv of Av at the identity
section. Let Av be the formal Lie algebra of Âv. Let logi =

∫
η̂i be the logarithm maps

associated with the differentials η̂i such that logi(0) = 0. Then log = (log1, . . . , logn) defines
a homeomorphism between the neighborhood ℘Nv × . . . × ℘Nv of (0, . . . , 0) ∈ Kn

v for large
enough N and a neighborhood UN of e in Av(Ov) (note that U1 = Av(Ov)1, see [HS00],
Theorem 2.6). In fact, the logarithm map log induces a formal group isomorphism between

Âv and Gn
a via (a, b) 7→ log−1(log a + log b); the map log−1 is well-defined since η̂1, . . . , η̂d is

an OK-basis for the module of invariant differentials (see [Fre93], Theorem 1).
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Since the differential w is translation invariant we have∫
A(Ov)

|w|vdµv = [A(Ov) : A(Ov)1]
∫
A(Ov)1

|w|vdµv = |Ãv(kv)|
∫
Âv(℘v)

|ŵ|v.

The log function allows us to compute∫
Ãv(℘N

v )

|ŵ|v =
∫
℘N
v Av

| log∗ ŵ|v,

and so we get that∫
A(Ov)

|w|vdµv = [A(Ov) : A(Ov)1][℘nv : (℘Nv )
n]

∫
℘N
v Av

| log∗ ŵ|v.

But log∗ ŵ is an invariant differential on ℘Nv Av so it must be a scalar multiple of dx1∧. . .∧
dxn. To evaluate this scalar factor, we need to evaluate log∗ ŵ at the basis ∂/∂x1∧. . .∧∂/∂xd.
Then

|log∗(ŵ1 ∧ . . . ∧ ŵd)|v
(

∂

∂x1
∧ . . . ∧ ∂

∂xd

)
= |ŵ1 ∧ . . . ∧ ŵd|v log

∗
(

∂

∂x1
∧ . . . ∧ ∂

∂xd

)
= |ŵ1 ∧ . . . ∧ ŵd|v

(
log∗1

∂

∂x1
∧ . . . ∧ log∗d

∂

∂xd

)
= |ŵ1 ∧ . . . ∧ ŵd|v

(
∂

log′1 ∂t1
∧ . . . ∧ ∂

log′d ∂td

)
=

∣∣∣∣ŵ1

η̂1
∧ . . . ∧ ŵd

η̂d

∣∣∣∣
v

(
∂

∂t1
∧ . . . ∧ ∂

∂td

)
= vw

by definition of the vw. Therefore∫
A(Ov)

|w|v = [A(Ov) : A(Ov)1]qn(N−1)
v vw

∫
℘N
v Av

dx1 ∧ . . . ∧ dxn = q−nv vw|Ãv(kv)|.

Remark 2.60. Since Av(Ov)1 is isomorphic via the logarithm map to U1
∼=
∏
℘v, the m-

torsion Av(Ov)1[m] is trivial is m is coprime to char kv.

Corollary 2.61. If A has good reduction at v then(∫
Av(Ov)

|w|v
)
Lv(A, 1) = vw.

Proof. By Proposition 3.10 we have that Lv(A, 1)
−1 = qdv/|Ã0

v(kv)| and since A has good
reduction at v we know that Ã0

v = Ãv. But from Proposition 2.59∫
Av(Ov)

|w|vdµv = q−dv vw|Ãv(kv)|.

By combining these two results we get the statement of the lemma.
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Remark 2.62. By the Néron mapping property, there exists a homeomorphism of topological
spacesAv(Ov) ∼= A(Kv). If w is an invariant differential onA, then w induces a Haar measure
|w|v on Av(Ov). However, the same is obtained if we consider the invariant differential
wK = w ×OK

K on A, which induces a Haar measure |wK |v on A(Kv). The main reasons
for the introduction of the fractional ideals awK

is precisely to allow the computation of the
(same) integral over A(Kv) = Av(Ov) by using a differential on A or a differential on A.

Example 2.63. Consider the elliptic curve E defined by the Weierstrass equation

y2 + y = x3 − x,

and let p 6= 37. If E is the Néron model of E over Z, then Ep consists of two fibers,
each of which is an abelian variety, and is defined over Zp by the (projectivized) equation
Y 2Z +Y Z2 = X3−XZ3. An invariant differential on Ep is given by w = dx/(2y+1). Since
the Weierstrass model we chose for the elliptic curve E is minimal, in the sense that the
differential w comes from an invariant differential on E , we may compute its power series
expansion in the formal group Êp. A detailed description of how to find the formal group law

on Êp and how to compute a power series expansion for w is given in [Sil92] IV.1.1. Using
the computer program MAGMA, we obtained the following power series expansion

ŵ(t)/dt = 1 + 2t3 − 2t4 + 6t6 − 12t7 + 6t8 + 20t9 − 60t10 + 60t11 + 50t12 − 280t13 +

+420t14 − 28t15 − 1190t16 + 2520t17 − 1596t18 − 4284t19 + 13608t20 + · · ·

Integrating, we obtain

log(t) = t+
1

2
t4 − 2

5
t5 +

6

7
t7 − 3

2
t8 +

2

3
t9 + 2t10 − 60

11
t11 + 5t12 +

50

13
t13 − 20t14

+28t15 − 7

4
t16 − 70t17 + 140t18 − 84t19 − 1071

5
t20 + 648t21 + · · ·

Since the coefficients of w are integers, the power series log converges whenever vp(t) > 0.
For the derivation ∂/∂x on the formal Lie algebra (x = log t) we have

log∗(ŵ)

(
∂

∂x

)
= w

(
log∗

(
∂

∂x

))
= w

(
1

log′(t)

∂

∂t

)
= dt

(
∂

∂t

)
= 1.

Therefore, the invariant differential log∗ ŵ is the standard derivation on the formal Lie alge-
bra, so (vp)w = 1.

2.6.3 Behavior at Infinite Places

The problem of computing the integrals∫
A(Kv)

|w|v,

51



when v is a real or complex place, can be done using the analytic theory of tori. For every
complex embedding σv : K ↪→ C let Aσv be the abelian variety defined by the fiber product

Aσv //

��

A

��
SpecC σv // SpecK

Over C, the abelian variety Aσv is abelian so Aσv(C) is a complex analytic abelian Lie group.
Therefore, it is topologically a complex torus and the homology group H1(A

σv(C),Z) is a
free Z-module of rank 2d generated by γ1, . . . , γ2d, where d is the dimension of the abelian
variety A ([Mum70], I.1). Similarly, if v is a real place, then H1(A

σv(R),Z) is the subset of
H1(A

σv(C),Z) fixed by complex conjugation (the nontrivial element of Gal(C/R)) (assume
that H1(A

σv(R),Z) is generated by γ1, . . . , γd). If we write w = w1 ∧ . . . ∧ wd, then we may
compute

∫
Aσv (C)

|w|v =

∣∣∣∣∣∣∣∣∣

∫
γ1
w1 . . .

∫
γ1
w1 . . .∫

γ2
w1 . . .

∫
γ2
w1 . . .

...∫
γ2d
w1 . . .

∫
γ2d
w1 . . .

∣∣∣∣∣∣∣∣∣
for a complex place v and

∫
Aσv (R)

|w|v =

∣∣∣∣∣∣∣
∫
γ1
w1 . . .

∫
γ1
wd

...∫
γd
w1 . . .

∫
γd
wd

∣∣∣∣∣∣∣
for a real place v. Since these formulae have no immediate arithmetic significance, we will
not prove them here (see, for example, [Gro82], pp.223).

Let A be an abelian variety defined over a number field K. The period of the abelian
variety A associated to the invariant differential w is

PA,w =

 ∏
v∈M∞

K

∫
Aσv (Kv)

|w|v

 ∏
v∈M0

K

vw.

If we change the invariant differential w by a scalar α ∈ K×, then vαw = |α|vvw for each
finite place v. Moreover, for each infinite place v we have∫

Aσv (Kv)

|αw|v = |α|v
∫
Aσv (Kv)

|w|v.

Therefore,

PA,αw =
∏
v

|α|vPA,w.

But, since α ∈ K×, we have
∏

v |α|v = 1, so PA,w is independent of w. Therefore, the real
number PA,w is called the period of A and is denoted by PA.
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2.6.4 The Tamagawa Measure of A(AK)

Let A be an abelian variety of dimension d defined over a number field K and let w be an
invariant differential on w. Let Λ = {λv} to be a set of convergence factors, such that λv = 1
if v is an infinite place and λv = Lv(A, 1) (see Corollary 2.61) if v is a finite place. Let S
be a finite set of places that includes all the infinite places, all the places where A has bad
reduction and all the places v such that vw 6= 1. Recall that cv is the Tamagawa number at
the finite place v (Definition 2.46) and that PA is the period of A.

Proposition 2.64. If DK is the discriminant of the number field K then∫
A(AK)

dµA,w,Λ =
PA
∏

v∈M0
K
cv√

|DK |
d

.

Proof. By Proposition 1.33, the integral makes sense, since A(AK) is a compact topological
group. Moreover, the proof of Proposition 1.33 showed that if S is a finite set of places that
includes the infinite places and all the places v where A has bad reduction, then the natural
inclusion

A(AK,S)→ A(AK),

is a homeomorphism. Therefore, we may integrate on A(AK,S) =
∏

v∈S A(Kv)×
∏

v/∈S Av(Ov)
instead of A(AK) (by Proposition 1.30) and use the measure dµA,w,Λ on A(AK,S):∫
A(AK)

dµA,w,Λ =

∫
A(AK,S)

dµA,w,Λ

= (
√
|DK |)−d

∫
∏

v∈S A(Kv)×
∏

v/∈S Av(Ov)

 ∏
v∈M∞

K

|w|v

 ∏
v∈M0

K

|w|vLv(A, 1)−1


= (

√
|DK |)−d

 ∏
v∈M∞

K

∫
A(Kv)

|w|v

 ∏
v∈M0

K

∫
Av(Ov)

|w|vLv(A, 1)−1


But, by Proposition 2.59 we have∫

Av(Ov)

|w|v = q−dv vw|Ãv(kv)| = q−dv vwcv|Ã0
v(kv)|,

which by Proposition 3.10 is equal to vwcvLv(A, 1). Therefore, we get that

∫
A(AK)

dµA,w,Λ = (
√
|DK |)−d

 ∏
v∈M∞

K

∫
A(Kv)

|w|v

∏
v

vwcv =
PA
∏

v∈M0
K
cv√

|DK |
d

.
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3 The Birch and Swinnerton-Dyer Conjecture

3.1 L-functions Attached to Abelian Varieties

Let A be an abelian variety of dimension d defined over a number field K. We would
like to construct certain L-functions associated with the Gal(K/K)-representation V`A. On
the one hand, these L-functions will give a canonical set of convergence factors for the
Tamagawa measure on A(AK); on the other hand, we will construct a global L-function
whose asymptotic behavior is part of the Birch and Swinnerton-Dyer conjecture.

3.1.1 The Local L-function

Let A be the Néron model of A over OK . Let v be a finite place of K and let ` be a prime
number coprime to char kv and the index of Ã0

v in Ãv. Recall that V`A = T`A ⊗Z`
Q` =

Hom(Q`/Z`, A) which is a Q` vector space of dimension 2d. Let σv be a lift to Gal(Kv/Kv)
of the geometric Frobenius element in Gal(Knr

v /Kv), and let Iv ⊂ Gal(Kv/Kv) be the inertia
at v. The group Gal(Kv/Kv) acts on Hom(V`A,Q`) by (fσ)(v) = f(σ−1v).

However, the action of σv on Hom(V`A,Q`) depends on the choice of lift σv. We can
eliminate the dependence on choices if we restrict to the subrepresentation Hom(V`A,Q`)

Iv .
Then, for every other choice of lift σ′

v, there exists τ ∈ Iv such that σ′
v = τσvτ

−1, and the
actions of σv and σ′

v on Hom(V`A,Q`)
Iv are identical. The action of σv can be represented

as a (2d)× (2d) matrix whose characteristic polynomial is

χv(X) = det(1− σvX|Hom(V`A,Q`)
Iv).

Remark 3.1. A priori, the coefficients of the characteristic polynomial χv(X) lie in Z`, but
they lie in Z and they do not depend on `. This is essential in defining a complex val-
ued, holomorphic function Lv(A, s). This surprizing fact follows from the Weil conjectures
([Mil86a], Theorem 19.1)

We define the local L-function at v to be

Lv(A, s) = χv(q
−s
v )−1.

To understand the local factors Lv(A, s) we look at the reduction of the abelian variety
at each finite place v. Let A be the Néron model of A over SpecOK , let Ãv be the special
fiber of A over Spec kv and let Ã0

v is the connected component of the identity in Ãv. By
Theorems 1.19 and 1.20 there exist smooth connected algebraic groups G, N , T and B such
that G is affine, N is unipotent, T is a torus and B is an abelian variety, such that there
exist exact sequences

1 // G // Ã0
v

// B // 1

1 // T // G // U // 1

(3.1)
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By Lemma 2.33, the fact that G is affine and N is unipotent implies that, on the level of
Tate modules we have an exact sequence

1→ V`T → V`Ã0
v → V`B → 1. (3.2)

For any Gal(Kv/Kv)-module M , let M(n) be the Gal(Kv/Kv)-module whose underlying
set is M , but whose action is τσkv (m) = τ(qknv m), where τ ∈ Iv and σv ∈ Gal(Knr

v /Kv) is the
Frobenius. Then M(n) is called the n-twist of M . For example, if Q` is the trivial module,
then Q`(1) = lim←−µ`n .

Lemma 3.2. There exists an isomorphism of Gal(K/K)-module Hom(V`A,Q`) ∼= V`A
∨(−1) ∼=

V`A(−1).

Proof. Recall that the Weil pairing

e` : V`A× V`A∨ → lim←−
n

µ`n ⊗Q` = Q`(1),

is a perfect Gal(K/K)-invariant pairing which induces an isomorphism of Gal(K/K)-modules

Hom(V`A,Q`(1)) ∼= V`A
∨ =⇒ Hom(V`A,Q`) ∼= V`A

∨(−1).

But A and A∨ are isogenous so V`A ∼= V`A
∨, which implies that Hom(V`A,Q`) ∼= V`A(−1),

as Gal(K/K)-modules.

Using the exact sequence 3.2, the previous lemma allows us to compute the local Lv(A, s)
in terms of the analogously defined L-factors for the torus T and abelian variety B.

Proposition 3.3. If A, T and B are defined as above, then

χv(A,X) = det(1− σvX|V`B(−1)) det(1− σvX|V`T (−1)).

Proof. Twisting the exact sequence 3.2 by (−1) we get

1→ V`T (−1)→ V`Ã0
v(−1)→ V`B(−1)→ 1.

But, by Lemma 2.50, there exists an isomorphism of Gal(K/K)-modules V`A
Iv = V`Ã0

v;
since Iv acts trivially on the twist (−1), we obtain V`A

Iv(−1) = V`Ã0
v(−1). Therefore,

1→ V`T (−1)→ V`A
Iv(−1)→ V`B(−1)→ 1,

which implies that

det(1− σvX|V`AIv(−1)) = det(1− σvX|V`B(−1)) det(1− σvX|V`T (−1)),

and the proposition follows.
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Lemma 3.4. Let 1 → M → N → P → 1 be an exact sequence of algebraic groups defined
over kv, such that M is affine. Then

|M(kv)||P (kv)| = |N(qv)|.

Proof. There exists an exact sequence 1→M(kv)→ N(kv)→ P (kv)→ 1. The Gal(kv/kv)-
cohomology long exact sequence is

1→M(kv)→ N(kv)→ P (kv)→ H1(kv,M).

Since M is affine, by Theorem 1.20, to show that H1(kv,M) = 0 it is enough to show that
H1(kv,Ga) and H

1(kv,Gm) are both trivial. But this is the statement of Hilbert’s theorem
90. Therefore, 1→M(kv)→ N(kv)→ P (kv)→ 1 and the conclusion follows.

Lemma 3.5. For the abelian variety B we have χv(B, q
−1
v ) = |B(kv)|q−dB and

|χv(B, q−sv )| ≥
∣∣1− q1/2−sv

∣∣2 dimB
.

Proof. Let b = dimkv B. By Lemma 2.54, χv(B,X) = det(1 − σvX|Hom(V`B,Q`)) is a
degree 2b-poynomial χv(B,X) =

∏2b
i=1(1− αiX)(1− αiX) with |αi| =

√
qv. Therefore,

|χv(B, q−sv )| ≥
2b∏
i=1

|1− q1/2−sv | =
∣∣1− q1/2−sv

∣∣2b .
But αi/qv = 1/αi which implies that

χv(B, q
−1
v ) =

∏
(1− 1/αi)(1− 1/αi) =

∏
(1− αi)(1− αi)/

∏
αiαi.

Since χv(B, 1) =
∏
(1−αi)(1−αi) counts the number of fixed points of the Frobenius πB =

πqv (acting on B, as in Section 2.5), we have χv(B, 1) = |B(kv)|. Therefore χv(B, q
−1
v ) =

|B(kv)|q− dimB.

We would like to do the same computation for the torus T . Let T̂ = Hom(T,Gm) be

the character group of the torus T . The action of Gal(kv/kv) on T̂ is given by (σf)(g) =
σf(σ−1(g)), for f : T → Gm and g ∈ T .

Lemma 3.6. We have χv(T,X) = det (1− σvX|V`T (−1)) = det(1 − FvX|T̂ ⊗ Q`), where
Fv = σ−1

v .

Proof. The evaluation pairing V`T × (T̂ ⊗Q`)→ Q`(1) is perfect and Gal(kv/kv)-invariant.
Therefore, there exists an isomorphism of Gal(kv/kv)-modules V`T (−1) ∼= Hom(V`T,Q`(1)) ∼=
T̂ ⊗ Q`. The result follows from the fact that the Galois action on Hom is given by
fσ(x) = f(σ−1x).
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Lemma 3.7. We have χv(T, q
−1
v ) = |T (kv)|/qdimT

v .

Proof. Let t = dimT . The lemma is equivalent to the fact that det(qv−Fv|T̂⊗Q`) = |T (kv)|.
Since T is a torus, there exists a kv-isomorphism φ : T

∼=→ Gt
m. From the fact that T ∼= ̂̂

T we

deduce (by taking Galois invariants) that the map T (kv) −→ HomGal(kv/kv)
(T̂ ,Gm) given by

x 7→ (ψx : ξ 7→ ξ(x)) is an isomorphism (T ∼= ̂̂
T ). Therefore,

x ∈ T (kv)⇐⇒ ψx ∈ HomGal(kv/kv)
(T̂ ,Gm)

which, via φ̂ : Ĝt
m → T̂ , is equivalent to ψx ◦ φ̂ ∈ HomGal(kv/kv)

(Ĝt
m,Gm).

The idea is to use linear algebra to compute the characteristic polynomial of Fv and for
this we need to pass from the Z-module HomGal(kv/kv)

(Ĝt
m,Gm) to a vector space. One way

to achieve this is to tensor with Q`. The condition that x ∈ T (kv) is equivalent to

ψx ◦ φ̂⊗ 1 ∈ HomGal(kv/kv)
(Ĝt

m ⊗Q`,Gm ⊗Q`).

Since Gal(kv/kv) is topologically generated by Fv it is enough to check that ψx ◦ φ̂ ⊗ 1 is
fixed by Fv.

In Theorem 1.17 we defined a cocycle hσ : σ 7→ σ(ψ)ψ−1 ∈ H1(kv,Autkv(G
t
m)). Let ξi be

the standard basis of Ĝt
m, i.e., ξi(x1, . . . , xd) = xi for all i. Since hFv is an automorphism of

Gt
m, the map ĥFv defines an automorphism of Ĝt

m so ĥFv ⊗ 1 ∈ Aut(Ĝt
m ⊗Q`). Then

det(qv − Fv|T̂ ⊗Q`) = det(qv − ĥFv ⊗ 1).

In terms of the standard basis on Ĝt
m we can write ĥFv(ξi) =

∑
j hijξj with hij ∈ Z. The

condition that Fv fixes ψx ◦ φ̂ ⊗ 1 is equivalent to ĥFv ⊗ 1 fixing ψx ◦ φ̂ ⊗ 1, i.e., for every

ξ ∈ Ĝt
m we have

Fv((ψx ◦ φ̂⊗ 1)(ξ ⊗ 1)) = (ψx ◦ φ̂⊗ 1)(ĥFvξ ⊗ 1).

This can be checked at each basis element ξi in which case we need

Fv((ψx ◦ φ̂)(ξi)⊗ 1) = (ψx ◦ φ̂)(
∑
j

hijξj)⊗ 1 =
∏
j

(ψx ◦ φ̂)(ξj)hij ⊗ 1.

Write φ(x) = (x1, . . . , xd) ∈ Gt
m. The advantages of the formula above is that it takes the

problem of finding points in T (kv) to finding points on Gt
m. Note that (ψx ◦ φ̂)(ξi) = xi

(because ξi(φ(x)) = xi) which implies that
∏

j(xj ⊗ 1)hij = (xi ⊗ 1)qv .
Therefore, to count T (kv) we only need to count (x1, . . . , xn) ∈ Gt

m such that
∏

j(xj ⊗
1)hij = (xi ⊗ 1)qv for all i. Observe that Gt

m ⊗Q` is a Q`-vector space; by diagonalizing the
matrix qvIt − (hij), the number of such solutions is equal to the determinant of the matrix
qvId − (hij) ([Ono61], 1.2.6).

Lemma 3.8. If N is a nilpotent group defined over kv then |U(kv)| = qdimU
v .
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Proof. By [Gro64], Exp. 17, Lemma 2.3, the groupN has a composition series with successive
quotients isomorphic to Ga. But |Ga(kv)| = qv so by Lemma 3.4 we get that |N(kv)| =∏dimN

i=1 |Ga(kv)| = qdimN
v .

Example 3.9. Let E be an elliptic curve and let v be a finite place. If v is a place of good
reduction and if B is the reduced elliptic and det(1− πBq−sv ) = 1− avq−sv + q1−2s

v , giving the
usual Lv-factor at primes of good reduction for elliptic curves. If E has additive reduction
at v, then Proposition 3.3 shows that Lv(E, s) = 1.

Assume that E has multiplicative reduction at v. Then the toric part of the reduction
is 1-dimensional so by Example 1.18, T is either Gm or R1

lv/kv
Gm, where lv/kv is a degree

2 extension. If E has split reduction then T ∼= Gm and the Lv-factor is given by det(1 −
Fvq

−s
v |Ĝm)

−1 = (1 − q−sv )−1. If E has nonsplit reduction then T ∼= R1
lv/kv

Gm and so Lv is

given by det(1− Fvq−sv |R̂1
l/kGm)

−1 = (1 + q−sv )−1.

Proposition 3.10. For all finite places v of K we have Lv(A, 1) = q
dim Ã0

v
v /|Ã0

v(kv)|.

Proof. By Lemma 3.4 and the two exact sequences 3.1 we have |Ã0
v(kv)| = |N(kv)||T (kv)||B(kv)|.

Combining the results from Lemmas 3.5, 3.7 and 3.8 we get

|Ã0
v(kv)|

q
dim Ã0

v
v

=
|B(kv)||T (kv)||U(kv)|
qdimB+dimT+dimU
v

= χv(B, q
−1
v )χv(T, q

−1
v ) = χv(A, q

−1
v )

= Lv(A, 1)
−1

3.1.2 Global L-function

The local Lv(A, s) factors encode information at each finite place v. In order to get global
information about the abelian variety A, we define the global L-function to be

L(A, s) =
∏
v

Lv(A, s),

where the product is taken over all finite places v. One could define local L-factors at the
infinite places, using variants of the Euler Γ-function. However, such factors are useful for
possible functional equations satisfied by the global L-function, and do not encode relevant
arithmetic data (for a discussion of the local L-factors at infinite places, see [Tay02]).

Lemma 3.11. The function L(A, s) converges absolutely to a holomorphic function for
Res > 3/2.

Proof. For all but finitely many places v, the abelian variety A has good reduction, so the
analytic behavior of L is determined by the product of the local Lv(A, s), such that A has
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good reduction at v. By Lemma 3.5 we have |χv(A, q−sv )| ≥ |1 − q1/2−sv |2d for all v of good
reduction for A. Therefore, the analytic behavior of L(A, s) is the same as that of∏

v

|1− q1/2−sv |−2d = ζK(s− 1/2)2d.

Therefore, L(A, s) is holomorphic when Res > 3/2.

The basic conjecture regarding the L-function is

Conjecture 3.12. If K is a number field and A is an abelian variety over K then there
exists an analytic continuation of L(A, s) to the whole plane C.

Remark 3.13. In the case when K is a function field then it is known that L(A, s) is mero-
morphic on C. In the case of number fields K, the conjecture is proven for elliptic curves
defined over K = Q, a fact that follows from the Modularity Theorem ([BCDT00]).

3.2 The Conjecture

The Birch and Swinnerton-Dyer conjecture relates the behavior of the global L-function and
the arithmetic properties of the abelian variety.

Conjecture 3.14 (Birch and Swinnerton-Dyer, weak form). Let A be an abelian variety
defined over a number field K and let L(A, s) be the global L-function of A. Then the order
of vanishing of L at 1 is equal to r, the rank of A.

Birch and Swinnerton-Dyer went further and conjectured what the coefficient of the first
term in the Taylor expansion of L(A, s) around 1 should be:

Conjecture 3.15 (Birch and Swinnerton-Dyer, strong form). Let A be an abelian variety of
rank r defined over a number field K. Let L(A, s) be the global L-function of A, let A(K)tors
and A∨(K)tors be the torsion subgroups of A(K) and A∨(K) respectively. Let RA be the
regulator of A, and let X(A/K) be the Shafarevich-Tate group. Then X(A/K) is a finite
group and

L(r)(A, 1)

r!
∫
A(AK)

dµA,w,Λ
=

RA|X(A/K)|
|A(K)tors||A∨(K)tors|

.

This statement of the conjecture is not effective from a computational perspective. By
Proposition 2.64 we may rewrite the formula as

1

r!
L(r)(A, 1) =

PARA|X(A/K)|
∏

v∈M0
K
cv√

|DK |
d|A(K)tors||A∨(K)tors|

.

This statement of the conjecture is extremely useful because it gives a computationally
effective method of computing the size of X(E/K) in the case of elliptic curves E defined
over Q, which in turn gives an upper bound on the running time of an algorithm that
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computes generators for the Mordell-Weil group E(Q) (algorithms for computing each of the
other quantities in the formula are discussed in [Cre97]).

Conjecture 3.14 was proven in the case of elliptic curves of analytic rank 0 or 1 (i.e., order
of vanishing of the L-function 0 or 1) by combining the Modularity theorem ([BCDT00]),
the work of Gross and Zagier ([GZ86]) and that of Kolyvagin on Euler systems ([Gro91]). In
most other cases, little is known. However, there are theorems about the consistency of the
conjecture. If A→ B is an isogeny, then Conjecture 3.15 is true for A if and only if it is true
for B. To prove such a theorem one cannot use the above form of the conjecture, since the
Néron model of an abelian variety (and implicitly the Tamagawa numbers at finite places)
does not behave well under isogenies.

What does behave well under isogeny is the set of places where an abelian variety has
good reduction (Corollary 2.53). So choose S a finite set of places that includes the set of
infinite places, the places of bad reduction and the places where vw 6= 1. We will define a
new set of convergence factors for the Tamagawa measure on A(AK) by ΛS = {λv} such that
λv = 1 if v ∈ S and λv = Lv(A, 1) if v /∈ S. Thus we obtain a measure dµA,w,ΛS

such that

∫
A(AK)

dµA,w,Λ =

 ∏
v∈S∩M0

K

Lv(A, 1)

∫
A(AK)

dµA,w,ΛS
.

Let LS(A, s) =
∏

v/∈S Lv(A, s), which has the same analytic behavior as L(A, s) since we
simply took out a finite product of nonvanishing, holomorphic functions.

Proposition 3.16. Conjecture 3.15 is equivalent to

L
(r)
S (A, 1)

r!
∫
A(AK,S)

dµA,w,ΛS

=
RA|X(A/K)|

|A(K)tors||A∨(K)tors|
.

Proof. SinceA(AK,S) = A(AK), it is enough to show that L(r)(A, 1) =
(∏

v∈S∩M0
K
Lv(A, 1)

)
L
(r)
S (A, 1).

We have

L(r)(A, 1) =

 ∏
v∈S∩M0

K

Lv(A, s)

LS(A, s)

(r)

|s=1

=
r∑
i=0

 ∏
v∈S∩M0

K

Lv(A, s)

(i)

(LS(A, s))
(r−i)|s=1

But Conjecture 3.14 implies that the order of vanishing of LS(A, s) at 1 is r so (LS)
(r−i)(A, 1) =

0 if r 6= 0 and the proposition follows immediately.

Conjectures 3.15 and 3.16 do not generally appear together in the literature. With the
machinery already developed, the proof was straightforward. However, it required the prior
careful analysis of the structure of the local L-factors and of the local integrals.
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4 Global Number Theory

The fact that Conjecture 3.15 encodes so much arithmetic data implies that any proof
involving the conjecture would require a large number of global number theoretic results. In
order to prove that the conjecture is invariant under isogenies, one needs to use global Tate-
Poitou duality and the global Euler-Poincare characteristic. First, we develop the necessary
machinery to be able to manipulate long exact sequences of Ext. Then we derive the global
results we will use to prove the invariance under isogeny.

4.1 Derived Functors

The absolute Galois group of a number field K, Gal(K/K), is rather mysterious. It is a
topological profinite group, i.e., it is Hausdorff, compact and totally disconnected. However,
its structure is not fully understood. In fact, most information about Gal(K/K) can be
obtained not by studying its structure, but by studying representations of it, i.e., continuous
maps

Gal(K/K)→ Aut(V )

for some (finite dimensional) vector space V . More generally, if G is a group, Z[G], the free
group whose generators are elements of G, is a noncommutative ring that can act on a set
M . If the action of G on M is continuous, we say that M is a continuous Z[G]-module, or
simply, a continuous G-module. Let ModG be the category of continuous G-modules.

The most efficient strategy in studying the representations of a group G is to associate
to each representation an invariant. For example, a covariant functor F from ModG to the
category of abelian groups is an example of such an invariant. More often than not, the
functor F is not exact in the sense that given an exact sequence 1 → M → N → P → 1
of continuous G-modules, the corresponding sequence 1 → F (M) → F (N) → F (P ) is not
right exact.

Example 4.1. Let G = {−1, 1} acting by multiplication on the sets M = N = Z and P =
Z/2Z. Consider the functor F from ModG to the category of abelian groups, F (X) = XG,
taking a module X to the G-invariant submodule. Then F (Z) = {0}, since G acts by
inverting the sign. However, F (Z/2Z) = Z/2Z since −1 = 1 in Z/2Z. Therefore the exact

sequence 1→ Z 2→ Z→ Z/2Z→ 1 becomes 1→ 1→ 1→ Z/2Z, which is not exact.

Definition 4.2. The k-th right derived functor of F is a functor RrF from ModG to the
category of abelian groups such that for every exact sequence 1 → M → N → P → 1 of
continuous G-modules, we get a long exact sequence

1→ F (M)→ F (N)→ F (P )→ R1F (M)→ R1F (N)→ R1F (P )→ R2F (M)→ · · ·

Example 4.3. If G is a group and F is the functor that takes X ∈ ModG to XG, then
RrF (X) is none other than the usual group cohomology Hr(G,X).
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If the functor F is contravariant, meaning that a map M → N induces a map F (N)→
F (M) (in the other direction), then one can define the notion of left derived functor in the
same way.

Let G be a group. Then, the functor F (X) = XG can be rewritten as the functor F (X) =
HomG(Z, X), i.e., G-invariant homomorphisms from the trivial G-module Z to the G-module
X. More generally, for a continuousG-moduleM , the functor FM(X) = HomG(M,X) taking
X to G-invariant homomorphisms from M to X is covariant.

Definition 4.4. Let ExtrG(M,−) be the k-th derived functor of FM .

Remark 4.5. IfM = Z has trivialG-action, then ExtrG(M,X) = Hr(G,X), since HomG(Z, X)
and XG are the same functor. The quickest way to compute ExtrG(M,N) is to use injective
resolutions. Let

N∗ : 1→ N0 → N1 → N2 → · · ·

be an injective resolution of N . Since HomG(M,−) is covariant, we obtain a resolution

1→ HomG(M,N0)
i1→ HomG(M,N1)

i2→ HomG(M,N2)→ · · · .

Then Ext∗G(M,−) is simply the cohomology of the complex HomG(M,N∗), i.e., Extr =
ker ir/Imir−1. A quick corollary of this fact is that ifM,N and P are continuous G-modules,
then

ExtrG(M,N ⊕ P ) = ExtrG(M,N)⊕ ExtrG(M,P )

Example 4.6. As an application of the previous remark, we will show that if M and N are
abelian groups then for every r ≥ 2 we have Extr{1}(M,N) = 0. Indeed, let N1 be an injective
module such that 0→ N → N1. If N2 is the cokernel of the inclusion, then it is also injective
(see [Wei94] Lemma 3.3.1) so we get an injective resolution 0 → N → N1 → N2 → 0.
Therefore, Extr{1}(M,N) is the cohomology of the complex

0→ Hom(M,N1)→ Hom(M,N2)→ 0.

Since there are only two nonzero groups in the complex, all cohomology groups in dimension
r ≥ 2 vanish.

Remark 4.7. If M = Z, the previous remark shows that we may compute the cohomology
groups Hr(G,−) by using injective resolutions. Such a computation could also be taken
as a definition. However, in that case, the fact that Hr(G,−) is the r-th derived functor
of F (X) = XG would no longer be clear. To show that the cohomology of the complex
HomG(Z, N∗) does indeed give the derived functors of HomG(Z, N), we need the following
general fact about cohomology (see [Wei94] 1.3). Consider a commutative diagram with
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exact columns, such that the rows are complexes, i.e., d ◦ d = 0

0

��

0

��

0

��
d // Ak−1

d //

��

Ak
d //

��

Ak+1
d //

��
d // Bk−1

d //

��

Bk
d //

��

Bk+1
d //

��
d // Ck−1

d //

��

Ck
d //

��

Ck+1
d //

��
0 0 0

We may construct the cohomologies of each complex Hr = ker d/Imd. Then Hr is a derived
functor in the sense that there exists a long exact sequence

1→ H0(A)→ H0(B)→ H0(C)→ H1(A)→ · · ·

A similar functor to HomG(M,−) is the functor −⊗Z[G]N for a continuous G-module N .
However, this functor is contravariant. Define TorGk (−, N) to be the k-th left derived functor
of the functor −⊗Z[G] N . Again, Tor can be computed in a similar fashion to Ext, but now
by choosing a projective resolution · · · → N2 → N1 → N0 = N → 0 and taking TorGr (M,N)
to be the homology of the complex M ⊗Z[G] N∗.

If H is a normal and closed subgroup of G then G/H is a topological profinite group
and we may naturally endow ExtrH(M,N) with the structure of G/H module by letting
σ ∈ G/H act on f ∈ HomH(M,N) by σf : m 7→ σf(σ−1m). IfM is finite, then ExtrH(M,N)

is a continuous module. Otherwise, define Êxt
r

H(M,N) = ∪H⊂U⊂G ExtrH(M,N)U to be the
continuous submodule of ExtrH(M,N).

For every continuous H-module N , we define the induction IndGH N = {f : G →
N |f(hg) = h(f(g)), ∀h ∈ H} to be a set with a G-action given by gf(x) = f(xg). The in-
duction is a continuous G-module and for every G-module M we have HomG(M, IndGH N) =
HomH(M,N) (Frobenius reciprocity). Since the two functors are equal, their right derived
functors must be equal as well, hence there exists an isomorphism ExtrG(M, IndGH N) ∼=
ExtrH(M,N).

As usual for derived functors, there exists a Grothendieck spectral sequence for the
ExtrG(M,N). Spectral sequences are an extremely useful tool for determining right derived
functors, such as Ext∗ and H∗. A spectral sequence is consists of a set of abelian groups
Ep,q
r for r ≥ 2 and (p, q) ∈ Z≥0 × Z≥0 and derivations d : Ep,q

r → Ep+r,q−r+1
r (derivation

simply means that d ◦ d = 0) such that Ep,q
r+1 can be obtained as the cohomology group

of the complex E
p+kr,q−k(r−1)
r . For each p and q, there exists r0 such that if r > r0 then

Ep,q
r = Ep,q

r−1. This occurs when the derivations that go in and out of Ep,q
r are the 0 maps
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(so r0 = p + q works). Denote this constant sequence of groups by Ep,q. To say that there
exists a spectral sequence Ep,q

2 =⇒ Ep+q simply means that for each n ≥ 0, there exists a
composition series of En with successive quotients equal to Ep,n−p. While a full description
of spectral sequences and their techniques of computation would diverge too much from the
purpose of this section, it is worthwhile to mention the similarity between the Grothendieck
spectral sequence RiF ◦RjG =⇒ Ri+jF ◦G and the classical Leibniz rule for differentiation
dn(fg) =

∑n
i=0 d

i(f)dn−i(g). It is much easier to deal with spectral sequences visually

...

E0,3
2

((QQQQQQQQQQQQQQQ E1,3
2

((QQQQQQQQQQQQQQQ E2,3
2

((QQQQQQQQQQQQQQQQQ E3,3
2

E0,2
2

((QQQQQQQQQQQQQQQ E1,2
2

((QQQQQQQQQQQQQQQ E2,2
2

((QQQQQQQQQQQQQQQQQ E3,2
2

E0,1
2

((QQQQQQQQQQQQQQQ E1,1
2

((QQQQQQQQQQQQQQQ E2,1
2

((QQQQQQQQQQQQQQQ E3,1
2

E0,0
2 E1,0

2 E2,0
2 E3,0

2
. . .

Thus, the fact that Ep,q
2 =⇒ Ep+q can be interpreted as: for r sufficiently large, En has a

composition series whose successive quotients are elements Ep,q
r on the diagonal p + q = n.

For certain groups Ep,q
2 it is particularly easy to compute Ep+q, since it may happen that all

Ep,q
2 = 0 for q > 0 (as it does in Lemma 4.11).

Proposition 4.8. Let H be a normal closed subgroup of G, let N,P be G-modules and let
M be a G/H-module such that Tor1Z(M,N) = 0. Then there exists a spectral sequence

ExtrG/H(M, Êxt
s

H(N,P )) =⇒ Extr+sG (M ⊗Z N,P ).

Proof. See [Mil86a], Theorem 0.3.

4.2 Duality

All G-modules are assumed to be continuous. Let µ∞ represent the group of roots of unity.
For a Gal(L/K)-module M we will write M∗ = Hom(M,µ∞) and M∨ = Hom(M,Q/Z) and
M̂ = Hom(M,Gm) for the Pontryjagin dual of M . If M is a G-module, each of M∗,M∨

and M̂ can be turned into a G-module, by letting σf(x) = σf(σ−1x), where the action of G
on the image space is determined on a case-by-case basis. (For example, if G = Gal(K/K)

then the G-action on Gm is simply the action of Gal(K/K) on K
×
.)

Let K be a number field. Duality in the context of arithmetic has been inspired by
duality theorems (such as Poincare duality) in the care of smooth compact manifolds.
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4.2.1 Local Duality

Let v be a finite place of K and let M be a Gal(Kv/Kv)-module. Then Hr(Kv,M) = 0 for
r ≥ 3 and there exists a pairing

Hr(Kv,M)×H2−r(Kv,M
∗)

∪→ H2(Kv,M ⊗M∗)→ Q/Z

given by 〈f, g〉v = invv(f ∪ g), where invv are the invariant maps of local class field theory.
For proofs of the following two theorems, see [NSW00] Theorem 7.2.6.

Theorem 4.9 (Local Tate Duality). The pairing

〈, 〉v : Hr(Kv,M)×H2−r(Kv,M
∗)→ Q/Z

is perfect.

If v is complex, the groups Hr(Kv,−) are trivial. If v is real, Hr(Kv,−) are finite for
finite Gal(Kv/Kv)-modules. There is a pairing

〈, 〉R : Hr(Kv,M)×H2−r(Kv,M
∗)→ Q/Z,

given by the ∪ product (since H2(Gal(C/R),C×) ∼= Z/2Z ⊂ Q/Z). The pairing defined
for these cohomology groups is degenerate when r = 0, 2. For every infinite place v, write
Ĥr(Kv,M) = MGal(Kv/Kv)/NKv/Kv

M if r = 0 and Ĥr(Kv,M) = Hr(Kv,M) if r > 0. To

ease notation we will write Ĥ0(Kv,M) = H0(Kv,M) whenever v is a finite place.

Theorem 4.10. The pairing

〈, 〉v : Ĥr(Kv,M)× Ĥ2−r(Kv,M
∗)→ Q/Z

is nondegenerate.

If we continue the analogy with the case of topological duality, Theorem 4.9 implies that
local fields behave like complex curves. This is not the case for number fields, as we shall
see in the next section.

4.2.2 Global Duality

Let K be a number field and let S be a finite set of places that includes all infinite places.
Let KS be the maximal algebraic extension of K that is unramified at all places v /∈ S and

let GS = Gal(KS/K). We will denote the finite sum ⊕v∈SK×
v ⊗K

×
by IS and we will write

CS = IS/O×
K,S

. Then, there exists an exact sequence

0→ O×
K,S
→ IS → CS → 0.

The construction of the 9-term global duality long exact sequence in Theorem 4.15 requires
global class field theory and an analysis of the Ext long exact sequences that arise from the
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short exact sequence 0 → OK,S → IS → CS → 0. The particular case of interest for global
duality is the case of Gal(KS/K)-modulesM such that no place of S divides |M |. Before we
write down the ExtGS

(M,−)-long exact sequence for the short sequence above, we would like
to compute the Ext-groups separately. Since the proofs of these computations are somewhat
lengthy, technical and unrevealing, we will only prove the first lemma, as an example of the
general method of proof using spectral sequences.

Lemma 4.11. Let M be a finite Gal(KS/K)-module and let M̂ = Hom(M,O×
K,S

), where

the Gal(KS/K)-action on O×
K,S

is given by the action of GS on O×
K,S

. If S contains all the

infinite places and all the places dividing |M | then

ExtrGS
(M,O×

K,S
) = Hr(GS, M̂)

for r ≥ 0.

Proof. The proof is nothing more than an exercise in interpreting the spectral sequence in
Proposition 4.8. If we apply Proposition 4.8 to the closed subgroup 1 of GS and the trivial
GS-module Z (in which case the hypothesis of Proposition 4.8 is satisfied) we get

Er,s
2 = ExtrGS

(Z, Êxt
s

1(M,O×
K,S

)) =⇒ Extr+sGS
(M,O×

K,S
).

SinceM is finite we can replace Êxt by Ext. ThenHr(GS,Ext
s
1(M,O×

K,S
)) = ExtrGS

(Z,Exts1(M,O×
K,S

)).

Since Z[1] = Z, the groups Exts1(M,O×
K,S

) are trivial for r ≥ 2, by Example 4.6. More-

over, we have assumed that no place of S divides |M |. Thus, |M | ∈ O×
K,S

and for every

` | |M | the roots of unity µ` are included in KS. Consequently, raising to power ` is a sur-
jection on O×

K,S
. Therefore, Ext1(Z/`Z,O×

K,S
) = OK,S/(OK,S)` = 0 ([Wei94] 3.3.2). Since

M is a finite abelian group, this implies that Ext1(M,O×
K,S

) = 0 (by the structure theorem

for finitely generated abelian groups). Finally, Ext0(M,O×
K,S

) = M̂ by definition. Thus, the

spectral sequence Er,s
2 =⇒ Er+s is

...

0

,,YYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYY 0

,,YYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYYY 0

,,XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 0

0

,,XXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 0

,,XXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 0

++WWWWWWWWWWWWWWWWWWWWWWWWWWWWWW 0

Ext0GS
(Z, M̂) Ext1GS

(Z, M̂) Ext2GS
(Z, M̂) Ext3GS

(Z, M̂) . . .

and so
Hr(GS, M̂) ∼= ExtrGS

(Z, M̂) ∼= ExtrGS
(M,O×

K,S
),

since on each diagonal in the spectral sequence, only one term is nonzero.
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Lemma 4.12. LetM be a finite GS-module and let M̂ = Hom(M,K
×
) with the usual Galois

action. Then
ExtrGS

(M, IS) = ⊕v∈SHr(Kv, M̂)

Proof. See [Mil86b], Lemma 4.13. (Note that in our case, S is a finite set, so the computation
is significantly simpler than in [Mil86b]).

Lemma 4.13. Assume that M is a finite GS-module such that S contains all the places
dividing |M |. Then, for r ∈ {1, 2}, we have

ExtrGS
(M,CS) ∼= H2−r(GS,M)∨.

Proof. See [Mil86b] Theorem 4.6.a. This lemma is where global class field theory is used.

Consider the exact sequence ofGS-modules 0→ O×
K,S
→ IS → CS → 0. The ExtGS

(M,−)-
long exact sequence associated to it is

0 // Ext0GS
(M,O×

K,S
) // Ext0GS

(M, IS) // Ext0GS
(M,CS)

ssffffffffffffffffffffffffff

Ext1GS
(M,O×

K,S
) // Ext1GS

(M, IS) // Ext1GS
(M,CS)

ssffffffffffffffffffffffffff

Ext2GS
(M,O×

K,S
) // Ext2GS

(M, IS) // Ext2GS
(M,CS)

By Lemmas 4.11, 4.12 and 4.13, this exact sequence becomes

0 // H0(GS,M)
iM // ⊕v∈SH0(Kv,M) // Ext0GS

(M,CS)

rrfffffffffffffffffffffffffffff

H1(GS,M)
fM

// ⊕v∈SH1(Kv,M)
gM // H1(GS,M

∗)∨

rrfffffffffffffffffffffffffffff

H2(GS,M) // ⊕v∈SH2(Kv,M)
jM // H0(GS,M

∗)∨

(4.1)

Remark 4.14. By Theorems 4.9 and 4.10, there exists an isomorphism

⊕v∈SH1(Kv,M) ∼= ⊕v∈SH1(Kv,M
∗)∨.

Similarly, there exists an isomorphism

⊕v∈SĤ0(Kv,M) ∼= ⊕v∈SH2(Kv,M
∗)∨.
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Theorem 4.15 (Tate-Poitou). The maps iM : H0(GS,M) → ⊕v∈SĤ0(Kv,M) and jM∗ :
⊕v∈SH2(Kv,M

∗) → H0(GS,M)∨ are dual to each other. The maps fM : H1(GS,M) →
⊕v∈SH1(Kv,M) and gM∗ : H1(GS,M)∨ → ⊕v∈SH1(Kv,M

∗) are dual to each other. More-
over, they induce an exact sequence

0 // H0(GS,M) // ⊕v∈SĤ0(Kv,M) // H2(GS,M
∗)∨

rrfffffffffffffffffffffffffffff

H1(GS,M) // ⊕v∈SH1(Kv,M) // H1(GS,M
∗)∨

rrfffffffffffffffffffffffffffff

H2(GS,M) //// ⊕v∈SH2(Kv,M) // H0(GS,M
∗)∨ // 0

Proof. By algebraic dual we mean Hom(−,Q/Z). First, by the previous remark, it makes
sense to require that iM and jM∗ be dual, and that fM and gM∗ be dual, since their domains
and ranges are dual. These two facts follow from [Mil86b], Theorem 4.10.

Since jM∗ is the algebraic dual of iM , which is injective, the homomorphism jM∗ is
surjective. Therefore, the long exact sequence 4.1 implies that we have an exact sequence

⊕v∈SH1(Kv,M)
gM // H1(GS,M

∗)∨

rrfffffffffffffffffffffffffffff

H2(GS,M) // // ⊕v∈SH2(Kv,M)
jM // H0(GS,M

∗)∨ // 0

Consider the algebraic dual of the previous exact sequence, with M changed to M∗. By
Remark 4.14, we get

0 // H0(GS,M)
j∨
M∗// ⊕v∈SĤ0(Kv,M) // H2(GS,M

∗)∨

rrfffffffffffffffffffffffffffff

H1(GS,M)
g∨
M∗

// ⊕v∈SH1(Kv,M)

But fM = g∨M∗ so if we put the two sequences next to each other, the new sequence will
be exact at ⊕v∈SH1(Kv,M), since

H1(GS,M)
fM

// ⊕v∈SH1(Kv,M)
gM // H1(GS,M

∗)∨

is exact in the middle by the exact sequence 4.1. This new 9-term long exact sequence is the
one we needed to construct.

4.2.3 Global Euler-Poincare Characteristic

For a finite Gal(KS/K) module M write

χS(M) =
|H0(GS,M)||H2(GS,M)|

|H1(GS,M)|
.
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Theorem 4.16 (Tate). We have

χS(M) =
∏

v∈M∞
K

|Ĥ0(Kv,M
∗)|

|M |v
=
∏

v∈M∞
K

|Ĥ0(Kv,M
∗)|

|H0(Kv,M)|
.

Proof. The proof of this theorem is extremely technical and would take us too far afield. For
a proof, see [Mil86a] or [NSW00].

In particular, if we replace M by M∗, since |M | = |M∗| we get

χS(M
∗) =

∏
v∈M∞

K

|Ĥ0(Kv,M)|
|H0(Kv,M)|

.
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5 Invariance Properties of the Birch and Swinnerton-

Dyer Conjecture

5.1 Invariance Under Restriction of Scalars

Let L/K be a Galois extension of number fields and let A be an abelian variety defined over
L. Then, by Corollary 1.12, B = RL/KA is also an abelian variety, isomorphic over K to∏
Aσi as σi ranges over embeddings σi : L ↪→ K. We would like to show that Conjecture

3.15 holds for A if and only if it holds for B. For this, we need to analyze separately each
of the quantities in the statement of the conjecture. In fact, it is more convenient to work
with Conjecture 3.16 (which is equivalent to Conjecture 3.15).

To begin with, let S be a finite set of places ofK that includes all infinite places, all places
of bad reduction of B, all places lying under places of bad reduction for A and all places that
ramify in L. Let T be the set of places of L that lie above places in S. There exist canonical
choices of models for A and B over OL,T and OK,S respectively, i.e., the Néron models A
and B. Let wA be an invariant differential on A and let wB its corresponding invariant
differential on B, as in Proposition 1.45. Moreover, fix the canonical sets of convergent
factors ΛT = {λw}, such that λw = 1 is w ∈ T and λw = Lw(A, 1) if w /∈ T , and ΛS = {λ′v}
such that λ′v = 1 if v ∈ S and λ′v = Lv(B, 1) if v /∈ S.

By Theorem 2.51, for each v /∈ S a place of K and w a place of L lying above v,
there exists ` (sufficiently large) such that the Tate modules V`A and V`B are unramified

at w and v respectively. By Remark 2.34, we have V`B ∼= Ind
Gal(K/K)

Gal(L/L)
V`A. Therefore

V`B = {f : Gal(K/K) → V`A|f(hg) = hf(g),∀h ∈ Gal(L/L)} with Gal(K/K) action
given by σf(g) = f(gσ). In order to get the local L-factors we need (V`A)

Iw = V`A and
(V`B)Iv = V`B, where Iv and Iw are the inertia groups. Since v is unramified in L, we have
Iw = Gal(Kv/LK

nr
v ) = Iv ⊂ Gal(L/L).

Lemma 5.1. With the above notation we have

det(1− σ−1
v X| IndGal(Kv/Kv)

Gal(Lw/Lw)
V`A) = det(1− σ−1

w X [Lw:Kv ]|V`A),

(where σw is a lift of the Frobenius φw to Gal(Lw/Lw)).

Proof. Since w | v is unramified by construction of S, the extension Lw/Kv is cyclic of order
nw = [Lw : Kv] generated by σ−1

v . Then

Ind
Gal(Kv/Kv)

Gal(Lw/Lw)
V`A = Q[Gal(Kv/Kv)]⊗Q[Gal(Lw/Lw)] V`A = Q[Gal(Lw/Kv)]⊗ V`A

in the following sense: if v1, . . . , v2d form a Ql-basis for V`A (d = dimA), then a Ql-basis for

Ind
Gal(Kv/Kv)

Gal(Lw/Lw)
V`A is given by the Gal(Lw/Lw)-equivariant maps fij taking σ

−i
v to vj and all

the other powers of σ−1
v to 0. In that case fσ

−1
v

ij = fi−1,j for i > 0; fσ
−1
v

0,j takes σ
−(nw−1)
v to

σ−1
w vj and everything else to 0, so fσ

−1
v

0,j is a linear combination of fnw−1,j-s that corresponds
on the σ−1

w action on V`A.
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Let H = (hij) be the matrix of the action of σ−1
w on the basis {v1, . . . , v2d}. Then, the

matrix of σ−1
v on Ind

Gal(kv/kv)

Gal(Lw/Lw)
V`A is
02d 02d . . . 02d H
I2d 02d . . . 02d 02d
02d I2d . . . 02d 02d

...
02d 02d . . . 02d I2d 02d


Interpretted as a matrix with entries 0, 1 and the variable H, the characteristic polynomial
is simply I2d −XnwH. Therefore, the characteristic polynomial of the 2dnw × 2dnw matrix
is the determinant of I2d −XnwH, i.e., the determinant det(1− σ−1

w Xnw |V`A).

Lemma 5.2. Let V be a Gal(L/L) module (e.g., V = V`A). If v is a finite place of K such
that L and V are unramified at v, then

Ind
Gal(K/K)

Gal(L/L)
V ∼= ⊕w|v IndGal(Kv/Kv)

Gal(Lw/Lw)
V,

as Gal(Kv/Kv)-modules.

Proof. Since L/K is Galois, if w1, . . . , we are the places of L lying above v, then Gal(L/K)
acts tranzitively on {w1, . . . , we}, so there exist σi ∈ Gal(L/K) such that σiw1 = wi. More-
over, v is unramified in L, so all the decomposition groups Di = Gal(Lwi

/Kv) are isomorphic,
which means that {σ1, . . . , σe} form a set of representatives for Gal(Lw1/Kv) \ Gal(L/K).
We need to show that

Q[Gal(K/K)]⊗Q[Gal(L/L)] V
∼= ⊕w|vQ[Gal(Kv/Kv)]⊗Q[Gal(Lw/Lw)] V

or Q[Gal(L/K)] ⊗ V ∼= ⊕w|vQ[Gal(Lw/Kv)] ⊗ V . This is equivalent to Ind
Gal(L/K)
1 V =

⊕wi
IndDi

1 V .
Note that σ ∈ D1 if and only if σiσσ

−1
i ∈ Di, so IndDi

1 V = (IndD1
1 V )σi (if ρ gives the

Galois action on W , then ρ′(x) = ρ(σxσ−1) is the Galois action on W σ). Therefore, we

need to show that Ind
Gal(L/K)
1 V = ⊕σj(Ind

D1
1 V )σj . Consider the map Θ : Ind

Gal(L/K)
1 V →

⊕σi(Ind
D1
1 V )σi that takes the function f : Gal(L/K) → V (i.e., f ∈ Ind

Gal(L/K)
1 V ) to

⊕σifi, where fi(x) = f(xσi) goes from D1 → V . Since {σ1, . . . , σe} form representatives for
D1 \ Gal(L/K), the map Θ is injective. Moreover, for ⊕fi ∈ ⊕σi(Ind

D1
1 V )σi , the function

f : Gal(L/K)→ V given by f(x) = fi(xσ
−1
i ), for x ∈ D1σi, maps to ⊕fi, via Θ. Therefore,

the two sides are isomorphic.

Lemma 5.3. For each v /∈ S a place of K and w | v a place of L we have

Lv(B, s) =
∏
w|v

Lw(A, s).
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Proof. Having assumed that the Tate modules V`A and V`B are unramified at w and v
respectively, for ` large enough, we have

Lv(B, s)
−1 = det(1− σvq−sv |Hom(V`B,Q`))

= det(1− σ−1
v q−sv |V`B)

= det(1− σ−1
v q−sv | ⊕w|v Ind

Gal(Kv/Kv)

Gal(Lw/Lw)
V`A)

=
∏
w|v

det(1− σ−1
v q−sv | Ind

Gal(Kv/Kv)

Gal(Lw/Lw)
V`A)

=
∏
w|v

det(1− σ−1
w q−nws

v |V`A)

=
∏
w|v

det(1− σwq−sw |Hom(V`A,Q`)) =
∏
w|v

Lw(A, s)

The second equality comes from the fact that the action of σ on f : V`B → Q` is given by
fσ(x) = f(σ−1x). The third equality comes from Lemma 5.2 while the fifth equality comes
from Lemma 5.1.

In particular, for the canonical choices of sets of convergent factors ΛT and ΛS, by the
previous lemma we have that

∏
w|v λw = λ′v. In particular, the conditions of Proposition 1.45

are satisfied and A(AL,T ) = B(AK,S) (by the restriction of scalars property) so∫
A(AL,T )

dµA,wA,ΛT
=

∫
B(AK,S)

dµB,wB ,ΛS
.

We now turn to the question of rank and torsion subgroups for A and B. The following
lemma shows that RL/KA

∨ = B∨.

Lemma 5.4. By definition of restriction of scalars there exists an L-morphism ψ : B → A.
If πi :

∏
σ:L↪→K A

σ → Aσi is projection to the i-th factor, then the map Pic0(A) → Pic0(B)
given by RL/K : L 7→ ⊗ψ∗π∗

i (Lσi) ∈ Pic0(B) is an isomorphism.

Proof. See [Mil72].

Corollary 5.5. There exist equalities of groups A(L) = B(K) and A∨(L) = B∨(K). More-
over, the ranks of A and B are equal, |A(L)tors| = |B(K)tors| and |A∨(L)tors| = |B∨(K)tors|.

Proof. The fact that A(L) = B(K) and A∨(L) = B∨(K) follow from the definition of
restriction of scalars. The last statements are simple corollaries of these two equalities.

The Néron-Tate height pairing on A is a map 〈, 〉A : A(L)× Pic0(A)→ R. Therefore, to
analyze how the regulator behaves under restriction of scalars we need to look at the func-
torial properties of the Néron-Tate height pairing. By construction of heights on projective
spaces, we see that 〈, 〉B×KL = [L : K]〈, 〉B.

Lemma 5.6. The regulators RA and RB of A and B are equal.
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Proof. Let 〈, 〉A and 〈, 〉B be the Néron-Tate height pairing on A and B respectively. Let
a1, . . . , ar ∈ A(L) be a Z-basis for A(L) and let b1, . . . , br be a Z-basis for A∨(L). Then let
a′j = ψ−1(

∏
aσij ) ∈ B(K) and let b′j = RL/Kbj ∈ B∨(K).

The isomorphism B ∼=
∏
Aσi is defined over L and by the properties of the Néron-Tate

pairing we have

〈a′i, RL/Kbj〉B = [L : K]−1〈a′i, RL/Kbj〉B×KL = [L : K]−1

n∑
k=1

〈a′i, ψ∗π∗
k(b

σk
j )〉Aσk

= [L : K]−1

n∑
k=1

〈πkψ(a′i), b
σk
j 〉Aσk = [L : K]−1

n∑
k=1

〈ai, bj〉A

= (n/[L : K])〈ai, bj〉A = 〈ai, bj〉A
by functoriality of the height pairing and the fact that L/K is Galois.

Therefore RB = | det〈a′i, b′j〉B| = | det〈ai, bj〉A| = RA.

Lemma 5.7. The Shafarevich-Tate groups X(A/L) of A over L and X(B/K) of B over
K have the same cardinality. In fact, there exists a canonical isomorphism between them.

Proof. We have

H1(K,B(K)) = H1(K,
∏

Aσi(L)) = H1(K, Ind
Gal(K/K)

Gal(L/L)
A(L)),

which by Shapiro’s lemma equalsH1(L,A(L)). Therefore, the kernels,X(B/K) andX(A/L),
of the two restriction maps

H1(K,B(K))

∼=
��

// ⊕vH1(Kv, B(Kv))

��

H1(L,A(L)) // ⊕wH1(Lw, A(Lw))

must be isomorphic, by the snake lemma.

We have shown that each quantity that appears in Conjecture 3.16 is invariant under
restriction of scalars.

Corollary 5.8. Conjecture 3.15 is true for A if and only if it is true for B = RL/KA.

5.2 Invariance Under Isogeny

Let K be a number field and let A
ψ→ B be an isogeny of abelian varieties defined over

K. Then there exists a finite group scheme A[ψ] = kerψ that fits into an exact sequence

0 → A[ψ] → A
ψ→ B → 0. In particular this implies that 0 → A[ψ](K) → A(K) →

B(K) → 0 and by taking cohomology we get that 0 → A[ψ](K) → A(K) → B(K) →
H1(Gal(K/K), A[ψ]). But A[ψ] is a finite Gal(K/K)-module so A(K) and B(K) differ by
at most torsion, so the algebraic ranks of A and B are equal. Thus, the following proposition
will prove that Conjecture 3.14 is invariant under isogeny.
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Proposition 5.9. For every finite set of places S we have LS(A, s) = LS(B, s).

Proof. By Lemma 2.33, for ` large enough to be coprime to the size of A[ψ], we have V`A ∼=
V`B. Therefore, each of the local Lv-factors in the definition of LS(A, s) and LS(B, s) are
the same, and the conclusion follows.

Corollary 5.10. There exists an analytic continuation of LS(A, s) to a neighborhood of 1 if
and only if there exists one for LS(B, s).

It is also the case that if Conjecture 3.15 holds for one of A and B then it will hold for
the other. To make sense of the conjecture, one needs choices of invariant differentials. Let
A and B be the Néron models of A and B over OK . Choose w an invariant differential on B,
which induces an invariant differential w on B. Then ψ∗w is an invariant differential on A
and induces an invariant differential on A (if necessary, replace w by γw for γ ∈ Q to achieve
this goal). The proof of the invariance of the Birch and Swinnerton-Dyer conjecture under
restriction of scalars was essentially easy since the Shafarevich-Tate group does not change
under restriction of scalars and the L-functions behave in a straightforward manner. On the
other hand, in the case of the isogeny invariance, the situation is reversed. Since the places
of bad reduction are very hard to control via isogeny, instead of working with Conjecture
3.15 we will deal with Conjecture 3.16. Choose S finite containing M∞

K , all places of bad
reduction for A and B, all places where vw or vψ∗w is not 1 and all places that divide |A[ψ]|.
Moreover, choose ΛS = {λv} such that λv = 1 for v ∈ S and λv = Lv(A, 1) = Lv(B, 1) for
v /∈ S. We will denote by KS the maximal algebraic extension of K that is unramified at
places v /∈ S, and by GS = Gal(KS/K).

The key to the proof of the fact that Conjecture 3.16 is invariant under isogeny is express-
ing all the quantities in the conjecture in terms of the isogeny ψ. But, before we can proceed,
we need to assume the finiteness of the groups X(A/K) and X(B/K) in Conjecture 3.16.
One can prove that if A and B are isogenous, then one of the two groups is finite if and only
if the other one is finite ([Mil86a] Lemma 7.1.b). However, the proof would divert us from
the techniques required to prove the invariance of Conjecture 3.16 under isogeny. Therefore,
we will assume that both groups X(A/K) and X(B/K) are finite.

We can now proceed to analyze the changes under isogeny of each of the quantities in the
conjecture. The functorial properties of the Néron-Tate pairing suggest that the regulator
of A should be equal to the regulator of B.

Lemma 5.11. The regulators RA of A and RB of B are equal.

Proof. Let r denote the ranks of A and B. Consider a1, . . . , ar a Z-basis of A(K) and
b1, . . . , br a Z-basis of B∨(K). Let a′i = ψ(ai) and b

′
i = ψ∨(bi) for i = 1, . . . , r. Then

| det(〈ai, b′j〉)| = | det(〈ai, ψ∨(bj)〉)| = | det(〈ψ(ai), bj〉)| = | det(〈a′i, bj〉)|,

by functoriality of the Néron-Tate height pairing (Proposition 2.35).

However, it is no longer the case that the torsion subgroups are equal. Determining the
relationship between the torsion subgroups is a simple application of the snake lemma.

74



Lemma 5.12. We have

|A(K)tors||A∨(K)tors|
|B(K)tors||B∨(K)tors|

=
| kerψ|
| cokerψ|

| cokerψ∨|
| kerψ∨|

.

Proof. On the level of torsion, we have a commutative diagram induces by the isogeny ψ

0 //
∑

Zai //

ψ ∼=
��

A(K) //

ψ

��

A(K)tors //

ψtors

��

0

0 //
∑

Zbi // B(K) // B(K)tors // 0

In this case the snake lemma gives an exact sequence 1→ kerψ → kerψtors → 1→ cokerψ →
cokerψtors → 1. Therefore |A(K)tors|/|B(K)tors| = | kerψ|/| cokerψ|. The analogous proce-
dure in the case of the dual isogeny ψ∨ : B∨ → A∨ gives that |A∨(K)tors|/|B∨(K)tors| =
| kerψ∨|/| cokerψ∨| and the lemma follows.

The only two terms in Conjecture 3.16 that we have not yet discussed are the global
integral and the Shafarevich-Tate group. For each v /∈ S, both A and B have good reduction
at v. Therefore, Corollary 2.61 implies that for our choice of (canonical) convergence factors
we have∫

A(AK,S)

dµA,w,ΛS
=

(∏
v∈S

∫
A(Kv)

|w|v

)(∏
v/∈S

∫
Av(Ov)

|w|vLv(A, 1)−1

)
=
∏
v∈S

∫
A(Kv)

|w|v

and similarly for B. Therefore, to analyze the behavior of the global integrals, it is sufficient
to prove the following lemma.

Lemma 5.13. If v ∈ S, then∫
A(Kv)

|ψ∗w|v =
| kerψv|
| cokerψv|

∫
B(Kv)

|w|v,

where ψv : A(Kv)→ B(Kv).

Proof. The Haar measure |ψ∗w|v on A(Kv) is induced from the Haar measure |w|v on
ψv(A(Kv)) ∼= A(Kv)/ kerψv. Therefore, in the exact sequence of topological groups

1→ A(Kv)[ψ]→ A(Kv)→ ψv(A(Kv))→ 1

(note that the fact that ψ is surjective does not imply that ψv is surjective), the Haar
measure |ψ∗w|v on A(Kv) induces the discrete measure µ on the finite set A(Kv)[ψ] and the
Haar measure |w|v on the topological groups ψv(A(Kv)) ⊂ B(Kv). Therefore (by Fubini’s
theorem) ∫

A(Kv)

|ψ∗w|v =
∫
A(Kv)[ψv ]

(∫
A(Kv)

|w|v
)
dµ = | kerψv|

∫
A(Kv)

|w|v.
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Similarly, the exact sequence 1 → ψv(A(Kv)) → B(Kv) → cokerψv → 1 shows that the
Haar measure |w|v on B(Kv) induces the discrete measure µ on the finite set cokerψv and
the Haar measure |w|v on ψv(A(Kv)). Therefore,∫

B(Kv)

|w|v =
∫
cokerψv

(∫
ψv(A(Kv))

|w|v
)
dµ = | cokerψv|

∫
ψv(A(Kv))

|w|v.

By dividing the two formulas, we get the formula in the lemma.

We have expressed all changes in the quantities that appear in Conjecture 3.16 in terms
of the isogenies ψ and ψ∨. This suggests that we should look for a similar formula in
the case of the Shafarevich-Tate groups. In Section 2.2.5 we have seen how the isogeny
ψ : A → B induces a map ψx : X(A/K) → X(B/K). We need to look at the dual map
ψ∨

x : X(B∨/K) → X(A∨/K). Thus, Proposition 2.39 becomes essential in our analysis,
since it related X(A/K) to X(A∨/K).

Lemma 5.14. If ψ : A→ B is an isogeny, then

|X(A/K)|
|X(B/K)|

=
| kerψx |
| kerψ∨

x |
.

Proof. Since we have assumed that the groupsX(A/K) andX(B/K) are finite, Proposition
2.39 implies the existence of nondegenerate pairings in the following commutative diagram
(because all divisible subgroups are infinite):

kerψx

��

cokerψ∨
x

X(A/K)

ψx

��

× X(A∨/K) //

OO

Q/Z

X(B/K)

��

× X(B∨/K)

ψ∨
x

OO

// Q/Z

cokerψx kerψ∨
x

OO

Let g ∈ kerψ∨
x . The ψ

∨
x (g) = 0 and, for every f ∈X(A/K), we have 〈f, ψ∨

x (g)〉 = 0. But the
diagram is commutative, so 〈ψx(f), g〉 = 0 for every f . Therefore, for every f ′ ∈ Imψx we
have 〈f ′, g〉 = 0 so g ∈ (Imψx)

⊥, where for X ⊂X(B/K) we denote by X⊥ the annihilator
of X in the pairing:

X⊥ = {g ∈X(B∨/K)|〈x, g〉 = 0, ∀x ∈ X}
Conversely, if g ∈ (Imψx)

⊥ then for every f ∈ X(A/K) we have 〈ψx(f), g〉 = 0 so
〈f, ψ∨

x (g)〉 = 0. But the pairing is nondegenerate, so g ∈ kerψ∨
x . Therefore, kerψ∨

x =
(Imψx)

⊥. But the pairing 〈, 〉 is nondegenerate, so (Imψx)
⊥ ≈X(B/K)/Imψx = cokerψx .

Therefore,
| cokerψx | = | kerψ∨

x |.

76



Consequently, the exact sequence 1→ kerψx →X(A/K)→X(B/K)→ cokerψx → 1
shows that

|X(A/K)|
|X(B/K)|

=
| kerψx |
| cokerψx |

=
| kerψx |
| kerψ∨

x |
.

Before we can go on to prove the fact that Conjecture 3.16 is invariant under isogeny, we
need to construct a commutative diagram involving the maps ψ and ψ∨, as well as the long
exact sequence in Theorem 4.15.

Lemma 5.15. Let A be an abelian variety defined over a number field K. For each place
v of K there exists an isomorphism A∨(Kv) ∼= H1(Kv, A)

∨ (where X∨ = Hom(X,Q/Z),
except for A∨, which is the dual variety).

Proof. See [Mil86b] Corollary 3.4.

We constructed S such that S contains all places of bad reduction for A and B and
all the places that divide the order of A[ψ]. Therefore, [Mil86a], Lemma 6.1 implies that

there exists an exact sequence 1 → A(KS)[ψ] → A(KS)
ψ→ B(KS) → 1 (we will not prove

this statement here, since it would be a too large departure from the subsequent line of the
argument). By taking GS-cohomology, we get an exact sequence

1→ A(K)[ψ]→ A(K)
ψ→ B(K)→ H1(GS, A[ψ])→ H1(GS, A)

ψ→ H1(GS, B).

Just as in the case of the exact sequence 2.1, we get the short exact sequence

1→ cokerψ → H1(GS, A[ψ])→ H1(GS, A)[ψ]→ 1.

Writing the same exact sequence for the dual isogeny ψ∨ : B∨ → A∨ we get a short exact
sequence

1→ cokerψ∨ → H1(GS, B
∨[ψ∨])→ H1(GS, B)[ψ∨]→ 1.

Similarly, for each v ∈ S the short exact sequence 1 → A[ψ] → A → B → 1 yields a short
exact sequence

1→ cokerψv → H1(Kv, A[ψ])→ H1(Kv, A)[ψ]→ 1.

Putting these exact sequences together, we get that there exists a natural commutative
diagram whose vertical morphisms are restriction maps

0 // cokerψ //

⊕ resv

��

H1(GS, A[ψ]) //

f=⊕ resv
��

H1(GS, A)[ψ] //

⊕ resv
��

0

0 // ⊕v∈S cokerψv // ⊕v∈SH1(Kv, A[ψ]) // ⊕v∈SH1(Kv, A)[ψ] // 0

(5.1)

Moreover, the 9-term long exact sequence in Theorem 4.15 implies the existence of an exact
sequence

H1(GS, A[ψ])
f // ⊕v∈SH1(Kv, A[ψ])

g // H1(GS, A[ψ]
∗)∨.
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Lemma 5.16. The diagrams

⊕v∈S cokerψv // ⊕v∈SH1(Kv, A[ψ])

g

��

⊕v∈SH1(Kv, B
∨)[ψ∨] ⊕v∈SH1(Kv, A[ψ]

∗)oo

H1(GS, B
∨)[ψ∨]∨ // H1(GS, A[ψ]

∗)∨ H1(GS, B
∨)[ψ∨]

⊕ resv

OO

H1(GS, A[ψ]
∗)

f

OO

oo

are dual to each other with respect to Q/Z.

Proof. Recall that there exists an exact sequence

A(Kv)→ B(Kv)→ cokerψv → 1.

If we dualize with respect to Q/Z we get that 1 → (cokerψv)
∨ → B(Kv)

∨ ψ∨
−→ A(Kv)

∨; by
Lemma 5.15, this is the same as

1→ (cokerψv)
∨ → H1(Kv, B

∨)∨ −→ H1(Kv, A
∨)∨.

Therefore, we get a map (cokerψv)
∨ ∼=−→ H1(Kv, B

∨)[ψ∨]∨. Moreover, by Theorem 4.10 there
exists an isomorphism ⊕v∈SH1(Kv, A[ψ]) ∼= ⊕v∈SH1(Kv, A[ψ]

∗)∨. Therefore, the groups in
the two diagrams are pairwise dual with respect to Q/Z.

We still need to show that the maps are also dual. The lower horizontal maps are dual to
each other by definition. By Theorem 4.15 the maps f and g are also dual to each other. The
upper horizontal maps are dual to each other by Proposition 2.35, since A[ψ]∗ ∼= A∨[ψ∨].

Lemma 5.17. There exists a commutative diagram

0 // cokerψ //

α=⊕ resv
��

H1(GS, A[ψ]) //

f

��

H1(GS, A)[ψ] //

β=⊕ resv
��

0

0 // ⊕v∈S cokerψv //

u

��

⊕v∈SH1(Kv, A[ψ]) //

g

��

⊕v∈SH1(Kv, A)[ψ] //

v

��

0

0 // H1(GS, B
∨)[ψ∨]∨ // H1(GS, A[φ]

∗)∨ // (cokerψ∨)∨ // 0

Proof. The top part of the diagram is the commutative diagram 5.1. By Lemma 5.16, we
can define the vertical map u : ⊕v∈S cokerψv → H1(GS, B

∨)[ψ∨]∨ to be the Q/Z-dual of
the map ⊕ resv : H1(GS, B

∨)[ψ∨] → ⊕v∈S(cokerψv)∨. Similarly, we may define a map
v : ⊕v∈SH1(Kv, A)[ψ] → (cokerψ∨)∨ that makes the diagram commute. Note that each
column is a complex, and the central column is exact.

Lemma 5.18. There exists a cohomology exact sequence

0→ kerα→ ker f → ker β → keru/Imα→ 0.
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Proof. In Remark 4.7 we described the long exact sequence of cohomology of cochain com-
plexes. In Lemma 5.17, each column is a complex. Let c1, c2, c3 be the complexes rep-
resenting the three columns. Then H0(c1) = kerα, H0(c2) = ker f , H0(c3) = kerβ,
H1(c1) = keru/Imα and H1(c2) = ker g/Imf = 0 since c2 is exact. Then, the exact se-
quence of the lemma is just the beginning of the cohomology long exact sequence in Remark
4.7.

Lemma 5.19. We have an equality

| kerψ|∏
v∈S | kerψv|

|H2(GS, A[ψ]
∗)|

| ker f |
∏

v∈M∞
K

|H0(Kv, A[ψ])|
|Ĥ0(Kv, A[ψ])|

= 1.

Proof. The first six terms of the long exact sequence of Theorem 4.15 are

0 // H0(GS, A[ψ]) // ⊕v∈SĤ0(Kv, A[ψ])
// H2(GS, A[ψ]

∗)∨

rreeeeeeeeeeeeeeeeeeeeeeeeeeeeeee

H1(GS, A[ψ]) f
// ⊕v∈SH1(Kv, A[ψ]) // H1(GS, A[ψ]

∗)∨

These induce an exact sequence

0 // H0(GS, A[ψ]) // ⊕v∈SĤ0(Kv, A[ψ])
// H2(GS, A[ψ]

∗)∨ // ker f // 0

Since, H0(K,A[ψ]) = A(K)[ψ] = kerψ and H0(Kv, A[ψ]) = A(Kv)[ψ] = kerψv and the
sequence is exact, the relation follows.

The only objects that we still haven’t described are ψx and ψ∨
x .

Lemma 5.20. There is an isomorphism

kerψx
∼= ker

(
H1(GS, A)[ψ]

β−→ ⊕v∈SH1(Kv, A)[ψ]
)

Proof. See [Mil86b], Lemma 7.1.b.

Remark 5.21. From now on we will be implicitly using that if A1
f1−→ A2

f2−→ · · · fk−→ Ak+1

is a complex, then
k+1∏
i=1

(−1)i−1|Ai| =
k+1∏
i=1

(−1)i−1| ker fi/Imfi−1|.

Having determined the relationship between the various maps ψ, ψ∨, ψv and ψ∨
v , we can

now state and prove the fact that Conjecture 3.15 is invariant under isogeny. The rest of the
proof is abstract nonesense, using the commutative diagram in Lemma 5.17.

Theorem 5.22. Let ψ : A → B be an isogeny of abelian varieties defined over a number
field K. Suppose that L(A, s) has analytic continuation to a neighborhood of 1 and suppose
that X(A/K) and X(B/K) are finite. If Conjecture 3.15 holds for A, then it holds for B
as well.
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Proof. We have already chosen a finite set of places S, invariant differentials w and ψ∗w on
B and A, and a set of convergence factors ΛS. By Lemma 5.9, the function L(B, s) also
has analytic continuation to a neighborhood of 1, since its analytic behavior is the same as
that of LS(B, s) = LS(A, s). Rather than working with Conjecture 3.15 we will work with
conjecture 3.16. If r is the rank of A and B, by Lemma 5.13 we get that

L
(r)
S (A, 1)/

∫
A(AK,S)

dµA,ψ∗w,ΛS

L
(r)
S (B, 1)/

∫
B(AK,S)

dµB,w,ΛS

=
∏
v∈S

| cokerψv|
| kerψv|

.

Moreover, by Lemmas 5.11, 5.12 and 5.14

RA|X(A/K)|/(|A(K)tors||A∨(K)tors|)
RB|X(B/K)|/(|B(K)tors||B∨(K)tors|)

=
| kerψx |
| kerψ∨

x |
| cokerψ|
| kerψ|

| kerψ∨|
| cokerψ∨|

To show that the conjecture is invariant under isogeny it is enough to show that

| kerψx |
| kerψ∨

x |
| cokerψ|
| kerψ|

| kerψ∨|
| cokerψ∨|

=
∏
v∈S

| cokerψv|
| kerψv|

.

By Lemma 5.20 we have kerψx = kerβ and, similarly, kerψ∨
x = cokeru.

Therefore, it is enough to show that

| ker β|
| cokeru|

| cokerψ|∏
v∈S | cokerψv|

∏
v∈S | kerψv|
| kerψ|

| kerψ∨|
| cokerψ∨|

= 1.

Moreover, the column c1 gives

| cokerψ|∏
v∈S | cokerψv|

|H1(GS, B
∨)[ψ∨]∨| = | kerα|

| keru/Imα|
| cokeru|.

Therefore, it is enough to show that

| kerβ|
| cokeru|

| kerα|| cokeru|
| keru/Imα||H1(GS, B∨)[ψ∨]∨|

∏
v∈S | kerψv|
| kerψ|

| kerψ∨|
| cokerψ∨|

= 1.

By Lemma 5.19 it is enough to show that

| ker β|
| cokeru|

| kerα|| cokeru|
| keru/Imα||H1(GS, B∨)[ψ∨]∨|

|H2(GS, A[ψ]
∗)|

| ker f |
| kerψ∨|
| cokerψ∨|

∏
v∈M∞

K

|H0(Kv, A[ψ])|
|Ĥ0(Kv, A[ψ])|

= 1.

But the exact sequence in Lemma 5.18 gives that

| kerα|
| ker f |

| ker β|
| keru/Imα|

= 1.
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Therefore, it is enough to show that

|H2(GS, A[ψ]
∗)|

|H1(GS, B∨)[ψ∨]∨|
| kerψ∨|
| cokerψ∨|

∏
v∈M∞

K

|H0(Kv, A[ψ])|
|Ĥ0(Kv, A[ψ])|

= 1.

By Proposition 2.35, we have

| kerψ∨| = |A∨[ψ∨]| = |A[ψ]∗| = |H0(GS, A[ψ]
∗)|.

Moreover, we can compute | cokerψ∨| from the lowest row in the commutative diagram in
Lemma 5.17. We get

| cokerψ∨| = |H1(GS, A[ψ]
∗)|

|H1(GS, B∨)[ψ∨]∨|
.

Therefore it is enough to show that

|H2(GS, A[ψ]
∗)||H0(GS, A[ψ]

∗)|
|H1(GS, A[ψ]∗)|

=
∏

v∈M∞
K

|Ĥ0(Kv, A[ψ])|
|H0(Kv, A[ψ])|

,

which follows from Theorem 4.16 applied to M = A[ψ]∗.
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