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Eigenvalues of fourth order elliptic operators feature prominently in stability analysis of elastic structures. This paper considers out-of-plane modes of vibration of a thin elastic plate perforated by a collection of small clamped patches. As the radius of each patch shrinks to zero, a point constraint eigenvalue problem is derived in which each patch is replaced by a homogeneous Dirichlet condition at its center. The limiting problem is consequently not the eigenvalue problem with no patches, but a new type of spectral problem. The discrepancy between the eigenvalues of the patch free and point constraint problems are calculated. The dependence of the point constraint eigenvalues on the location(s) of clamping is studied numerically using techniques from numerical algebraic geometry. The vibrational frequencies are found to depend very sensitively on the number and center(s) of the clamped patches. For a range of number of punctures, we find spatial clamping patterns which correspond to local maxima of the base vibrational frequency of the plate.
1. Introduction

Determining the spectra of fourth order elliptic operators is a ubiquitous problem arising in structural analysis of rigid objects. Two central problems (cf. [34]) are the determination of modes of vibration $u$ of a thin plate $\Omega \subset \mathbb{R}^2$ satisfying

$$\Delta^2 u = \lambda u, \quad x \in \Omega, \quad \text{(1.1a)}$$

and the plate buckling problem

$$\Delta^2 u = \lambda \Delta u, \quad x \in \Omega, \quad \text{(1.1b)}$$

where $\Delta \equiv \partial^2_{xx} + \partial^2_{yy}$ is the standard Laplacian. In each case, the goal is to determine, either analytically or numerically, the scalar eigenvalues $\lambda_k$ and the corresponding eigenfunctions $u_k(x)$ satisfying (1.1). The governing equations (1.1) are supplemented with boundary conditions which vary with particular applications. A common assumption is the clamped condition

$$u = \frac{\partial u}{\partial n} = 0, \quad x \in \partial \Omega, \quad \text{(1.1c)}$$

which stipulates zero deflection and gradient of deflection on the periphery of the plate. In many engineering systems, such as heat exchangers [28,32,37], porous elastic materials and acoustic tiling [3,25,38], the elastic structure is not homogeneous but features a configuration of perforations. The incorporation of these perforations allows for manipulation of acoustic and vibrational properties of the plate while realizing economies from weight reductions and material costs. In cases where the pattern of perforation is periodic, homogenization theories can be applied to replace the plate’s natural elastic modulus with an effective modulus [2,9]. However, this averaging approach does not provide detailed information of the dependence of the modes on particular perforation locations.

The perforation structure, denoted $\Omega_\varepsilon$, can be formally defined as a collection of small patches of common radius $\varepsilon$ and written explicitly as

$$\Omega_\varepsilon = \bigcup_{k=1}^N (x_k + \varepsilon \Omega_k), \quad \text{(1.2)}$$

where the patch centers are given by $\{x_k\}_{k=1}^N$ and each patch may have its own particular non-circular geometry $\Omega_k$. The plate itself then occupies the domain $\Omega \setminus \Omega_\varepsilon$ (cf. Fig. 1).

The problem considered in the present work is the determination of the free modes of vibration (solutions to (1.1a)) in the presence of the perforation structure (1.2). This leads to consideration of the fourth order partial differential equation (PDE)

$$\Delta^2 u_\varepsilon = \lambda_\varepsilon u_\varepsilon, \quad x \in \Omega \setminus \Omega_\varepsilon; \quad \int_{\Omega \setminus \Omega_\varepsilon} u_\varepsilon^2 \, dx = 1; \quad \text{(1.3a)}$$

$$u_\varepsilon = \frac{\partial u_\varepsilon}{\partial n} = 0, \quad x \in \partial \Omega_\varepsilon; \quad u_\varepsilon = \frac{\partial u_\varepsilon}{\partial n} = 0, \quad x \in \partial \Omega, \quad \text{(1.3b)}$$

where $\Omega \setminus \Omega_\varepsilon$ is the extent of the plate and $\Omega_\varepsilon$ is the collection of patches. Clamped boundary conditions (1.3b) are applied to the periphery of the domain and on each perturbing perforation.

The focus of the present work is to study the dependence of the eigenvalues $\lambda_\varepsilon$ on $\Omega_\varepsilon$, and more specifically on the number $N$ and locations $\{x_k\}_{k=1}^N$ of the perturbing patches, in the limit $\varepsilon \to 0$.

Before detailing the main results of this study, it is useful to review established key results. A good deal of mathematical interest in the bi-Laplacian eigenvalue problem has focussed on the qualitatively different behaviors of (1.3) compared to its well understood second order elliptic counterpart. A key property of problem (1.3) is that the fundamental eigenfunction, ie. that associated with the lowest eigenvalue, is not guaranteed to be of one sign [12–14,18,20,35]. This contrasts sharply with classical results for the eigenvalue problem for the Laplacian [15,19]. In the case of the annular region $\varepsilon < r < 1$, detailed properties of Bessel functions [13] determine that for
ε⁻¹ > 762.36, the fundamental eigenvalue is not simple and the corresponding eigenspace is two-dimensional. In domains with a corner, the first eigenfunction may possess an infinite number of nodal lines [12]. The numerical treatment of fourth order eigenvalue problems, with and without perforations, requires careful attention to account for these complexities and has led to many specialized methodologies [1,8,11,26,30].

There are additional remarkable phenomena associated with the bi-Laplacian eigenvalue problem in domains with small subdomains removed. One may expect that as ε → 0, (uε, λε) would approach (u*, λ*), the problem with no patches satisfying

\[ \Delta^2 u^* = \lambda^* u^*, \quad x \in \Omega; \quad u^* = \frac{\partial u^*}{\partial n} = 0, \quad x \in \partial \Omega; \quad \int_{\Omega} u^2 \, dx = 1. \]  

However, such limiting behavior is atypical. In the case where a single circular subdomain of radius ε and centered at x₀ is removed, the limiting behavior is \( \lim_{\varepsilon \to 0} u_\varepsilon = u_0 \) where \( u_0 \) is a distinct point constraint eigenvalue problem

\[ \Delta^2 u_0 = \lambda_0 u_0, \quad x \in \Omega; \quad \int_{\Omega} u_0^2 \, dx = 1; \]  
\[ u_0 = \frac{\partial u_0}{\partial n} = 0, \quad x \in \partial \Omega; \quad u_0(x_0) = 0. \]  

A comparison between (1.3b) and (1.5b) indicates that the clamped condition on the patch is retained in the limit as ε → 0 through a point constraint \( u_0(x_0) = 0 \) on the limiting eigenfunction. Note that the condition on the gradient of the eigenfunction is not retained. For the case of a single patch, the limiting behavior of the eigenvalues \( \lambda_\varepsilon \) of (1.3) was determined [10,29] to be

\[ \lambda_\varepsilon = \lambda_0 + 4\pi \nu |\nabla u_0(x_0)|^2 + O(\nu^2), \quad \nu = -\frac{1}{\log \varepsilon}, \]  

as \( \varepsilon \to 0 \), provided \( |\nabla u_0(x_0)| \neq 0 \). Higher order corrections to the behavior (1.6) were also calculated in [10,29] for both the case \( |\nabla u_0(x_0)| \neq 0 \) and the degenerate scenario \( |\nabla u_0(x_0)| = 0 \). In the exactly solvable case of the annular region \( \varepsilon < r < 1 \), this singular limiting behavior is manifested in a plot (cf. Fig. 2) of \( \lambda_\varepsilon \) against \( \varepsilon \to 0 \) as a jump discontinuity at \( \varepsilon = 0 \). In the case of a rectangular domain, numerical studies (cf. [16]) of (1.5) have found that a single puncture has a significant localizing effect on the eigenfunctions. Specifically, the presence of a puncture may subdivide \( \Omega \) into distinct regions of high and low energy.

We remark that the limiting behavior of eigenvalues to (1.3) as \( \varepsilon \to 0 \) is qualitatively very different from the well established behavior of the eigenvalues of the Laplacian (cf. [17,27,33,39,40]) in the presence of small perturbing holes. In such problems, the limiting behavior is to the
patch free problem. This dichotomy between limiting behaviors between the second and fourth order eigenvalue problems has recently been studied in a mixed order problem (cf. [31]).

In this paper, we consider problem (1.3) in the presence of \( N \) punctures and in the limit \( \varepsilon \to 0 \).

In Sec. 2, we study a simplified model problem in the annulus \( \varepsilon < r < 1 \) with clamped boundary conditions. This serves to illustrate the discontinuous behavior of (1.3) as \( \varepsilon \to 0 \) in an exactly solvable situation. These reduced problems also serve as a guide for the analysis of the general case (1.3) where exact solutions are not available.

In Sec. 3, we analyze the limiting behavior of (1.3) as \( \varepsilon \to 0 \) and assuming the non-degeneracy condition \( \sum_{k=1}^{N} |\nabla u_0(x_k)|^2 \neq 0 \), derive the limiting behavior

\[
\lambda_\varepsilon = \lambda_0 + \sum_{k=1}^{\infty} \lambda_k \nu^k + \mathcal{O}(\mu), \quad \nu = -\frac{1}{\log \varepsilon} \quad (1.7)
\]

as \( \varepsilon \to 0 \) where \( \mu = \mathcal{O}(\nu^M) \) for any integer \( M \). The limiting point constraint problem for \((u_0, \lambda_0)\) is

\[
\Delta^2 u_0 = \lambda_0 u_0, \quad x \in \Omega \setminus \{x_k\}_{k=1}^{N}; \quad u_0 = \frac{\partial u_0}{\partial n} = 0, \quad x \in \partial \Omega; \quad (1.8a)
\]

\[
\int_{\Omega} u_0^2 \, dx = 1; \quad u_0(x_k) = 0, \quad k = 1, \ldots, N, \quad (1.8b)
\]

and explicit formula are given for the correction terms \( \lambda_k \) in (3.13). The one term case is given by

\[
\lambda_\varepsilon = \lambda_0 + 4\pi \nu \sum_{k=1}^{N} |\nabla u_0(x_k)|^2 + \mathcal{O}(\nu^2), \quad \nu = -\frac{1}{\log \varepsilon}, \quad (1.9)
\]

as \( \varepsilon \to 0 \). In Sec. 3(a), an explicit expression for \( \lambda^* - \lambda_0 \), the magnitude of the jump discontinuity (cf. Fig. 2) in \( \lambda_\varepsilon \) as \( \varepsilon \to 0 \) is derived. This deviation depends on the number and locations \( \{x_k\}_{k=1}^{N} \) of the patch centers.

In Sec. 4 we develop a numerical methodology to solve for the limiting eigenfunctions and eigenvalues and investigate the dependence of the eigenvalues on the configuration of centers \( \{x_k\}_{k=1}^{N} \) for a range of \( N \). An analytical treatment of this question is challenging due to a lack of an explicit Green’s function with which to express closed form solutions of (1.8).

To overcome issues relating to high condition numbers, notorious in discretizations of fourth order partial differential equations, we employ the adaptive precision solver Bertini (cf. [4,5]).

In particular, our numerical methodology allows us to determine particular arrangements of punctures \( \{x_k\}_{k=1}^{N} \) which maximize the first eigenvalue \( \lambda_0 \). For the range \( N = 1, \ldots, 9 \), we
determine (locally) optimal configurations of patch centers. In Sec. 5 we discuss future avenues of investigation which arise from this work.

2. A model problem with a point constraint

In this section, we consider the reduced model problem for the deflection of the annular plate \( \varepsilon < r < 1 \) under a load \( f(x) \). The purpose of this example is to clarify the presence and consequences of a point constraint in the limiting problem in the simplest possible and exactly solvable setting. This also serves to highlight the phenomena that will appear in (1.3) and gives explicit information on the limiting form of solutions. The problem considered is the clamped plate under load

\[
\Delta^{2} u_{\varepsilon} = f, \quad \varepsilon < r < 1, \quad 0 < \theta < 2\pi; \quad u_{\varepsilon} = \frac{\partial u_{\varepsilon}}{\partial r} = 0, \quad \text{on} \quad r = 1, \text{and} \ r = \varepsilon, \quad (2.1)
\]

for symmetric and asymmetric loading functions \( f \). This problem is simpler than the corresponding eigenvalue problem for annulus as there is no unknown \( \lambda \) to be determined. The eigenvalue problem for the annulus has been considered in [13] and some key results are reviewed later in Sec. 4.

(a) Case \( f = 1 \)

In the case \( \varepsilon = 0 \) in which there is no perturbing patch, the solution of (2.1) is denoted \( u^{*} \) and the radially symmetric solution is calculated to be

\[
u^{*}(r) = \frac{1}{64} \left( r^{4} - 2r^{2} + 1 \right).
\]

(2.2)

We note that \( u^{*}(0) = 1/64 \). In the case where \( \varepsilon > 0 \) and there is a circular patch of radius \( \varepsilon \) centered at the origin, the general solution of (2.1) satisfying the conditions at \( r = 1 \) is given by

\[
u_{\varepsilon} = \frac{1}{64} \left( r^{4} - 1 + A_{\varepsilon}(r^{2} - 1) - (4 + 2A_{\varepsilon} + B_{\varepsilon}) \log r + B_{\varepsilon}r^{2}\log r \right).
\]

(2.3)

A system of equations for constants \( \{A_{\varepsilon}, B_{\varepsilon}\} \) is determined by applying the boundary conditions at \( r = \varepsilon \) and the limiting behavior as \( \varepsilon \to 0 \) is

\[
A_{\varepsilon} = -1 + \varepsilon^{2}(-1 + \log \varepsilon + 4\log^{2}\varepsilon) + O(\varepsilon^{4}\log^{4}\varepsilon),
\]

\[
B_{\varepsilon} = -2 + \varepsilon^{2}(-2 - 8\log \varepsilon - 8\log^{2}\varepsilon) + O(\varepsilon^{4}\log^{4}\varepsilon).
\]

This implies from (2.3) that

\[
u_{\varepsilon} = \frac{1}{64} \left( r^{4} - r^{2} - 2r^{2}\log r \right) + \varepsilon^{2}\log^{2}\varepsilon \frac{1}{16} \left( r^{2} - 1 - 2r^{2}\log r \right) + O(\varepsilon^{2}\log \varepsilon),
\]

(2.4)

which gives rise to the limiting function \( u_{0}(r) \) satisfying

\[
u_{0}(r) = \lim_{\varepsilon \to 0} u_{\varepsilon} = \frac{1}{64} \left( r^{4} - r^{2} - 2r^{2}\log r \right).
\]

(2.5)

A comparison between (2.5) and the unperturbed solution \( u^{*}(r) \) of (2.2) shows that the limiting problem does not converge to the patch free problem, and in particular, \( u_{0}(r) \) features the point constraints \( u_{0}(0) = \partial_{r}u_{0}(0) = 0 \). We also remark that the limiting function \( u_{0}(r) \) is not smooth and satisfies \( \Delta u_{0} = O(\log r) \) as \( r \to 0 \). The limiting form of (2.4) reveals that the expansion for \( u_{\varepsilon} \) of (2.1) in the case \( f = 1 \) is of form

\[
u_{\varepsilon} = u_{0} + \varepsilon^{2}\log^{2}\varepsilon u_{1} + \varepsilon^{2}\log \varepsilon u_{2} + \varepsilon^{2}u_{3} + O(\varepsilon^{4}\log^{4}\varepsilon).
\]

(2.6)

This particular example is a degenerate case due to the condition \( \partial_{r}u_{0}(0) = 0 \). To investigate the non-degenerate case \( \partial_{r}u_{0}(0) \neq 0 \), we consider an asymmetric forcing \( f \).
In the absence of a patch ($\varepsilon = 0$), the smooth solution of problem (2.1) is
\[
u_\varepsilon = \frac{\cos \theta}{64} \left( r^4 - \frac{3r^3}{2} + \frac{r^2}{2} \right),
\]
and in this case we notice that $u^*(0) = 0$. As before, the annulus $\varepsilon < r < 1$ is considered and the limit $\varepsilon \to 0$ investigated. The problem (2.1) for $\varepsilon > 0$ has a general solution spanned by $\{ \cos \theta \} \times \{ r^3, r \log r, r, r^{-1} \}$. Incorporating the conditions at $r = 1$, gives
\[
u_\varepsilon = \frac{\cos \theta}{64} \left( r^4 + A_\varepsilon r^3 + B_\varepsilon r - (5 + 2B_\varepsilon + 4A_\varepsilon) r \log r - (1 + A_\varepsilon + B_\varepsilon) \frac{1}{r} \right),
\]
with $\{ A_\varepsilon, B_\varepsilon \}$ determined by enforcing $\partial_r \nu_\varepsilon = 0$ on $r = \varepsilon$. The limiting behavior of $\{ A_\varepsilon, B_\varepsilon \}$ as $\varepsilon \to 0$ is
\[A_\varepsilon = \frac{5\nu - 6}{4(1 - \nu)} + O(\varepsilon^2 \log \varepsilon), \quad B_\varepsilon = \frac{2 - \nu}{4(1 - \nu)} + O(\varepsilon^2 \log \varepsilon), \quad \nu = \frac{-1}{\log \varepsilon},\]
which takes the form of a geometric series in $\nu$, a so called logarithmic series. The series can be expanded in $\nu$ to give
\[
u_\varepsilon = \frac{\cos \theta}{64} \left( r^4 - \frac{3r^3}{2} + \frac{r^2}{2} \right) + \nu u_1 + O(\nu^2).
\]
In this example, $u_0(0) = 0$ and $u^* = \lim_{\varepsilon \to 0} \nu_\varepsilon$ in accordance with intuitive expectation.

These model problems indicate two qualitative solution regimes that we can expect to encounter in the eigenvalue problem (1.3). First, in the case of a single clamping point $x_0$, if $u^*(x_0) = 0$ then the limiting problem $u_0$ will coincide with the unperturbed problem. This result is encapsulated later in Theorem 3. The second is that we can expect two different type of expansions, depending wherever the gradient of the function at the clamping point $\nabla u_0(x_0)$ is zero or not. In the non-degenerate scenario $\nabla u_0(x_0) \neq 0$, the expansion is a logarithmic series, whereas if $\nabla u_0(x_0) = 0$, the expansion is of form (2.6).

### 3. Derivation of the limiting behavior

In this section, we consider the eigenvalue problem (1.3) and determine the limiting behavior of a simple (multiplicity one) eigenpair $(\nu_\varepsilon, A_\varepsilon)$ of (1.3) in the limit as $\varepsilon \to 0$. As motivated by the simplified example of the previous section, we will assume that the corresponding eigenfunction of the limiting point constraint problem satisfies a certain non-degeneracy condition.

To construct solutions of (1.3) in the limit as $\varepsilon \to 0$, we first note that $\Omega_k \to \left\{ x_k \right\}_{k=1}^N$ as $\varepsilon \to 0$, which implies that the patch centered at $x_k$ must be replaced by an equivalent local condition on the limiting eigenfunction as $x \to x_k$. To establish this condition at the $k$-th patch, we consider the rescaled problem in the stretched variables
\[
u = \varepsilon^{-1} (x - x_k), \quad v_k(y) = u(x_k + \varepsilon y),
\]
and introduce the vector valued canonical problem $v_k(y)$, satisfying
\[
\begin{align*}
\Delta^2 v_k &= 0, \quad y \in \mathbb{R}^2 \setminus \Omega_k; \quad v_k = \frac{\partial v_k}{\partial n} = 0, \quad y \in \partial \Omega_k; \\
v_k &\sim y \log |y| + M_k y + O(1), \quad \text{as} \quad |y| \to \infty.
\end{align*}
\]
In (3.2b), the matrix $M_k$ is determined by the shape of the patch $\Omega_k$ and can be identified explicitly in a few simple cases. When $\Omega_k$ is the unit disk, the exact solution of (3.2) is
\[
v_k = y \log |y| - \frac{y}{2} + \frac{y}{2|y|^2},
\]
which corresponds to $M_k = -I/2$ where $I$ is the $2 \times 2$ identity matrix. In the example of an ellipse with semi-major axis $a$, semi-minor axis $b$ for $a > b$ and where the semi-minor axis is inclined at
an angle \( \alpha \) to the horizontal coordinate, the matrix entries of \( \mathcal{M}_k \) are (cf. Appendix B of [36])

\[
m_{11} = \frac{(b-a)\cos^2 \alpha - b}{a + b} - \log \left( \frac{a + b}{2} \right), \quad m_{22} = \frac{(a-b)\cos^2 \alpha - a}{a + b} - \log \left( \frac{a + b}{2} \right),
\]

\[
m_{12} = m_{21} = \frac{(a-b)\sin \alpha \cos \alpha}{a + b}.
\]

For general \( \Omega_k, \mathcal{M}_k \) can be numerical computed by a boundary integral method (cf. Sec. 5 of [36]).

The logarithmic terms in the far field behavior (3.2b) of the canonical function \( v_k \) indicate that the inner solution \( v \) near \( x = x_k \) should have an infinite series expansion in powers of \( \nu(\varepsilon) = -1/\log \varepsilon \) of the form \( v \sim \nu \sum_{m=0}^{\infty} (a_{m,k} \cdot v_k) \nu^m \) where \( a_{m,k} \) are vector valued constants whose value will be determined. Upon using the far-field behavior (3.2b) in this infinite sum, and writing the resulting expression in the variable \( (x - x_k) \) through (3.1), we obtain the matching condition

\[
u(x) \sim a_{0,k} \cdot (x - x_k) + \sum_{m=1}^{\infty} \left[ a_{m-1,k} \cdot (x - x_k) \log |x - x_k| + (a_{m-1,k} \cdot \mathcal{M}_k + a_{m,k}) \cdot (x - x_k) \right] \nu^m,
\]

(3.3)

for the limiting eigenfunction as \( x \to x_k \). The form of (3.3) suggests that the limiting eigenfunction for (1.3) should be expanded as

\[
\lambda = \lambda_0 + M \nu^m \lambda_m + O(\nu^{M+1}), \quad u = u_0 + M \nu^m u_m + O(\nu^{M+1}), \quad \nu = \frac{-1}{\log \varepsilon},
\]

for any integer \( M \). Notice that the form of this asymptotic expansion corresponds to the model example of Sec. 2(b) in the non-degenerate case. Upon substituting this expansion into (1.3), we equate terms at each order of \( \nu \) to obtain a sequence of problems. At leading order, the pair \( (\lambda_0, u_0) \) satisfies

\[
\Delta^2 u_0 = \lambda_0 u_0, \quad x \in \Omega \setminus \{ x_k \}_{k=1}^N, \quad u_0 = \frac{\partial u_0}{\partial n} = 0, \quad x \in \partial \Omega; \quad \int_{\Omega} u_0^2 \, dx = 1; \quad (3.4a)
\]

\[
u_0 \sim a_{0,k} \cdot (x - x_k) + \cdots, \quad \text{as} \quad x \to x_k, \quad k = 1, \ldots, N. \quad (3.4b)
\]

Matching (3.4b) with (3.3) at each \( x = x_k \) then provides the conditions that

\[
\begin{align*}
\nu_0(x_k) &= 0, \quad a_{0,k} = \nabla u_0|_{x=x_k}, \quad k = 1, \ldots, N. \quad (3.4c)
\end{align*}
\]

The limiting eigenfunction \( u_0(x) \) can be represented as

\[
u_0(x) = 8\pi N \sum_{k=1}^{N} \alpha_k G(x; x_k, \lambda_0),
\]

(3.5)

where \( G(x; \xi, \lambda) \) is the bi-Laplacian Helmholtz Green’s function satisfying

\[
-\Delta^2 G + \lambda G = -\delta(x - \xi), \quad x \in \Omega; \quad G = \frac{\partial G}{\partial n} = 0, \quad x \in \partial \Omega; \quad (3.6a)
\]

\[
G(x; \xi, \lambda) = \frac{1}{8\pi} |x - \xi|^2 \log |x - \xi| + R(x; \xi, \lambda).
\]

(3.6b)

where \( R \) is a regular function at \( x = \xi \). The constants \( \alpha = \{ \alpha_1, \ldots, \alpha_N \} \) represent the strengths of singularity associated with each point constraint. The \( (N + 1) \) unknowns \( \{\alpha, \lambda_0\} \) are determined by the \( (N + 1) \) conditions

\[
(\alpha_0, u_0) = 1, \quad u_0(x_k) = 0, \quad k = 1, \ldots, N. \quad (3.7)
\]

The numerical solution of (3.7) for a variety of patch configurations \( \{x_k\}_{k=1}^N \) is considered in Sec. 4. We now proceed to determine formulas for the corrections \( (\lambda_m, u_m) \) to this leading order.
To begin the proof, we consider the integral identity
\[\Delta^2 u_m - \lambda_0 u_m = \lambda_m u_m + \sum_{i=1}^{m-1} u_i \lambda_{m-i}, \quad x \in \Omega \setminus \{x_k\}_{k=1}^N; \quad u_m = \frac{\partial u_m}{\partial n} = 0, \quad x \in \partial \Omega,\]
(3.8a)

\[u_m \sim a_{m-1,k} \cdot (x - x_k) \log |x - x_k| + [a_{m-1,k} \cdot M_k + a_{m,k}] \cdot (x - x_k) + \cdots \quad \text{as } x \to x_k,\]
(3.8b)

for \(k = 1, \ldots, N\). The sequence of problems (3.8) recursively determines the unknown vectors \(a_{m,k}\) for \(m \geq 1\) and \(k = 1, \ldots, N\). In the case \(m = 1\) for example, the strength of singularity is prescribed as \(a_{0,k} = \nabla u_0|_{x = x_k}\) which uniquely determines \(u_1\). Thereafter, matching the regular part of \(u_1\) as \(x \to x_k\) to the behavior (3.8b) provides a condition for \(a_{1,k}\). The recursive process continues, where matching the regular part at \(O(\nu^m)\) prescribes the strength of the singularity at \(O(\nu^{m+1})\) and so on. To incorporate the singularity structure (3.8b) into a solvability condition for the correction terms \(\lambda_m\) for \(m \geq 1\), we first need to establish the following Lemma:

**Lemma 1**: Let \((u_0, \lambda_0)\) be an eigenpair of (3.4) with multiplicity one. Then, a necessary condition for the problem
\[\Delta^2 u_m - \lambda_0 u_m = \lambda_m u_m - f(x), \quad x \in \Omega \setminus \{x_k\}_{k=1}^N; \quad u_m = \frac{\partial u_m}{\partial n} = 0, \quad x \in \partial \Omega; \quad (3.9a)\]

\[u_m \sim a_{m-1,k} \cdot (x - x_k) \log |x - x_k|, \quad \text{as } x \to x_k, \quad k = 1, \ldots, N, \quad (3.9b)\]

to have a solution is that \(\lambda_m\) satisfies
\[\lambda_m \langle u_0, u_0 \rangle = \langle f, u_0 \rangle + 4\pi \sum_{k=1}^{N} a_{0,k} \cdot a_{m-1,k}. \quad (3.10)\]

Here \(a_{0,k} = \nabla u_0|_{x = x_k}\) and we have defined the inner product \(\langle g, h \rangle \equiv \int_{\Omega} gh \, dx\).

**Proof**: To begin the proof, we consider the integral identity
\[\int_{\Omega} (u_0 \Delta^2 u_m - u_m \Delta^2 u_0) \, dx = \int_{\partial \Omega} (u_0 \partial_n (\Delta u_m) - \Delta u_m \partial_n u_0 - u_m \partial_n (\Delta u_0) + \Delta u_0 \partial_n u_m) \, ds\]

Upon multiplying (3.9a) by \(u_0\) and integrating over \(\Omega \setminus B_\sigma\), where \(B_\sigma = \bigcup_{k=1}^{N} \{x - x_k\} \leq \sigma\), we obtain as \(\sigma \to 0\)
\[\lambda_m \langle u_0, u_0 \rangle = \langle f, u_0 \rangle + \lim_{\sigma \to 0} \sum_{k=1}^{N} \int_{|x - x_k| = \sigma} (u_0 \partial_n (\Delta u_m) - \Delta u_m \partial_n u_0 - u_m \partial_n (\Delta u_0) + \Delta u_0 \partial_n u_m) \, ds. \quad (3.11)\]

To evaluate this integral in (3.11), we introduce a local polar coordinate system near \(x = x_k\) where \(r = |x - x_k|\) and \(e = (\cos \theta, \sin \theta)\). In addition, we note that \(\partial_n = -\partial_r\) on \(|x - x_k| = \sigma\). In terms of these quantities, we use the local behavior (3.9b) for \(u_m\) and from (3.5) \(u_0 \sim (a_{0,k} \cdot e) r + \alpha_k r^2 \log r\) as \(r \to 0\) to calculate for \(r \to 0\) that
\[u_m \sim (a_{m-1,k} \cdot e) r \log r, \quad \partial_r u_m \sim (a_{m-1,k} \cdot e)[\log r + 1],\]
\[\Delta u_m \sim \frac{2}{r}(a_{m-1,k} \cdot e), \quad \partial_r (\Delta u_m) \sim \frac{2}{r^2}(a_{m-1,k} \cdot e);\]
\[u_0 \sim (a_{0,k} \cdot e) r + \alpha_k r^2 \log r, \quad \partial_r u_0 \sim (a_{0,k} \cdot e) + \alpha_k [2 \log r + 1];\]
\[\Delta u_0 \sim \Delta a_k (r), \quad \partial_r (\Delta u_0) \sim \frac{\Delta a_k}{r}.\]
Consider a simple eigenpair \( \lambda \) with \( N \) determined by the problem in the absence of perturbing patches, but by the following problem

\[
\begin{align*}
\Delta u & = 0, \quad x \in \Omega \setminus \{x_k\}_{k=1}^N; \quad u_0 = \frac{\partial u_0}{\partial n} = 0, \quad x \in \partial \Omega; \quad \int_\Omega u_0^2 \, dx = 1. \tag{3.14a}
\end{align*}
\]

Let \( u_0(x_k) = 0 \), \( u \sim c_k |x - x_k|^2 \log |x - x_k| + R_k(x) \), \( \lambda_0 + \cdots \rightarrow x_k. \tag{3.14b} \]

The proof of the Lemma is concluded by substituting these quantities into (3.11), and then passing to the limit \( \sigma \to 0 \):

\[
\lambda_m \langle u_0, u_0 \rangle - \langle f, u_0 \rangle = 4 \sum_{k=1}^N \int_0^{2\pi} (a_{0,k} \cdot e)(a_{m-1,k} \cdot e) \, d\theta = 4\pi \sum_{k=1}^N a_{0,k} \cdot a_{m-1,k}. \tag{3.12}
\]

By applying this Lemma to (3.8) the coefficients \( \lambda_m \) in the expansion for the eigenvalue \( \lambda_\varepsilon \) are obtained as follows:

**Principal Result 2:** Let \( (u_0, \lambda_0) \) be an eigenpair of (3.4) with multiplicity one, and assume \( \sum_{k=1}^N |\nabla u_0(x_k)|^2 \neq 0 \), then an eigenvalue \( \lambda_\varepsilon \) of the perturbed problem (1.3) admits the expansion

\[
\lambda_\varepsilon = \lambda_0 + \sum_{m=1}^M \lambda_m \nu^m + O(\nu^{M+1}), \quad \nu(\varepsilon) \equiv \frac{1}{\log \varepsilon}, \tag{3.13a}
\]

for any integer \( M \) and where \( \lambda_m \) for \( m \leq 1 \) are defined by

\[
\lambda_1 = 4\pi \sum_{k=1}^N |\nabla u_0(x_k)|^2, \quad \lambda_2 = 4\pi \sum_{k=1}^N |\nabla u_0(x_k)| \cdot a_{m-1,k} - \sum_{i=1}^{m-1} \lambda_i - \langle u_1, u_0 \rangle, \quad m \geq 2. \tag{3.13b}
\]

The vectors \( a_{m-1,k} \) for \( m \geq 2 \) and \( u_m \) for \( m \geq 1 \) are determined from (3.8).

The key feature of the analysis is that the difference \( \lambda_\varepsilon - \lambda_0 \) depends on the gradient of the base eigenfunction \( u_0 \) at each point of clamping. Crucially, this base eigenfunction \( u_0 \) is not determined by the problem in the absence of perturbing patches, but by the following problem with \( N \) additional point constraints:

\[
\begin{align*}
\Delta^2 u_0 & = \lambda_0 u_0, \quad x \in \Omega \setminus \{x_k\}_{k=1}^N; \quad u_0 = \frac{\partial u_0}{\partial n} = 0, \quad x \in \partial \Omega; \quad \int_\Omega u_0^2 \, dx = 1. \tag{3.14a}
\end{align*}
\]

This leading-order point constraint problem determines \( \lambda_0 \), and in terms of the solution we calculate \( a_{0,k} = \nabla u_0 |_{x=x_k} \) for \( k = 1, \ldots, N \) from the regular part \( R_k(x) \) of the limiting eigenfunction \( u_0 \). In the case where a clamping location \( x_k \) is a point at which \( u_0 \) has zero gradient, i.e. \( \nabla u_0(x_k) = 0 \), then that location does not contribute to \( \lambda_1 \) in (3.12).

**(a)** Calculation of jump in eigenvalue

As the limiting problem does not correspond patch free eigenvalue problem for \( (u^*, \lambda^*) \) satisfying

\[
\begin{align*}
\Delta^2 u^* & = \lambda^* u^*, \quad x \in \Omega; \quad u^* = \frac{\partial u^*}{\partial n} = 0, \quad x \in \partial \Omega; \quad \int_\Omega u^* \, dx = 1. \tag{3.15}
\end{align*}
\]

it is natural to investigate the magnitude of the discrepancy between the spectra of the two problems. For the jump in the eigenvalue \( \lambda_0 - \lambda^* \), we establish the following result:

**Theorem 3:** Consider a simple eigenpair \( (u_0, \lambda_0) \) of the limiting problem (3.14) with local behavior (3.14b) as \( x \to x_k \) for \( k = 1, \ldots, N \) and a simple eigenpair \( (u^*, \lambda^*) \) of the patch free problem (3.15). In the case where \( \langle u_0, u^* \rangle \neq 0 \), then

\[
\lambda_0 - \lambda^* = -\frac{8\pi}{\langle u_0, u^* \rangle} \sum_{k=1}^N \alpha_k u^*_k(x_k), \quad \langle u_0, u^* \rangle = \int_\Omega u_0 u^* \, dx. \tag{3.16}
\]

**Proof:** To incorporate the singularity structure (3.14b) into the calculation of the jump in the eigenvalue, we integrate over the region \( \Omega \setminus \bigcup_{k=1}^N B(x_k, \sigma) \) where \( B(x_k, \sigma) \) is a ball of radius
\( \sigma \) centered at \( x_k \in \Omega \). Repeated integration by parts yields the following identity
\[
(\lambda_0 - \lambda^*) \int_{\Omega} u_0 u^* \, dx = \lim_{\sigma \to 0} \frac{1}{|B(x_k, \sigma)|} \int_{\partial B(x_k, \sigma)} u^* \partial_n (\Delta u_0) - \partial_n u^* \Delta u_0 - u_0 \partial_n (\Delta u^*) + \Delta u^* \partial_n u_0 \, ds
\]
\[(3.17)\]
For each inclusion, we write \( u \) as
\[u = u_S + u_B\]
where
\[u_S = \sum_{k=1}^{N} \alpha_k |x - x_k|^2 \log |x - x_k|\]
\[(4.1)\]

\( \alpha \)

The formula (3.18) can be interpreted as a generalization of the standard eigenfunction orthogonality relationship \( \langle u_i, u_j \rangle = \delta_{ij} \) to the point constraint eigenvalue problem (3.4). This result also confirms the intuitive expectation that due to the common boundary conditions \( u_0 |_{\partial \Omega} = u^* |_{\partial \Omega} = 0 \), the contribution due to a particular puncture \( x_k \) vanishes as \( x_k \to \partial \Omega \). Moreover, the jump vanishes whenever the configuration \( \{x_k\}_{k=1}^{N} \) occupies the nodal set of the eigenfunction \( u^*(x) \).

A casual inspection of (3.18) might suggest that the puncture locations \( \{x_k\}_{k=1}^{N} \) which optimize the jump \( \langle \lambda_0 - \lambda^* \rangle \) correspond to extrema of the unperturbed eigenfunction \( u^* \). However, the strengths of each singularity \( \alpha_k = \alpha_k(x_1, \ldots, x_N) \) also carry a dependence on the puncture locations which is not known explicitly.

The lack of an explicit solution to the limiting problem (3.14) is a significant hinderance in understanding the dependence of \( \lambda_0 \) on the perforation pattern \( \{x_k\}_{k=1}^{N} \). Faced with this obstacle, we implement a numerical method which first seeks a numerical solution to problem (3.14) followed by iterative solution to obtain \( \lambda_0 \) from (3.7).

4. Numerical Investigation of the Limiting Problem

In this section we numerically study the dependence of the principal eigenvalue \( \lambda_0 \) of the point constraint eigenvalue problem (3.14) on the number and location(s) of the patch centers \( \{x_k\}_{k=1}^{N} \). In particular, we focus on the determination of configurations \( \{x_k\}_{k=1}^{N} \) which give rise to the largest deviation from the eigenvalues of the patch free problem.

(a) Description of the Numerical Algorithm

The first step in our method exploits the linearity of the problem to separate the regular and singular portion of \( u_0 \) with the decomposition \( u_0 = u_S + u_B \) where
\[u_S = \sum_{k=1}^{N} \alpha_k |x - x_k|^2 \log |x - x_k|\]
\[(4.1)\]
Substituting (4.1) into (3.14) yields that \( u_R \) satisfies

\[
\Delta^2 u_R - \lambda_0 u_R = \lambda_0 u_S, \quad x \in \Omega; \quad u_R = -u_S, \quad \partial_n u_R = -\partial_n u_S, \quad x \in \partial\Omega.
\]

(4.2)

The \((N + 1)\) unknowns \((\alpha_1, \ldots, \alpha_N, \lambda_0)\) are found by enforcing the point constraints \(u_0(x_k) = 0\) for \(k = 1, \ldots, N\) together with the normalization condition \(\alpha_1^2 + \cdots + \alpha_N^2 = 1\). This gives rise to the system of equations

\[
\begin{bmatrix}
  u_S(x_1) + u_R(x_1) \\
  \vdots \\
  u_S(x_N) + u_R(x_N) \\
  \alpha_1^2 + \cdots + \alpha_N^2
\end{bmatrix} =
\begin{bmatrix}
  0 \\
  \vdots \\
  0 \\
  1
\end{bmatrix},
\]

(4.3)

which are solved by Newton-Raphson iterations for the singularity strengths \(\alpha = \{\alpha_1, \ldots, \alpha_N\}\) and eigenvalue \(\lambda_0(x_1, \ldots, x_N)\). The normalization condition adopted in (4.3) is for numerical convenience only. Once a solution is obtained, it can be rescaled to satisfy \(\langle u_0, u_0 \rangle = 1\), or any other normalization condition. Our numerical experiments are performed on the unit disk domain \(\Omega = \{x \in \mathbb{R}^2 \mid |x| \leq 1\}\) and employ a finite difference method to discretize (4.2) in polar co-ordinates \((r, \theta)\) with a uniform polar mesh consisting of \(N_r \times N_\theta\) points.

To track the first eigenvalue as the isolated points \(\{x_k\}_{k=1}^N\) vary, we utilized the parameter continuation feature of Bertini which has been successfully applied to compute bifurcation branches in related problems [21-24]. The fourth order nature of (4.2) means that the condition number on the Jacobian matrix of the discretized system increases rapidly as \((N_r, N_\theta)\) increases. To maintain convergence of the numerical scheme and accurately track the paths, we have used adaptive higher precision arithmetic [6,7]. In Table 1 we demonstrate second order convergence of our numerical scheme on an exactly solvable test case, once adaptive precision is utilized.

<table>
<thead>
<tr>
<th>((N_r, N_\theta))</th>
<th>Double precision</th>
<th>Multiple precision</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\max f_i)</td>
<td>Order</td>
</tr>
<tr>
<td>(5, 32)</td>
<td>(6.08 \times 10^{-3})</td>
<td>–</td>
</tr>
<tr>
<td>(10, 64)</td>
<td>(1.58 \times 10^{-3})</td>
<td>1.94</td>
</tr>
<tr>
<td>(20, 128)</td>
<td>(4.00 \times 10^{-4})</td>
<td>1.99</td>
</tr>
<tr>
<td>(40, 256)</td>
<td>(1.00 \times 10^{-4})</td>
<td>2.00</td>
</tr>
<tr>
<td>(80, 512)</td>
<td>(2.52 \times 10^{-5})</td>
<td>1.99</td>
</tr>
<tr>
<td>(160, 1024)</td>
<td>(1.08 \times 10^{-5})</td>
<td>1.22</td>
</tr>
<tr>
<td>(320, 2048)</td>
<td>(7.68 \times 10^{-6})</td>
<td>–2.83</td>
</tr>
</tbody>
</table>

Table 1. Convergence of the numerical scheme for system \(\Delta^2 u = \frac{\mu_2}{\lambda_1} u\), with analytical solution \(u = r^4 \cos \theta\). As \((N_r, N_\theta)\) increases, adaptive precision is required to maintain second order convergence order of the scheme.

At this point, we briefly review closed form solutions of the patch free (1.4) and punctured (3.14) problems. The factorization \(\Delta^2 - \mu^4 = (\Delta - \mu^2)(\Delta + \mu^2) = 0\) indicates that for the unit disc scenario, the eigenfunctions take the form

\[
\phi_{m,n}(r, \theta) = e^{im\theta} \{J_m(\mu_m r), Y_m(\mu_m r), K_m(\mu_m r), I_m(\mu_m r)\}, \quad \mu_m = \lambda_{m,n}^{1/4},
\]

(4.4)

where \(m = 0, \pm 1, \pm 2, \ldots\) and \(J_m(z), Y_m(z), I_m(z)\) and \(K_m(z)\) are the standard Bessel functions. In the patch free problem (1.4), the smooth eigenfunctions satisfying \(u^* = \partial_\nu u^* = 0\) on \(\nu = 1\) are

\[
\phi_{m,n}^* = e^{im\theta} \left[ J_m(\mu_m^* r) - \frac{J_m(\mu_m^* r)}{I_m(\mu_m^* r)} I_m(\mu_m^* r) \right],
\]

(4.5a)
and the eigenvalues $\mu_{m,n}^*$ solve the nonlinear equation

$$J_m'(\mu_{m,n}^*) I_m(\mu_{m,n}^*) = I_m'(\mu_{m,n}^*) J_m(\mu_{m,n}^*).$$  \hfill (4.5b)$$

The first four eigenvalues $\lambda_{m,n}^* = (\mu_{m,n}^*)^4$ are found from numerical solution of (4.5b) to be

$$\lambda_{0,0}^* = 104.4, \quad \lambda_{1,0}^* = 452.0, \quad \lambda_{2,0}^* = 1216.4, \quad \lambda_{0,1}^* = 1581.7,$$  \hfill (4.6)$$

and in Fig. 3, the associated eigenfunctions are plotted.

**Figure 3.** The first four eigenfunctions of the bi-Laplacian (1.4) on the unit disc with no punctures and clamped boundary conditions at $r = 1$.

In the punctured case, we can develop a closed form solution of (3.14) for $N = 1$ and $x_0 = (0, 0)$. The radially symmetric eigenfunctions ($m = 0$) of (3.14) are spanned by (4.4) and those satisfying $u_0(0) = 0$ and $u_0(1) = \partial_r u_0(1) = 0$ are

$$u_0(r) = A \left[ J_0(\mu_{0,n} r) - I_0(\mu_{0,n} r) - \left( \frac{J_0(\mu_{0,n}) - I_0(\mu_{0,n})}{\pi} K_0(\mu_{0,n}) + Y_0(\mu_{0,n}) \right) \left( \frac{2}{\pi} K_0(\mu_{0,n} r) + Y_0(\mu_{0,n} r) \right) \right],$$  \hfill (4.7a)$$

where the eigenvalues $\lambda_{0,n} = \mu_{0,n}^4$ are determined by the relationship

$$\left( J_0(\mu_{0,n}) - I_0(\mu_{0,n}) \right) \left( \frac{2}{\pi} K_1(\mu_{0,n}) + Y_1(\mu_{0,n}) \right) = \left( J_1(\mu_{0,n}) + I_1(\mu_{0,n}) \right) \left( \frac{2}{\pi} K_0(\mu_{0,n}) + Y_0(\mu_{0,n}) \right).$$  \hfill (4.7b)$$
Here $A$ is a constant set by the normalization condition $\langle u_0, u_0 \rangle = 1$. The smallest positive root of (4.7b) is

$$\lambda_{0,0} = 516.9609.$$  \hfill (4.8)

This exact solution provides a benchmark against which the efficacy of our numerical method can be verified (see Table 2).

<table>
<thead>
<tr>
<th>$(N_r, N_\theta)$</th>
<th>The minimum eigenvalue</th>
<th>Error (Relative)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(20, 5)</td>
<td>496.9</td>
<td>20.7 (4.02%)</td>
</tr>
<tr>
<td>(40, 5)</td>
<td>510.9</td>
<td>6.07 (1.17%)</td>
</tr>
<tr>
<td>(80, 5)</td>
<td>515.4</td>
<td>1.55 (0.30%)</td>
</tr>
<tr>
<td>(160, 5)</td>
<td>516.5</td>
<td>0.39 (0.08%)</td>
</tr>
</tbody>
</table>

**Table 2.** Convergence of the numerical scheme to the first eigenvalue of (3.14) in the case $x_0 = (0, 0)$. The exact value, provided by the closed form solution, is given in (4.8).

(b) Results

Numerical determination of the configurations $\{x_k\}_{k=1}^N$ optimizing $\lambda_0(x_1, \ldots, x_N)$ is challenging on account of several factors. Principally, for any given configuration, $\lambda_0$ is determined by solving a nonlinear system of equations, each evaluation of which requires solving the fourth order PDE (4.2). Numerical optimization of this objective function is therefore computationally intensive, particularly as the number of unknowns increases. As an initial step in analyzing the optimizing locations $\{x_k\}_{k=1}^N$, we seek extrema over ring configurations to reduce the number of unknowns over which to optimize. For punctures periodically spaced on a ring of radius $r$, the centers are given explicitly by

$$x_k = r \left( \cos \frac{2\pi k}{N}, \sin \frac{2\pi k}{N} \right), \quad k = 1, \ldots, N,$$  \hfill (4.9)

which leaves a single variable $r$ over which to optimize.

In the case $N = 1$, we examine the dependence of the first two eigenvalues on $r$. In Fig. 4(a), the first two eigenvalues are seen to converge to $\lambda_{0,0}^* = 104.4$ and $\lambda_{1,0}^* = 452.0$ as $r \to 1$, in agreement with (3.18). The eigenfunctions associated with the lowest eigenvalue makes a connection between the second (mode 1) eigenfunction $\phi_{1,0}^*$ and the radially symmetric eigenfunction $\phi_{0,0}^*$ of the patch free problem (1.4), as $r \to 1$. In an opposite fashion, the eigenfunctions associated with the second eigenvalue, are continuously deformed from the point constraint problem (4.7) to the second (mode 1) eigenfunction $\phi_{1,0}^*$ of the patch free problem.

In Fig. 5(a), the principal eigenvalue $\lambda_c(r)$ is plotted against $r$ for the case $N = 2$ and a unique global maximum is observed at $(r_c, \lambda_c)$. The open circles represent the eigenvalues of the unperturbed problem (1.4), and in agreement with (3.18), the curve $\lambda_c(r)$ tends to this value as $r \to 1$. As $r \to 0$ we see that $\lambda_c(r) \to \lambda_{0,0}$ where $\lambda_{0,0}$ is the exact value obtained in (4.8).

Table 3 displays the numerically computed maximizing ring radius along with the associated maximum principal eigenvalue.

<table>
<thead>
<tr>
<th>$N$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_c$</td>
<td>452.1</td>
<td>732.6</td>
<td>1263.8</td>
<td>1582.3</td>
<td>1582.4</td>
<td>1582.5</td>
<td>1582.5</td>
<td>1582.5</td>
</tr>
<tr>
<td>$r_c$</td>
<td>0.0</td>
<td>0.23</td>
<td>0.35</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
</tr>
</tbody>
</table>

**Table 3.** (Single Ring) Maximum first eigenvalue $\lambda_c$ for an arrangement of $N$ periodically spaced punctures on a single ring of radius $r_c$. 
For a single ring with $N$ punctures, we observe $\lim_{N \to \infty} (\lambda_c, r_c) \approx (1582.5, 0.38)$. The extrema calculated in Table 4 are based on the particular ring based ansatz (4.9), are not necessarily indicative of a globally optimal pattern.

\begin{equation}
\left( \text{One Ring with center Puncture} \right) \quad x_k = r \left( \cos \frac{2\pi k}{N-1}, \sin \frac{2\pi k}{N-1} \right), \quad k = 1, \ldots, N-1; \quad x_N = (0, 0);
\end{equation}

In Table 4, we observe that a ring with a puncture at the center generates a larger maximum eigenvalue over a single ring case for $N \geq 5$. As with the single ring case (4.9), the maximum eigenvalue saturates as $N$ increases with limiting behavior $(r_c, \lambda_c) \sim (0.50, 3838.4)$ as $N \to \infty$. For a single ring with $N$ punctures, we observe $\lim_{N \to \infty} (\lambda_c, r_c) \approx (1582.5, 0.38)$. The extrema calculated in Table 4 are based on the particular ring based ansatz (4.9), are not necessarily indicative of a globally optimal pattern.
This limiting behavior suggests that additional points should be placed on a new ring in order to achieve large values of $\lambda_c$. The family of two ring puncture patterns is given by

\[
\begin{align*}
\text{Two Ring Pattern } & \quad x_k = r_1 \left( \cos \frac{2\pi k}{N_1}, \sin \frac{2\pi k}{N_1} \right), \quad k = 1, \ldots, N_1; \\
& \quad x_k = r_2 \left( \cos \frac{2\pi (k - N_1)}{N_2}, \sin \frac{2\pi (k - N_1)}{N_2} \right), \quad k - N_1 = 1, \ldots, N_2,
\end{align*}
\]

for $r_1 > r_2$ and $N_1 \geq N_2$. The system for $\lambda_0$ is solved over all $0 < r_2 < r_1 < 1$ and the maximum value recorded (cf Fig. 7). In Table 5, the maximum first eigenvalue is displayed for a range of two ring configurations.

<table>
<thead>
<tr>
<th>$N$</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_c$</td>
<td>771.5</td>
<td>1308.5</td>
<td>2106.6</td>
<td>3158.7</td>
<td>3836.0</td>
<td>3838.3</td>
</tr>
<tr>
<td>$r_c$</td>
<td>0.32</td>
<td>0.40</td>
<td>0.45</td>
<td>0.49</td>
<td>0.50</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Table 4. (Single Ring with center puncture) Maximum of the first eigenvalue $\lambda_c$ for an arrangement of $N$ punctures with one fixed at $(0, 0)$ and $N - 1$ periodically spaced punctures on a single ring of radius $r_c$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(N_1, N_2)$</td>
<td>(3, 3)</td>
<td>(4, 2)</td>
<td>(4, 3)</td>
<td>(5, 2)</td>
</tr>
<tr>
<td>$\lambda_c$</td>
<td>1388.9</td>
<td>2174.6</td>
<td>2447.3</td>
<td>3325.5</td>
</tr>
<tr>
<td>$r_{1c}$</td>
<td>0.50</td>
<td>0.48</td>
<td>0.56</td>
<td>0.52</td>
</tr>
<tr>
<td>$r_{2c}$</td>
<td>0.26</td>
<td>0.23</td>
<td>0.32</td>
<td>0.26</td>
</tr>
</tbody>
</table>

Table 5. Maximum values for the first eigenvalue over two ring patterns (4.11).
Figure 7. Two ring pattern (4.11) with $N_1 = 4$ and $N_2 = 3$. Left Panel: The landscape of eigenvalues for $0.05 < r_2 < r_1 < 0.95$ with the global max at $(r_{1c}, r_{2c}) = (0.56, 0.32)$.

Right panel: The eigenfunction corresponding to the eigenvalue $\lambda_c = 2447.3$.

For $N = 1, \ldots, 9$, we display in Fig. 8 the configurations of patch centers which generate the local maximum first eigenvalue over the patterning schemes with one ring (4.9), one ring with a center puncture (4.10) and two rings (4.11).

5. Conclusion

In this paper, we have studied the problem for the modes of vibration of a thin elastic plate with a collection of clamped patches. As the patch radius shrinks to zero, the limiting problem is not the patch free problem, but a point constraint eigenvalue problem. The contribution of the present work is three fold. First, we have obtained detailed information on this limiting behavior in the form of an asymptotic expansion in the limit of small patch radius. Second, exact expressions for the jump between the point constraint eigenvalues (1.8) and patch free eigenvalues (1.4) were obtained in (3.18). The third contribution of this work is a numerical study on the dependence of the vibrational modes with respect to the number and location of clamping points.

The numerical study of Sec. 4 indicates that the vibrational characteristics of the plate depend sensitively on the clamping configuration $\{x_k\}_{k=1}^N$. The introduction of small clamped patches can be seen (cf. Fig. 6) to change the basal frequency by almost an order of magnitude if the patches are centered at particular locations. This naturally gives rise to the question of which configurations induce the largest deviation from the patch free problem. For the cases $N = 1, \ldots, 9$, we have numerically calculated (locally) optimal configurations for disk geometry.

There are many avenues of future investigation which arise from this study. Prominent amongst them is the question of determining the patch centers $\{x_k\}_{k=1}^N$ which maximize the first eigenvalue of (1.8) for larger values of $N$ and on non-radially symmetric domains. Analytical progress towards this goal can be made by establishing detailed knowledge of the bi-Laplacian Helmholtz Green’s function

$$-\Delta^2 G + \lambda G = -\delta(x - x_0), \quad x \in \Omega; \quad G = \frac{\partial G}{\partial n} = 0, \quad x \in \partial \Omega;$$

$$G(x; x_0, \lambda) = \frac{1}{8\pi} |x - x_0|^2 \log |x - x_0| + R(x; x_0, \lambda).$$

Aside from the symmetric case (cf. (4.7)) where $\Omega$ is a disk and $x_0 = (0, 0)$, we know of no closed form exact solutions to (3.6). Such a solution would be very useful in determining optimizing configurations of clamping points $\{x_k\}_{k=1}^N$. Furthermore, such information would be very useful for investigating the nature of globally optimal clamping patterns.
In scenarios where a numerical solution of the full PDE (4.2) is required for each solution of the eigenvalue problem (4.3), it is highly desirable to have an accurate and efficient solution technique which is adaptable to a variety of geometries. An integral equation approach seems well suited to accomplish this goal (cf. [26]).

This paper has largely focussed on the dependence of the fundamental eigenfunction and eigenvalue on the perforation configuration. We also expect a significant effect on localization in higher modes, as seen in [16] for the case of a rectangular domain and $N = 1$. An interesting problem would study this phenomenon and determine a theory for the placement of punctures to achieve a desired localization pattern.
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