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Abstract

We prove that every term of the lower central series and Johnson filtrations of the Torelli subgroups of the mapping class group and the automorphism group of a free group is finitely generated in a linear stable range. This was originally proved for the second terms by Ershov and He.

1 Introduction

1.1 The main results

Let $\Sigma^b_g$ be a compact oriented genus $g$ surface with either $b = 0$ or $b = 1$ boundary components. We will often omit $b$ from our notation when $b = 0$. The mapping class group of $\Sigma^b_g$, denoted $\text{Mod}^b_g$, is the group of isotopy classes of orientation-preserving diffeomorphisms of $\Sigma^b_g$ that fix $\partial \Sigma^b_g$ pointwise. The group $\text{Mod}^b_g$ acts on $H_1(\Sigma^b_g; \mathbb{Z})$ and preserves the algebraic intersection form. Since $b \leq 1$, the algebraic intersection form is a symplectic form, and thus this action induces a homomorphism $\text{Mod}^b_g \to \text{Sp}_{2g}(\mathbb{Z})$ which is classically known to be surjective. The kernel of this homomorphism is the Torelli group $I^b_g$. We therefore have a short exact sequence

$$1 \longrightarrow I^b_g \longrightarrow \text{Mod}^b_g \longrightarrow \text{Sp}_{2g}(\mathbb{Z}) \longrightarrow 1.$$ 

See [FMar] for a survey of the mapping class group and Torelli group.

Lower central series. For any group $G$, the lower central series of $G$ is the sequence

$$G = \gamma_1 G \supseteq \gamma_2 G \supseteq \gamma_3 G \supseteq \cdots$$

of subgroups of $G$ defined via the inductive formula

$$\gamma_1 G = G \quad \text{and} \quad \gamma_{k+1} G = [\gamma_k G, G] \quad (k \geq 1).$$

Equivalently, $\gamma_{k+1} G$ is the smallest normal subgroup of $G$ such that $G/\gamma_{k+1} G$ is $k$-step nilpotent. The lower central series of $I^b_g$ has connections to number theory (see, e.g., [Mat]), to 3-manifolds (see, e.g., [GaL]), and to the Hodge theory of the moduli space of curves (see, e.g., [Ha1, Ha2]). Despite these connections, the structure of the lower central series of $I^b_g$ remains mysterious. One of the few structural results known about it is a theorem of Hain [Ha2] giving a finite presentation for its associated Malcev Lie algebra.

Finite generation. A classical theorem of Dehn [De] from 1938 says that $\text{Mod}^b_g$ is finitely generated. Since $I^b_g$ is an infinite-index normal subgroup of $\text{Mod}^b_g$, there is no reason to
expect $I_g^b$ to be finitely generated, and indeed McCullough and Miller [McCUMi] proved that $I_g^b$ is not finitely generated. However, a deep and surprising theorem of Johnson [J3] says that $I_g^b$ is finitely generated for $g \geq 3$.

**Johnson kernel.** The Johnson kernel, denoted $K^b_g$, is the subgroup of $\text{Mod}^b_g$ generated by Dehn twists about simple closed separating curves. Whether or not $K^b_g$ is finitely generated for $g \geq 3$ is a well-known question. The case $b = 0$ was first mentioned by McCullough and Miller in 1986 [McCUMi], and appeared in Morita’s 1994 problem list [Mo1, Question 10] and 1998 survey [Mo2, Problem 2.2(i)]. Johnson [J5] proved that $[I_g^b, I_g^b]$ is a finite-index subgroup of $K^b_g$. It follows that $K^b_g$ is finitely generated if and only if $[I_g^b, I_g^b]$ is finitely generated.

Initially, various people conjectured that the answer to this finite generation question is negative for all $g \geq 3$. This expectation shifted towards a positive answer after the deep work of Dimca and Papadima [DiPa], who proved that $H_1(K_g; \mathbb{Q})$ is finite dimensional for $g \geq 4$. Dimca, Hain, and Papadima [DiHaPa] later gave an explicit description of $H_1(K_g; \mathbb{Q})$ as an $I_g/K_g$-module for $g \geq 6$.

Ershov and He [EH] recently proved that every subgroup of $I_g^b$ containing $[I_g^b, I_g^b]$ (in particular, $[I_g^b, I_g^b]$ itself and $K^b_g$) is indeed finitely generated for $g \geq 12$. Our first theorem extends this result to all $g \geq 4$ via a new and simpler proof. Morita’s question is thus now settled with the exception of the single case $g = 3$.

**Theorem A.** For $g \geq 4$ and $b \in \{0, 1\}$, every subgroup of $I_g^b$ containing $[I_g^b, I_g^b]$ is finitely generated. In particular, $[I_g^b, I_g^b]$ and $K^b_g$ are finitely generated.

**Deeper in the lower central series.** Another result in [EH] asserts that if $k \geq 3$ and $g \geq 8k - 4$, then the abelianization of any subgroup of $I_g^b$ containing $\gamma_k I_g^b$ is finitely generated. We will prove that any such subgroup is actually finitely generated (in fact, with a better range for $g$).

**Theorem B.** For $k \geq 3$ and $g \geq 2k - 1$ and $b \in \{0, 1\}$, every subgroup of $I_g^b$ containing $\gamma_k I_g^b$ is finitely generated. In particular, $\gamma_k I_g^b$ is finitely generated.

**Remark 1.1.** Since every subgroup containing $\gamma_2 I_g$ also contains $\gamma_3 I_g$, Theorem B implies Theorem A except in the edge case $g = 4$. However, our proof of Theorem A is considerably simpler than our proof of Theorem B while using many of the same ideas. It thus provides a concise introduction to our general approach.

**The Johnson filtration.** We want to highlight an important special case of Theorem B. Fix some $g \geq 0$ and $b \in \{0, 1\}$. Pick a basepoint $* \in \Sigma_g^b$; if $b = 1$, then choose $*$ such that it lies in $\partial \Sigma_g^b$. Define $\pi = \pi_1(\Sigma_g^b, *)$. Since $\text{Mod}^1_g$ is built from diffeomorphisms that fix $\partial \Sigma_g^1$ and thus in particular fix $*$, there is a homomorphism $\text{Mod}^1_g \to \text{Aut}(\pi)$. For closed surfaces, there is no fixed basepoint, so we only obtain a homomorphism $\text{Mod}_g \to \text{Out}(\pi)$. In both cases, this action preserves the lower central series of $\pi$, so we obtain homomorphisms

$$
\psi^1_g[k] : \text{Mod}^1_g \to \text{Aut}(\pi/\gamma_k \pi) \quad \text{and} \quad \psi_g[k] : \text{Mod}_g \to \text{Out}(\pi/\gamma_k \pi).
$$

The $k$th term of the *Johnson filtration* of $\text{Mod}_g^b$, denoted $J_g^b(k)$, is the kernel of $\psi_g^b[k + 1]$. This filtration was introduced in 1981 by Johnson [J2]. Chasing the definitions, we find
that \( J_g^b(1) = T_g^b \). Moreover, Johnson [J4] proved that \( J_g^b(2) = K_g^b \). It is easy to see that \( \gamma_k T_g^b \subseteq J_g^b(k) \) for all \( k \), but these filtrations are known not to be equal. In fact, Hain proved that they even define inequivalent topologies on \( T_g^b \); see [Ha2, Theorem 14.6 plus §14.4]. Since \( \gamma_k T_g^b \subseteq J_g^b(k) \), the following result is a special case of Theorem B.

**Theorem C.** For \( k \geq 3 \) and \( g \geq 2k - 1 \) and \( b \in \{0, 1\} \), the group \( J_g^b(k) \) is finitely generated.

**Automorphism groups of free groups.** Let \( F_n \) be a free group on \( n \) generators. The group \( \text{Aut}(F_n) \) acts on the abelianization \( F_n^{ab} = \mathbb{Z}^n \). The kernel of this action is the Torelli subgroup of \( \text{Aut}(F_n) \) and is denoted \( \text{IA}_n \). A classical theorem of Magnus [Mag] from 1935 says that \( \text{IA}_n \) is finitely generated for all \( n \). Building on the aforementioned work of Dimca and Papadima [DiPa] for the mapping class group, Papadima and Suciu [PaSu] proved that \( H_1([\text{IA}_n, \text{IA}_n]; \mathbb{Q}) \) is finite-dimensional for \( n \geq 5 \).

Just like for the mapping class group, Ershov and He [EH] proved that any subgroup of \( \text{IA}_n \) containing \([\text{IA}_n, \text{IA}_n] \) is finitely generated for \( n \geq 4 \). They also proved that the abelianization of any subgroup of \( \text{IA}_n \) containing \( \gamma_k \text{IA}_n \) is finitely generated for \( n \geq 8k - 4 \).

The following theorem extends these results from [EH] by both improving the range and strengthening the conclusion; it is a direct counterpart of Theorems A and B.

**Theorem D.** For \( k \geq 3 \) and \( n \geq 4k - 3 \), or for \( k = 2 \) and \( n \geq 4 \), every subgroup of \( \text{IA}_n \) containing \( \gamma_k \text{IA}_n \) is finitely generated. In particular, \( \gamma_k \text{IA}_n \) is finitely generated.

**Remark 1.2.** One can also consider the Torelli subgroup \( \text{IO}_n \) of \( \text{Out}(F_n) \). The homomorphism \( \text{IA}_n \to \text{IO}_n \) is surjective, so Theorem D also implies a similar result for \( \gamma_k \text{IO}_n \).

**Johnson filtration for automorphism group of free group.** Similarly to the mapping class group, there is a natural homomorphism

\[
\psi_n[k] : \text{Aut}(F_n) \to \text{Aut}(F_n/\gamma_k F_n).
\]

The \( k \)th term of the Johnson filtration for \( \text{Aut}(F_n) \), denoted \( \text{JIA}_n(k) \), is the kernel of \( \psi_n[k + 1] \). This filtration was actually introduced by Andreadakis [A] in 1965, much earlier than the Johnson filtration for the mapping class group. It is well known that \( \gamma_k \text{IA}_n \subseteq \text{JIA}_n(k) \), and Bachmuth [Bac] and Andreadakis [A] independently proved that \( \gamma_2 \text{IA}_n = \text{JIA}_n(2) \). Also, Pettet [Pe] proved that \( \gamma_3 \text{IA}_n \) is finite-index in \( \text{JIA}_n(3) \). However, recent computer calculations of Bartholdi [Bar2] (making key use of results of Day and Putman [DaP2]) show that these filtrations are not commensurable for \( n = 3 \). It is an open problem whether or not these two filtrations are equal (or at least commensurable) for \( n \geq 4 \). Since \( \gamma_k \text{IA}_n \subseteq \text{JIA}_n(k) \), Theorem D in particular applies to all subgroups containing \( \text{JIA}_n(k) \). However, in this special case we are able to prove finite generation with a better range for \( n \).

**Theorem E.** For \( k \geq 2 \) and \( n \geq 2k + 3 \), every subgroup of \( \text{IA}_n \) containing \( \text{JIA}_n(k) \) is finitely generated. In particular, \( \text{JIA}_n(k) \) is finitely generated.

**Remark 1.3.** For \( k = 2 \) and \( k = 3 \) we have \( 2k + 3 \geq 4k - 3 \), so in these cases Theorem E follows from Theorem D.
1.2 Outline of the proof

We now discuss the ideas behind the proofs of our theorems.

Initial reductions. We first point out two reductions which show that it suffices to prove Theorem B for $b = 1$ and for the group $\gamma_k I_g^1$.

- If $G$ is a group satisfying $\gamma_k I_g^b \subseteq G \subseteq I_g^b$, then letting $\overline{G}$ be the image of $G$ in $I_g^b/\gamma_k I_g^b$ we have a short exact sequence
  \[ 1 \rightarrow \gamma_k I_g^b \rightarrow G \rightarrow \overline{G} \rightarrow 1. \]

  Since $I_g^b/\gamma_k I_g^b$ is a finitely generated nilpotent group, its subgroup $\overline{G}$ is also finitely generated. To prove that $G$ is finitely generated, it is thus enough to prove that $\gamma_k I_g^b$ is finitely generated.

- The homomorphism $I_g^1 \rightarrow I_g$ obtained by gluing a disc to $\partial \Sigma g$ is surjective, and thus its restriction $\gamma_k I_g^1 \rightarrow \gamma_k I_g$ is also surjective. To prove that $\gamma_k I_g$ is finitely generated, it is thus enough to prove that $\gamma_k I_g^1$ is finitely generated.

Similarly, it suffices to prove Theorem A for $[I_g^1, I_g]$, Theorem D for $\gamma_k IA_n$, and Theorem E for $G = JIA_n(k)$.

[n]-groups. All of our main theorems except Theorem A will be deduced from a general result (Theorem 5.3 below) which deals with $[n]$-groups. Here $[n]$ denotes the set $\{1, 2, \ldots, n\}$ and an $[n]$-group is a group $G$ equipped with a distinguished collection of subgroups $\{G_I \mid I \subseteq [n]\}$ such that $G_I \subseteq G_J$ whenever $I \subseteq J$. The groups Aut($F_n$) and Mod$_1^n$ along with their subgroups IA$_n$ and $I_n^1$ can be endowed with an $[n]$-group structure; indeed, this was essentially done by Church and Putman [CP], though the technical setup of that paper is different from ours.

Weakly commuting. The key property we shall exploit is that these $[n]$-group structures are weakly commuting. By definition, an $[n]$-group $G$ is weakly commuting if for all disjoint $I, J \subseteq [n]$, there exists some $g \in G$ such that the subgroups $G_I$ and $G_J^g = g^{-1}G_Jg$ commute. A closely related (but different) notion of a partially commuting $[n]$-group played an important role in [EH]. We also note that weakly commuting $[n]$-groups are unrelated to the “weak FI-groups” that appeared in [CP], despite the similar terminology. We will not use FI-groups or weak FI-groups in this paper.

BNS invariant. Let $G$ be a finitely generated group. The BNS invariant is a powerful tool for studying the finite generation of subgroups of $G$ that contain the commutator subgroup $[G, G]$. Let Hom$(G, \mathbb{R})$ denote the set of additive characters of $G$, that is, homomorphisms from $G$ to $(\mathbb{R}, +)$. Let $S(G)$ denote the sphere consisting of nonzero characters of $G$ modulo multiplication by positive scalars. Bieri, Neumann, and Strebel [BieNeSt] introduced a certain subset $\Sigma(G)$ of $S(G)$, now called the BNS invariant of $G$, that completely determines which subgroups of $G$ containing $[G, G]$ are finitely generated. The larger $\Sigma(G)$ is, the more such subgroups are finitely generated; in particular, all of them (including $[G, G]$ itself) are finitely generated if and only if $\Sigma(G) = S(G)$.

Commuting elements. As we will make precise in Lemma 2.3 below, the presence of large numbers of commuting generators for a group can force $\Sigma(G)$ to be a very large subset of $S(G)$. This sort of mechanism has been used to completely determine the BNS invariant...
for several important classes of groups, including right-angled Artin groups [MeVW] and pure braid groups [KoMcCaMe]. This mechanism is usually insufficient by itself to show that $\Sigma(G) = S(G)$ (as it must be since in the aforementioned classes of groups the commutator subgroup $[G, G]$ is never finitely generated except when it is trivial). The obstacle is the existence of nonzero characters that vanish on almost all generators involved in these commutation relations.

**Computing the BNS invariant of The Torelli groups.** In [EH], it was proved that $\Sigma(I_{1n}) = S(I_{1n})$ for $n \geq 12$ and that $\Sigma(IA_n) = S(IA_n)$ for $n \geq 4$. The proof was based on the following two properties of the groups $G = I_{1n}$ and $G = IA_n$:

- Similarly to right-angled Artin groups, $G$ has a finite generating set in which many pairs of elements commute.
- The group $G$ also has a large group of outer automorphisms coming from conjugation by $\text{Mod}^1_n$ and $\text{Aut}(F_n)$, respectively.

In particular, the outer automorphism group of $G$ contains a natural copy of $\text{SL}_n(\mathbb{Z})$. The corresponding action of $\text{SL}_n(\mathbb{Z})$ on $G/[G, G]$ induces an action on $S(G)$ that is “sufficiently mixing”, which implies in particular that every orbit on $S(G)$ contains characters that do not vanish on large numbers of generators. Combining this with the fact that $\Sigma(G)$ is invariant under $\text{Out}(G)$, one deduces the equality $\Sigma(G) = S(G)$.

**Generalization to higher terms of the lower central series.** To extend the finite generation of $[G, G]$ for $G = I_{1n}$ or $G = IA_n$ to $\gamma_k G$ with $k > 2$, we adopt an inductive approach. Assuming by induction that $\gamma_k G$ is finitely generated, the Bieri–Neumann–Strebel criterion (see Theorem 2.2) says that to prove this for $\gamma_k+1 G$ we must show that $\Sigma(\gamma_k G)$ contains every character vanishing on $\gamma_k+1 G$, or in other words that $\Sigma(\gamma_k G)$ contains the entire sphere $S(\gamma_k G/\gamma_k+1 G)$.

It is not possible to use the method from [EH] inductively, primarily for the following reason. In order to apply this method to an $[n]$-group $G$, one needs to know that $G$ has a finite generating set consisting of elements of “small complexity”. Even if $G$ possesses such a generating set, it is impossible to deduce the same for $[G, G]$ using the Bieri–Neumann–Strebel theorem, as the proof of the latter is inherently ineffective. We resolve this issue with two ideas:

- The first is the notion of the commuting graph of an $[n]$-group (see Definition 5.1).
- The second provides a way to take this open subset and use it to show that $\Sigma(\gamma_k G)$ contains all of $S(\gamma_k G/\gamma_k+1 G)$. Similarly to [EH], this part of the proof uses the action of $\text{Out}(G)$ on $S(\gamma_k G/\gamma_k+1 G)$; however, instead of using combinatorial properties of this action as in [EH], we will give an abstract argument involving algebraic geometry.

This aspect of our proof is reminiscent of [DiPa] and [PaSu], but unlike those two papers we will only need very basic facts from algebraic geometry.

**Outline.** In the short §2 we record the properties of the BNS invariant that we will use. Next, in §3 we will prove Theorem A. This proof foreshadows in a simplified setting many of the ideas used in the remainder of the paper. We introduce in §4 the technical framework we will use for the rest of the paper. We use this framework in §5 to prove a general result that will imply our main theorems, and finally in §6 we prove those theorems.
Conventions. Let $G$ be a group. For $g, h \in G$, we write $h^g = g^{-1}hg$ and $[g, h] = g^{-1}h^{-1}gh$. Also, for a subgroup $H \subseteq G$ and $g \in G$ we write $H^g = g^{-1}Hg$.

2 Preliminaries on the BNS invariant

Let $G$ be a finitely generated group. This section contains a brief introduction to the BNS invariant $\Sigma(G)$ of $G$; see [Str] for a reference that proves all statements for which we do not provide references. Recall from the introduction that $\Sigma(G)$ is a subset of $S(G)$, where

$$S(G) = \frac{(\Hom(G, \mathbb{R}) \setminus \{0\})}{\mathbb{R}_+^\times}$$

is the quotient of the set of nonzero characters $\Hom(G, \mathbb{R}) \setminus \{0\}$ by the equivalence relation that identifies two characters if they differ by multiplication by a positive scalar. For a nonzero $\chi \in \Hom(G, \mathbb{R})$, write $[\chi]$ for its image in $S(G)$. There are many equivalent ways to define $\Sigma(G)$. Perhaps the easiest to state involves the connectedness of certain subgraphs of the Cayley graph of $G$.

Definition 2.1. Let $G$ be a finitely generated group with a fixed finite generating set $S$. Let $C(G, S)$ be the Cayley graph of $G$ with respect to $S$. Given $[\chi] \in S(G)$ represented by $\chi \in \Hom(G, \mathbb{R})$, define $C_{[\chi]} = \{g \in G \mid \chi(g) \geq 0\}$. The BNS invariant $\Sigma(G)$ is defined as the set of all $[\chi] \in S(G)$ such that the full subgraph of $C(G, S)$ spanned by $C_{[\chi]}$ is connected.

This definition does not depend on the choice of $S$ (though this is not obvious). Thinking of $\Aut(G)$ as acting on $G$ on the right, we obtain an action of $\Aut(G)$ on $\Hom(G, \mathbb{R})$ via the formula

$$(\alpha \cdot \chi)(g) = \chi(\alpha g) \quad (\alpha \in \Aut(G), \chi \in \Hom(G, \mathbb{R}), g \in G).$$

This descends to an action of $\Aut(G)$ on $S(G)$ which factors through $\Out(G)$. The fact that the BNS invariant is independent of the generating set implies that $\Sigma(G)$ is invariant under this action.

If $N$ is a normal subgroup of $G$, then we can identify $\Hom(G/N, \mathbb{R})$ with the subset of $\Hom(G, \mathbb{R})$ consisting of those characters that vanish on $N$. This induces an identification of $S(G/N)$ with a subset of $S(G)$. When $N$ contains $[G, G]$, the following theorem of Bieri, Neumann and Strebel characterizes finite generation of $N$ in terms of $\Sigma(G)$.

Theorem 2.2 ([BieNeSt, Theorem B1]). Let $G$ be a finitely generated group and $N$ be a subgroup of $G$ containing $[G, G]$. Then $N$ is finitely generated if and only if $S(G/N) \subseteq \Sigma(G)$.

The following sufficient condition for an element of $S(G)$ to lie in $\Sigma(G)$ was established by Ershov and He.

Lemma 2.3 ([EH, Proposition 2.4(b)]). Let $G$ be a finitely generated group and let $\chi \in \Hom(G, \mathbb{R})$ be a nonzero character. Suppose there exists a finite sequence $x_1, \ldots, x_r$ of elements of $G$ such that the following hold.

(i) $G$ is generated by $x_1, \ldots, x_r$.

(ii) $\chi(x_1) \neq 0$.

(iii) For every $2 \leq i \leq r$, there exists $j < i$ such that $\chi(x_j) \neq 0$ and such that the commutator $[x_j, x_i]$ lies in the subgroup generated by $x_1, \ldots, x_{i-1}$.

Then $[\chi] \in \Sigma(G)$.
An important special case of Lemma 2.3 is when \( x_j \) and \( x_i \) in (iii) are required to commute. This special case of the lemma was known prior to [EH]. It is essentially equivalent to [KoMcCMe, Lemma 1.9], but the basic idea goes back further (compare with [MeVW, Theorem 6.1] from 1995). This special case was sufficient for the purposes of [EH] except when dealing with IA\(_4\) and IA\(_5\). To prove Theorem A and the \( k = 2 \) case of Theorem D we only need this special case of Lemma 2.3, but for Theorems B–E we will make essential use of the full strength of Lemma 2.3.

3 Proof of Theorem A

In this section we will prove Theorem A, which asserts that any subgroup of \( I^b_g \) containing \([I^b_g, I^b_g]\) is finitely generated for \( g \geq 4 \) and \( b \in \{0, 1\} \). This will imply in particular that \( K^b_g \) is finitely generated. This proof follows the same outline as the proofs of our other results, but avoids a lot of technicalities. For that reason, we suggest that the reader begin with this section.

We need one preliminary result before we start the proof. A genus-1 bounding pair on \( \Sigma_g^1 \) (often shortened to a genus-1 BP) is an ordered pair \((x, y)\) of disjoint homologous non-separating simple closed curves on \( \Sigma_g^1 \) whose union \( x \cup y \) separates \( \Sigma_g^1 \) into two subsurfaces, one homeomorphic to \( \Sigma_2^1 \) and the other to \( \Sigma_3^g - 2 \) (see Figure 1). If \((x, y)\) is a genus-1 BP, then the corresponding product of Dehn twists \( T_x T_y^{-1} \in I_g^1 \) is called a genus-1 BP map. This gives a bijection between genus-1 BP maps and isotopy classes of genus-1 BPs. All genus-1 BPs on \( \Sigma_g^1 \) lie in the same \( \text{Mod}^1_g \)-orbit (see [FMar, §1.3]), and therefore all genus-1 BP maps are conjugate in \( \text{Mod}^1_g \).

**Definition 3.1.** Let \( BP(I^1_g) \) denote the “genus-1 BP graph” whose vertices are genus-1 BP maps in \( I^1_g \), and where two elements are connected by an edge if they commute.

**Remark 3.2.** Given genus-1 BPs \((x, y)\) and \((x', y')\), if we can homotope the curves such that \( x \cup y \) is disjoint from \( x' \cup y' \) (see Figure 1), then the BP maps \( T_x T_y^{-1} \) and \( T_{x'} T_{y'}^{-1} \) commute. The converse is also true, though we will not actually need this.

**Proposition 3.3.** The genus-1 BP graph \( BP(I^1_g) \) is connected for \( g \geq 4 \).

**Remark 3.4.** The genus-1 BP graph \( BP(I^1_g) \) is not connected for \( g = 3 \). This can be seen by noting that if \( T_x T_y^{-1} \) is connected to \( T_{x'} T_{y'}^{-1} \) in \( BP(I^1_g) \), then the curves \( \{x, y, x', y'\} \) all share the same homology class. Therefore BP maps with different homology classes must lie in different components of \( BP(I^1_g) \). The connectivity of \( BP(I^1_g) \) is the only place in the proof of Theorem A where we will use the assumption \( g \geq 4 \).

Proposition 3.3 is likely folklore, but we do not know a reference, so we include a proof.

**Proof of Proposition 3.3.** We will use the main idea from [P1, Lemma 2.1]. Let \( \varphi = T_x T_y^{-1} \) be the vertex of \( BP(I^1_g) \) depicted in Figure 1. We must prove that there is a path in \( BP(I^1_g) \) between \( \varphi \) and any other vertex of \( BP(I^1_g) \). The group \( \text{Mod}^1_g \) acts on \( BP(I^1_g) \) by conjugation, and this action is transitive on vertices since all genus-1 BP maps are conjugate in \( \text{Mod}^1_g \). It is thus enough to prove that for all \( f \in \text{Mod}^1_g \), there is a path in \( BP(I^1_g) \) from \( \varphi \) to \( \varphi^f \).
We begin with the following special case of this. Let
\[ S = \{ T_{\alpha_i}^\pm \mid 1 \leq i \leq g \} \cup \{ T_{\gamma_i}^\pm \mid 1 \leq i \leq g \} \cup \{ T_{\beta_i}^\pm \mid 1 \leq i \leq g - 1 \} \quad (3.1) \]
be the Dehn twists depicted in Figure 1. The set $S$ generates $\text{Mod}_g^1$; see [J3, Theorem 1].

**Claim.** For all $s \in S$, there exists a path $\eta_s$ in $BP(I_g^1)$ from $\phi$ to $\phi^s$.

**Proof of claim.** All the curves $\alpha_i$, $\gamma_i$, and $\beta_i$ are disjoint from $x$ and $y$, with the exception of $\alpha_2$. Therefore for $s / \in \{ T_{\alpha_2}^\pm \}$, the map $s$ commutes with $\phi$, so $\phi = \phi^s$ and the claim is trivial. If $s \in \{ T_{\alpha_2}^\pm \}$, then letting $\psi = T_x T_y^{-1}$ be the BP map depicted in Figure 1, we see that $x'$ and $y'$ are disjoint from $\alpha_2$. This implies that $\psi$ commutes with both $\phi$ and $s$, and thus also with $\phi^s$. We can therefore take $\eta_h$ to be the length 2 path from $\phi$ to $\psi$ to $\phi^s$. \[ \square \]

We now return to Proposition 3.3. Consider $f \in \text{Mod}_g^1$. Write

\[ f = s_1 s_2 \cdots s_\ell \quad \text{with } s_i \in S. \]

For $h \in \text{Mod}_g^1$ and $s \in S$, the path $\eta_s^h$ goes from $\phi^h$ to $\phi^{sh}$. Letting $\bullet$ be the concatenation product on paths, the desired path from $\phi$ to $\phi^f$ is then

\[ \eta_{s_\ell} \bullet \eta_{s_{\ell-1}} s_\ell \bullet \eta_{s_{\ell-2}} s_{\ell-1} s_\ell \bullet \cdots \bullet \eta_{s_1} s_2 s_3 \cdots s_\ell. \]

\[ \square \]

We will need three important results of Johnson that are summarized in the following theorem; the three parts are proved in [J1], [J3], and [J5] respectively.

**Theorem 3.5 (Johnson).** For $g \geq 3$, the following hold:

(a) The group $I_g^1$ is generated by genus-1 BP maps.

(b) The group $I_g^3$ is finitely generated.

(c) There is a $\text{Mod}_g^1$-equivariant isomorphism

\[ (I_g^1)^{ab} \otimes \mathbb{R} \cong \bigwedge^3 H_1(\Sigma_g^1; \mathbb{R}), \]

where $\text{Mod}_g^1$ acts on $(I_g^1)^{ab}$ via its conjugation action on $I_g^1$.

We now prove Theorem A.
Proof of Theorem A. Fix some \( g \geq 4 \). As discussed in the introduction, it suffices to prove that \( \mathcal{T}_g^1 \) is finitely generated, which by Theorem 2.2 is equivalent to showing that the BNS invariant \( \Sigma(I_g) \) is all of \( S(I_g^1) \).

Theorem 3.5(a) and (b) tell us that for \( g \geq 3 \) there is a finite set of genus-1 BP maps that generate \( \mathcal{T}_g^1 \); we emphasize that we do not need to know such a finite generating set explicitly. Proposition 3.3 says that \( BP(I_g^1) \) is connected for \( g \geq 4 \). Combining these two facts, we see that there exists a finite set \( \Lambda = \{\lambda_1, \ldots, \lambda_r\} \) of genus-1 BP maps that generates \( \mathcal{T}_g^1 \) such that the full subgraph of \( BP(I_g^1) \) spanned by \( \Lambda \) is connected. Such a set \( \Lambda \) has the following key property.

Claim 1. Any \( \rho: \mathcal{T}_g^1 \to \mathbb{R} \) with \( \rho(\lambda) \neq 0 \) for all \( \lambda \in \Lambda \) satisfies \( [\rho] \in \Sigma(I_g^1) \).

Proof of Claim 1. Consider such a \( \rho \). We can assume that \( \Lambda = \{\lambda_1, \ldots, \lambda_r\} \) is enumerated in increasing order of distance from some fixed basepoint in the subgraph spanned by \( \Lambda \). This guarantees that for all \( 1 < i \leq r \), there exists some \( 1 \leq j < i \) such that \( \lambda_i \) and \( \lambda_j \) are adjacent in \( BP(I_g^1) \). In other words, the genus-1 BP maps \( \lambda_i \) and \( \lambda_j \) commute. Since \( \rho(\lambda_i) \neq 0 \) for all \( 1 \leq i \leq r \), the sequence \( \lambda_1, \ldots, \lambda_r \) satisfies all three conditions of Lemma 2.3. That lemma now implies that \( [\rho] \in \Sigma(I_g^1) \). Note that here we only used the special case of Lemma 2.3.

For our next claim, observe that the conjugation action of \( \text{Mod}^1_g \) on its normal subgroup \( \mathcal{T}_g^1 \) induces an action of \( \text{Mod}^1_g \) on the vector space \( \text{Hom}(\mathcal{T}_g^1, \mathbb{R}) \). This gives a group homomorphism

\[
\text{Mod}^1_g \to \text{GL}(\text{Hom}(\mathcal{T}_g^1, \mathbb{R})).
\]

Endow \( \text{GL}(\text{Hom}(\mathcal{T}_g^1, \mathbb{R})) \) with the Zariski topology. Let the “\( \text{Hom}(\mathcal{T}_g^1, \mathbb{R})\)-Zariski topology” on \( \text{Mod}^1_g \) be the topology pulled back from the Zariski topology on \( \text{GL}(\text{Hom}(\mathcal{T}_g^1, \mathbb{R})) \) by this map. Recall that a topological space is irreducible if it cannot be written as the union of two proper closed subspaces.

Claim 2. In the “\( \text{Hom}(\mathcal{T}_g^1, \mathbb{R})\)-Zariski topology”, \( \text{Mod}^1_g \) is an irreducible topological space.

In the proof of Claim 2 we will use three basic properties of irreducible spaces:

(i) if \( Y \) is an irreducible topological space and \( X \to Y \) is a set map, then the pullback to \( X \) of the topology on \( Y \) makes \( X \) into an irreducible topological space;

(ii) if \( Y \to Z \) is a continuous map between topological spaces and \( Y \) is irreducible, then the image of \( Y \) in \( Z \) is irreducible.

(iii) a subspace \( Z \) of a topological space \( W \) is irreducible if and only if the closure of \( Z \) in \( W \) is irreducible.

Proof of Claim 2. By property (i) above, it is enough to prove that the image of \( \text{Mod}^1_g \) in \( \text{GL}(\text{Hom}(\mathcal{T}_g^1, \mathbb{R})) \) is an irreducible subspace. Set \( H = H_1(\Sigma_g^1; \mathbb{R}) \) and \( H_Z = H_1(\Sigma_g^1; \mathbb{Z}) \). Theorem 3.5(c) gives a \( \text{Mod}^1_g \)-equivariant isomorphism

\[
(\mathcal{T}_g^1)^{ab} \otimes \mathbb{R} \cong \Lambda^3 H.
\]

Recall from the introduction that the algebraic intersection form on \( H \) turns it into a symplectic vector space and that the image of \( \text{Mod}^1_g \) in \( \text{GL}(H) \) is equal to \( \text{Sp}(H_Z) \). The action of \( \text{Mod}^1_g \) on \( H \) thus factors through a representation of the symplectic group \( \text{Sp}(H) \).
Since $H$ is a self-dual representation of $\text{Sp}(H)$, this implies that there is a $\text{Mod}^1_g$-equivariant isomorphism
\[ \text{Hom}(T^i_g, \mathbb{R}) \cong \wedge^3 H \]
as well. Under this identification, the image of $\text{Mod}^1_g$ in $\text{GL}(\text{Hom}(T^1_g, \mathbb{R}))$ is equal to the image of $\text{Sp}(H_Z)$ under the natural mapping $\iota: \text{GL}(H) \to \text{GL}(\wedge^3 H)$. It is classical that the Zariski closure of $\text{Sp}(H_Z)$ in $\text{GL}(H)$ is $\text{Sp}(H) \cong \text{Sp}_{2g}(\mathbb{R})$, which is a connected algebraic group and hence an irreducible topological space (see, e.g., [CaSeMac, Theorem III.2.1]). Property (iii) above thus implies that $\text{Sp}(H_Z)$ is an irreducible topological space. Since $\iota$ is Zariski-continuous, property (ii) above implies that $\iota(\text{Sp}(H_Z))$ is irreducible, as desired. We remark that the self-duality of $\wedge^3 H$ is not essential here; we could apply the exact same argument to the natural map $\text{GL}(H) \to \text{GL}(\wedge^3 H)^*).

Now consider an arbitrary nonzero $\rho: T^1_g \to \mathbb{R}$. For each $\lambda \in \Lambda$, define
\[ Z_{\lambda} = \{ \gamma \in \text{Mod}^1_g \mid (\gamma \cdot \rho)(\lambda) = 0 \}. \]
For a fixed $\lambda$ the condition $\varphi(\lambda) = 0$ is a Zariski-closed condition, so each $Z_{\lambda}$ is a closed subspace of $\text{Mod}^1_g$ in the $\text{Hom}(T^i_g, \mathbb{R})$-Zariski topology. Moreover, we claim that each $Z_{\lambda}$ is a proper subset of $\text{Mod}^1_g$. To see this, observe that $Z_{\lambda} = \text{Mod}^1_g$ would mean that $(\gamma \cdot \rho)(\lambda) = \rho(\lambda^\gamma)$ vanishes for all $\gamma \in \text{Mod}^1_g$. Since $\lambda$ is a genus-1 BP map and all genus-1 BP maps are conjugate, this would mean that $\rho$ vanishes on all genus-1 BP maps. But by Theorem 3.5(a), $T^1_g$ is generated by genus-1 BP maps for $g \geq 3$, so no nonzero homomorphism $\rho: T^1_g \to \mathbb{R}$ can vanish on all these elements. This verifies that $Z_{\lambda} \subsetneq \text{Mod}^1_g$ as claimed.

We now apply Claim 2. Since an irreducible space cannot be written as a finite union of closed proper subspaces, we deduce that
\[ \bigcup_{\lambda \in \Lambda} Z_{\lambda} \subsetneq \text{Mod}^1_g. \]
Choose some $\gamma \in \text{Mod}^1_g$ such that $\gamma \notin Z_{\lambda}$ for all $\lambda \in \Lambda$. By definition, this means that $(\gamma \cdot \rho)(\lambda) \neq 0$ for all $\lambda \in \Lambda$. We can therefore apply Claim 1 to $\gamma \cdot \rho$ to deduce that $[\gamma \cdot \rho] \in \Sigma(T^1_g)$. Since $\Sigma(T^1_g)$ is invariant under automorphisms of $T^1_g$, it follows that $[\rho] \in \Sigma(T^1_g)$ as well. Since $\rho$ was arbitrary, this shows that $\Sigma(T^1_g)$ is all of $S(T^1_g)$, as desired.

We will use the same exact approach in §6.2 to prove that $[\text{IA}_n, \text{IA}_n]$ is finitely generated for $n \geq 4$. For now, we record the structure of the above argument; the proof of the following theorem follows exactly the proof of Theorem A above.

**Theorem 3.6.** Let $G$ be a finitely generated group. Suppose that a group $\Gamma$ acts on $G$ by automorphisms such that the following hold.

1. The group $G$ is generated by a single $\Gamma$-orbit $C \subset G$.
2. The image of $\Gamma$ in $\text{GL}(\text{Hom}(G; \mathbb{R}))$ is irreducible in the Zariski topology.
3. The graph whose vertices are elements $c \in C$ where two elements are connected by an edge if they commute is connected.

Then $[G, G]$ is finitely generated.
4 Basic properties of \([n]\)-groups

This section contains preliminary definitions and results that will be used in the technical framework of the remainder of the paper. It has three sections: §4.1 introduces \([n]\)-groups and the two fundamental examples \(\text{Aut}(F_n)\) and \(\text{Mod}^1_n\); §4.2 discusses central series and their Lie algebras, and §4.3 discusses Zariski-irreducible actions.

4.1 \([n]\)-groups

Set \(\mathbb{N} = \{1, 2, 3, \ldots\}\). For \(n \in \mathbb{N}\), define \([n]\) = \([1, \ldots, n]\).

**Definition 4.1.** Let \(n \in \mathbb{N}\). An \([n]\)-group is a group \(G\) equipped with a distinguished collection of subgroups \(\{G_I \mid I \subseteq [n]\}\) such that \(G_{[n]} = G\) and such that \(G_I \subseteq G_J\) whenever \(I \subseteq J\). We say that an \([n]\)-group \(V\) is an \([n]\)-vector space if \(V\) is a vector space and each \(V_I\) is a subspace.

Any subgroup or quotient of an \([n]\)-group naturally inherits the structure of an \([n]\)-group as follows.

**Definition 4.2.** Let \(G\) be an \([n]\)-group. For a subgroup \(H\) of \(G\), define an \([n]\)-group structure on \(H\) by setting \(H_I = H \cap G_I\) for all \(I \subseteq [n]\). For a quotient \(G/K\) of \(G\), define an \([n]\)-group structure on \(G/K\) by setting \((G/K)_I = G_I K/K\) for all \(I \subseteq [n]\).

**Key examples.** Before moving on, we define the two key examples of \([n]\)-groups that we will use in this paper, namely \(\text{Aut}(F_n)\) and \(\text{Mod}^1_n\).

**Definition 4.3.** Let \(F_n\) be the free group on \(\{x_1, \ldots, x_n\}\). Define an \([n]\)-group structure on \(\Gamma = \text{Aut}(F_n)\) as follows. For \(I \subseteq [n]\), set \(F_I = \langle x_i \mid i \in I\rangle\), and define

\[
\Gamma_I = \{f \in \Gamma \mid f(x_i) \in F_I \text{ for all } i \in I \text{ and } f(x_j) = x_j \text{ for all } j \in [n] \setminus I\}.
\]

This endows \(\Gamma\) with the structure of an \([n]\)-group.

**Definition 4.4.** Let \(\Sigma = \Sigma^1_n\) be a genus \(n\) surface with 1 boundary component. We define an \([n]\)-group structure on \(\Gamma = \text{Mod}(\Sigma) \cong \text{Mod}^1_n\) as follows. As shown in [CP, §4.1], one can choose a collection of subsurfaces \(\Sigma_I\) of \(\Sigma\) for each \(I \subseteq [n]\) such that

(i) \(\Sigma_I\) is homeomorphic to \(\Sigma^1_{|I|}\)

(ii) \(\Sigma_{[n]} = \Sigma\)

(iii) \(\Sigma_I \subseteq \Sigma_J\) whenever \(I \subseteq J\)

(iv) If \(I, J \subseteq [n]\) are disjoint and \(I\) consists of consecutive integers, then \(\Sigma_I\) is isotopic to a subsurface disjoint from \(\Sigma_J\).

Fix once and for all such a collection of subsurfaces \(\Sigma_I\), and for each \(I \subseteq [n]\) define \(\Gamma_I\) to be the subgroup of \(\Gamma\) consisting of mapping classes supported on \(\Sigma_I\). Properties (ii) and (iii) imply that \(\Gamma\) is an \([n]\)-group; property (iv) will be used later in §6.1 (specifically, in Lemma 6.5). Property (iv) was not explicitly stated in [CP, §4.1], but it immediately follows from the construction (see [CP, Fig. 2] and [EH, §7.1, Fig. 2]).

**Remark 4.5.** Since any subgroup of an \([n]\)-group inherits an \([n]\)-group structure, Definition 4.3 induces an \([n]\)-group structure on \(\text{IA}_n\). Similarly, Definition 4.4 induces an \([n]\)-group structure on \(\text{IA}_n^1\).
Fundamental properties. We now turn to some fundamental properties of \([n]\)-groups.

Definition 4.6. Let \(G\) be an \([n]\)-group. We say that \(G\) is \textit{generated in degree} \(d\) if \(G\) is generated by the set \(\{G_I \mid I \subseteq [n], |I| = d\}\). We write \(d(G)\) for the smallest \(d \geq 0\) such that \(G\) is generated in degree \(d\).

Remark 4.7. As we will explain in \(\textsection 6\), the \([n]\)-groups \(\text{Aut}(F_n)\) and \(\text{Mod}_1^n\) are generated in degree 2 while their subgroups \(\text{IA}_n\) and \(\mathcal{I}_n\) are generated in degree 3.

Definition 4.8. Let \(G\) be an \([n]\)-group.

(i) We say that \(G\) is \textit{transitive} if \(G_I\) and \(G_J\) are conjugate in \(G\) for all \(I,J \subseteq [n]\) with \(|I| = |J|\).

(ii) We say that \(G\) is \textit{commuting} if \(G_I\) and \(G_J\) commute for all disjoint \(I,J \subseteq [n]\).

(iii) We say that \(G\) is \textit{weakly commuting} if for all disjoint \(I,J \subseteq [n]\), there exists \(g \in G\) such that \(G_g I = g^{-1}G I g\) and \(G_J\) commute.

Remark 4.9. If \(G\) is an \([n]\)-group satisfying any of the properties (i)–(iii) in Definition 4.8, then the same is true for any quotient of \(G\). If \(H\) is a subgroup of a commuting \([n]\)-group \(G\), then the \([n]\)-group \(H\) is also commuting. However, the properties of being transitive or weakly commuting need not pass to subgroups.

Remark 4.10. We can see directly from Definition 4.3 that the \([n]\)-group \(\text{Aut}(F_n)\) is commuting, and thus so is its subgroup \(\text{IA}_n\). It is easy to see that \(\text{Aut}(F_n)\) is transitive by using the automorphisms permuting the generators (but we remark that \(\text{IA}_n\) is not transitive). In \(\textsection 6.1\) we will see that \(\text{Mod}_1^n\) is also transitive and that \(\text{Mod}_1^n\) and \(\mathcal{I}_n\) are weakly commuting.

4.2 Central series and Lie algebras

We recall the following definition.

Definition 4.11. A \textit{central series} of a group \(G\) is a descending chain

\[
G = G(1) \supseteq G(2) \supseteq G(3) \supseteq \cdots
\]

of subgroups of \(G\) such that \([G,G(k)] \subseteq G(k+1)\) for all \(k \geq 1\). If \(G\) is a normal subgroup of a group \(\Gamma\), we will call such a central series a \(\Gamma\)-\textit{normal central series} if \(G(k)\) is normal in \(\Gamma\) for all \(k \geq 1\).

The most common example of a central series is the lower central series of \(G\); this is a \(\Gamma\)-normal central series if \(G\) is normal in \(\Gamma\). Every central series determines a graded Lie algebra in the following way. Note that \(G(k)/G(k+1)\) is an abelian group.

Definition 4.12. Let \(G = G(1) \supseteq G(2) \supseteq \cdots\) be a central series of \(G\). The \textit{associated graded real Lie algebra} \(\mathcal{L}\) is the real Lie algebra

\[
\mathcal{L} = \bigoplus_{k=1}^{\infty} \mathcal{L}(k), \quad \text{where} \quad \mathcal{L}(k) = (G(k)/G(k+1)) \otimes \mathbb{R}.
\]

The Lie bracket on \(\mathcal{L}\) is induced by the commutator bracket on \(G\), which descends to a bilinear map \(\mathcal{L}(k) \otimes \mathcal{L}(\ell) \to \mathcal{L}(k + \ell)\); see \([\text{Ser}, \text{\S} II]\). If \(G \triangleleft \Gamma\) and \(G(k)\) is a \(\Gamma\)-normal central series, the conjugation action of \(\Gamma\) on \(G\) induces a linear action of \(\Gamma\) on each \(\mathcal{L}(k)\); this preserves the Lie bracket and thus extends to an action of \(\Gamma\) on \(\mathcal{L}\) by Lie algebra automorphisms.
Remark 4.13. It is also common to consider the Lie ring $\bigoplus G(k)/G(k+1)$, without tensoring with $\mathbb{R}$. This object plays a key role in [EH], but in this paper we will only deal with the real Lie algebra $\mathcal{L}$.

We next discuss how this interacts with an $[n]$-group structure.

Definition 4.14. Let $G$ be an $[n]$-group and let $G = G(1) \supseteq G(2) \supseteq \cdots$ be a central series of $G$. Using Definition 4.2, the $[n]$-group structure on $G$ induces an $[n]$-group structure on the subquotient $G(k)/G(k+1)$. This induces an $[n]$-vector space structure on $\mathcal{L}(k) = (G(k)/G(k+1)) \otimes \mathbb{R}$. Unwinding the definitions to get an explicit description, we see that the subspace $\mathcal{L}(k)_I$ is the subspace of $\mathcal{L}(k)$ spanned by the image of $G(k) \cap G_I$.

Remark 4.15. For each $I \subseteq [n]$, this gives a Lie subalgebra $\mathcal{L}_I = \bigoplus \mathcal{L}(k)_I$ of $\mathcal{L}$. However, we warn the reader that even if $\mathcal{L}$ is generated as a Lie algebra by $\mathcal{L}(1)$, the Lie algebra $\mathcal{L}_I$ need not be generated by $\mathcal{L}(1)_I$.

4.3 Zariski-irreducible actions

The following definition will play an important role in our proofs.

Definition 4.16. Let $\Gamma$ be a group acting on a vector space $V$. The $V$-Zariski topology on $\Gamma$ is the pullback to $\Gamma$ of the Zariski topology on $\text{GL}(V)$ under the map $\Gamma \to \text{GL}(V)$. We say that the action of $\Gamma$ on $V$ is Zariski-irreducible if $\Gamma$ is irreducible in the $V$-Zariski topology (or, equivalently, if the image of $\Gamma$ in $\text{GL}(V)$ is irreducible).

Remark 4.17. The topologies on $\Gamma$ obtained from the action on $V$ and on the dual vector space $V^*$ coincide.

The main property of Zariski-irreducible actions we will need is the following lemma. We note that this lemma is closely related to Lemma 3.2 of [DiPa], which was used for a similar purpose.

Lemma 4.18. Let $G$ be a normal subgroup of $\Gamma$ and let $G = G(1) \supseteq G(2) \supseteq \cdots$ be a $\Gamma$-central series of $G$, so $\Gamma$ acts on each graded term $\mathcal{L}(k)$ of the real Lie algebra $\mathcal{L}$ associated to the series. Assume that $\mathcal{L}$ is generated by $\mathcal{L}(1)$ and that the action of $\Gamma$ on $\mathcal{L}(1)$ is Zariski-irreducible. Then the action of $\Gamma$ on $\mathcal{L}(k)$ is Zariski-irreducible for all $k \geq 1$.

Proof. We first observe that the image of $\Gamma$ in $\text{GL}(\mathcal{L}(1)^{\otimes k})$ under the diagonal action is irreducible. Indeed, the map $\Gamma \to \text{GL}(\mathcal{L}(1)^{\otimes k})$ can be factored as

$$\Gamma \to \text{GL}(\mathcal{L}(1)) \to \text{GL}(\mathcal{L}(1)^{\otimes k}).$$

By assumption, the image of $\Gamma$ in $\text{GL}(\mathcal{L}(1))$ is irreducible. Since $\text{GL}(\mathcal{L}(1)) \to \text{GL}(\mathcal{L}(1)^{\otimes k})$ is a continuous map, this implies that the image of $\Gamma$ in $\text{GL}(\mathcal{L}(1)^{\otimes k})$ is irreducible, as claimed.

Now consider the linear map $m : \mathcal{L}(1)^{\otimes k} \to \mathcal{L}(k)$ taking the element $v_1 \otimes \cdots \otimes v_k$ to $[[v_1, v_2], \ldots, v_k]$ Since $\mathcal{L}$ is generated by $\mathcal{L}(1)$, the map $m$ is surjective. Let $W = \ker m$ be its kernel. Since $\Gamma$ acts on $\mathcal{L}$ by Lie algebra automorphisms, the map $m : \mathcal{L}(1)^{\otimes k} \to \mathcal{L}(k)$ is $\Gamma$-equivariant. Therefore the image of $\Gamma$ in $\text{GL}(\mathcal{L}(1)^{\otimes k})$ is contained in the subgroup $\text{GL}(\mathcal{L}(1)^{\otimes k}, W)$ of elements which preserve $W$. 
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The map $\Gamma \to \text{GL}(\mathcal{L}(k))$ can be factored as
$$\Gamma \to \text{GL}(\mathcal{L}(1)^{\otimes k}, W) \to \text{GL}(\mathcal{L}(k)).$$
Since the map $\text{GL}(\mathcal{L}(1)^{\otimes k}, W) \to \text{GL}(\mathcal{L}(k))$ is Zariski-continuous, we conclude that the image of $\Gamma$ in $\text{GL}(\mathcal{L}(k))$ is irreducible with respect to the Zariski topology, as desired.

5 Finite generation for central series of $[n]$-groups

This section contains our main tools for proving that terms of a central series of an $[n]$-group are finitely generated. It is divided into three subsections. In §5.1, we state and prove the main technical theorem of this paper, which allows us to prove that terms in a central series of an $[n]$-group are finitely generated. The bounds in this theorem depend on two technical notions that we introduce here: the commuting graph of an $[n]$-group, and a new notion of “degree of generation” for an $[n]$-vector space endowed with a group action. In §5.2, we show how to guarantee that the commuting graph is connected. Finally, in §5.3 we show how to bound the degree of generation of a central series of an $[n]$-group.

5.1 The structure theorem

In this subsection, we prove the main technical theorem of this paper (Theorem 5.3 below), which allows us to prove that certain terms of a central series of an $[n]$-group are finitely generated. To state it, we need the following definitions.

**Definition 5.1.** Let $\Gamma$ be an $[n]$-group. Fix some $m \leq n$. The $m$-commuting graph of $\Gamma$, denoted $X_m(\Gamma)$, is the following graph.
- The vertices of $X_m(\Gamma)$ are the $\Gamma$-conjugates of the subgroups $\Gamma_I$ with $|I| = m$.
- Two vertices are joined by an edge if the associated subgroups commute elementwise.

**Definition 5.2.** Let $V$ be an $[n]$-vector space and let $\Gamma$ be a group acting on $V$. Define
$$d_\Gamma(V) = \min \{d \geq 0 \mid V \text{ is generated by the } \Gamma\text{-orbits of its subspaces } V_I \text{ with } |I| = d\}.$$

**Theorem 5.3.** Let $\Gamma$ be an $[n]$-group and let $G$ be a normal subgroup of $\Gamma$. Let $G = G(1) \supset G(2) \supset \cdots$ be a $\Gamma$-normal central series of $G$, so $\Gamma$ acts by conjugation on the associated graded real Lie algebra $\mathcal{L}$. Fix $N \geq 1$, and assume the following conditions hold.
1. The $[n]$-group $\Gamma$ is transitive.
2. The group $G$ is finitely generated.
3. The action of $\Gamma$ on $\mathcal{L}(k)$ is Zariski-irreducible for all $k \geq 1$.
4. For some $m \geq \max\{d_\Gamma(\mathcal{L}(k)) \mid 1 \leq k < N\}$, the graph $X_m(\Gamma)$ is connected.

Then the group $G(k)$ is finitely generated for $1 \leq k \leq N$.

**Remark 5.4.** The numbers $d_\Gamma(\mathcal{L}(k))$ in Condition 4 are defined with respect to the $[n]$-vector space structure on $\mathcal{L}(k)$ given by Definition 4.14. In §5.3 below we show how to effectively bound these numbers.

**Remark 5.5.** While Theorem 5.3 does not formally require that $\Gamma$ is weakly commuting, some kind of commutativity assumption is obviously needed to ensure that the graph $X_m(\Gamma)$ is connected. In §5.2 below we show how to compute explicit bounds for weakly commuting $\Gamma$ guaranteeing that $X_m(\Gamma)$ is connected.
Remark 5.6. When \( \mathcal{L} \) is generated by \( \mathcal{L}(1) \), Lemma 4.18 shows that to verify Condition 3 it suffices to check that the action \( \Gamma \) on \( \mathcal{L}(1) \) is Zariski-irreducible. In particular, this applies to the lower central series \( G(k) = \gamma_k G \) since the graded Lie algebra of the lower central series of any group is always generated in degree 1.

Proof of Theorem 5.3. The proof is by induction on \( k \). The base case \( k = 1 \) holds since \( G(1) = G \) is finitely generated by Condition 2. Assume therefore that \( 1 \leq k < N \) and that \( G(k) \) is finitely generated. We must prove that \( G(k+1) \) is finitely generated, which by Theorem 2.2 is equivalent to showing that \( S(G(k)/G(k+1)) \subseteq \Sigma(G(k)) \). Here and throughout the proof we identify \( S \) and the superscript \( \rho \) nonzero means that we are taking the \( \lambda \)-conjugate of the indicated subgroup.

**Claim.** There exists a finite subset \( \Lambda \subset \Gamma \) with the following property. Consider any \( \rho: G(k) \to \mathbb{R} \) such that for all \( \lambda \in \Lambda \), there exists some \( g \in G(k)[m]^{\lambda} \) with \( \rho(g) \neq 0 \). Then \( [\rho] \in \Sigma(G(k)) \).

We remark that the set \( \Lambda \) here does not correspond exactly to the set \( \Lambda \) appearing in §3; however, it does serve the same function in the overall proof.

**Proof of claim.** Our inductive hypothesis says that \( G(k) \) is finitely generated. Let \( T \subset G(k) \) be a finite generating set containing 1. Since \( X_m(\Gamma) \) is connected, the set \( \{ \Gamma_m^t \mid t \in T \} \) of vertices of \( X_m(\Gamma) \) must be contained in a finite connected subgraph \( L \). Let \( \Lambda \subset \Gamma \) be a set containing \( T \) such that the vertices of \( L \) are \( \{ \Gamma_m^\lambda \mid \lambda \in \Lambda \} \). We will prove that this set \( \Lambda \) satisfies the conclusion of the claim.

Consider some \( \rho: G(k) \to \mathbb{R} \) satisfying the assumption in the claim. We must prove that \( [\rho] \in \Sigma(G(k)) \). To do this, we will use the criterion in Lemma 2.3. This requires producing an appropriate sequence of elements that generate \( G(k) \), which we will do in several steps. We begin by enumerating \( \Lambda \) as \( \Lambda = \{ \lambda_1, \ldots, \lambda_\ell \} \) such that \( \lambda_1 = 1 \) and such that \( \{ \Gamma_m^{\lambda_1}, \ldots, \Gamma_m^{\lambda_\ell} \} \) is an enumeration of the vertices of \( L \) in increasing order of distance from the vertex \( \Gamma_m \). It follows that for every \( 1 < i \leq \ell \), there exists some \( j < i \) such that \( \Gamma_m^{\lambda_i} \) and \( \Gamma_m^{\lambda_j} \) are adjacent in \( L \), i.e. such that \( \Gamma_m^{\lambda_i} \) and \( \Gamma_m^{\lambda_j} \) commute. Next, we use our assumption on \( \rho \) to choose for each \( 1 \leq i \leq \ell \) some \( g_i \in (G(k)[m])^{\lambda_i} \) such that \( \rho(g_i) \neq 0 \) and such that the following holds. Recalling that \( \Lambda \) contains the generating set \( T \) of \( G(k) \), for those \( 1 < i \leq \ell \) such that \( \lambda_i \in T \) we make the choice \( g_i = g_i^{\lambda_i} = \lambda_i^{-1} g_1 \lambda_i \); otherwise, the \( g_i \) may be chosen arbitrarily. Note that when \( \lambda_i \in T \), since \( T \subset G(k) \) we have

\[
\rho(\lambda_i^{-1} g_1 \lambda_i) = \rho(g_1) + \rho(\lambda_i) - \rho(\lambda_i) = \rho(g_1) \neq 0
\]
as required. Finally, let \( t_{i+1}, \ldots, t_\ell \) be an arbitrary enumeration of \( T \).

We claim that the sequence \( g_1, \ldots, g_\ell, t_{i+1}, \ldots, t_\ell \) of elements of \( G(k) \) satisfies the conditions of Lemma 2.3. We verify the three conditions of Lemma 2.3 as follows.

- For the first condition, the sequence contains all the elements of the generating set \( T \), so it certainly generates \( G(k) \).
- For the second condition, observe that by construction \( \rho(g_i) \neq 0 \) for \( 1 \leq i \leq \ell \), so in particular \( \rho(g_1) \neq 0 \).
Lemma 2.3 now implies that \([\rho] \in \Sigma(G(k))\), as desired.

Now consider an arbitrary nonzero \(\rho: G(k) \to \mathbb{R}\) that vanishes on \(G(k + 1)\). For each \(\lambda \in \Lambda\), define

\[
Z_\lambda = \{ \gamma \in \Gamma \mid \gamma \cdot \rho \text{ vanishes on } (G(k)[m])^\lambda \}.
\]

Recall that \(\mathcal{L}(k) = (G(k)/G(k + 1)) \otimes \mathbb{R}\). Since \(\rho\) vanishes on \(G(k + 1)\), it factors through a unique homomorphism \(\overline{\rho}: \mathcal{L}(k) \to \mathbb{R}\). The condition in the definition of \(Z_\lambda\) is equivalent to saying that \(\gamma \cdot \overline{\rho}\) vanishes on \((\mathcal{L}(k)[m])^\lambda\). From this, we see that each \(Z_\lambda\) is a closed subspace of \(\Gamma\) in the \((\mathcal{L}(k))\)-Zariski topology.

Moreover, we claim that each \(Z_\lambda\) is a proper subset of \(\Gamma\). To see this, observe first that since \(Z_\lambda\) is the translate by \(\lambda \in \Gamma\) of \(Z_1\), it suffices to check that \(Z_1\) is a proper subset of \(\Gamma\). But to have \(Z_1 = \Gamma\) would mean that \(\gamma \cdot \overline{\rho}\) vanishes on \(\mathcal{L}(k)[m]\) for all \(\gamma \in \Gamma\), or equivalently, that \(\overline{\rho}\) vanishes on the \(\Gamma\)-orbit of \(\mathcal{L}(k)[m]\). Since \(d(\mathcal{L}(k)) \leq m\) and \(\Gamma\) is a transitive \([n]\)-group (Condition 1), the vector space \(\mathcal{L}(k)\) is spanned by the \(\Gamma\)-orbit of \(\mathcal{L}(k)[m]\). It follows that \(\overline{\rho} = 0\). This contradicts the fact that \(\rho\) is nonzero, so we deduce that \(Z_\lambda\) is a proper subset of \(\Gamma\), as claimed.

We now apply Condition 3, which says that \(\Gamma\) is irreducible in the \((\mathcal{L}(k))\)-Zariski topology. Since an irreducible space cannot be written as a finite union of closed proper subspaces, we deduce that

\[
\bigcup_{\lambda \in \Lambda} Z_\lambda \subseteq \Gamma.
\]

Choose some \(\gamma \in \Gamma\) such that \(\gamma \notin Z_\lambda\) for all \(\lambda \in \Lambda\). By definition, this means that the restriction of \(\gamma \cdot \rho\) to \((G(k)[m])^\lambda\) is nonzero for all \(\lambda \in \Lambda\). We can therefore apply the above claim to \(\gamma \cdot \rho\) to deduce that \([\gamma \cdot \rho] \in \Sigma(G(k))\). Since \(\Sigma(G(k))\) is invariant under automorphisms of \(G(k)\), it follows that \([\rho] \in \Sigma(G(k))\) as well. Since \(\rho: G(k) \to \mathbb{R}\) was an arbitrary homomorphism vanishing on \(G(k + 1)\), this shows that \(\Sigma(G(k))\) contains all of \(S(G(k)/G(k + 1))\), as desired.

5.2 Connectivity of the commuting graph

In this section we give an easy-to-verify sufficient condition for \(X_m(\Gamma)\) to be connected. In order to state this condition, we need some additional terminology.

**Definition 5.7.** Let \(\Gamma\) be an \([n]\)-group and let \(g \in \Gamma\).

(a) The **complexity** of \(g\), denoted \(\text{comp}(g)\), is the smallest \(c \geq 0\) such that \(g \in \Gamma_I\) for some \(I \subseteq [n]\) with \(|I| = c\).

(b) The element \(g\) is **good** if for any \(I, J \subseteq [n]\) such that \(g \in \Gamma_I\) and such that \(J\) is disjoint from \(I\), the element \(g\) commutes with all elements of \(\Gamma_J\).
Remark 5.8. An \([n]\)-group \(\Gamma\) is generated in degree \(c\) if and only if it is generated by elements of complexity at most \(c\), and \(\Gamma\) is commuting if and only if all of its elements are good.

Remark 5.9. It is reasonable to consider making a different definition, which would define the complexity of \(g \in \Gamma\) instead to be the smallest \(c\) such that \(g\) lies in a conjugate of \(\Gamma_I\) for some \(I \subseteq [n]\) with \(|I| = c\). However, the above definition works better in our proofs.

Proposition 5.10. Let \(\Gamma\) be a transitive weakly commuting \([n]\)-group and let \(S\) be a generating set for \(\Gamma\). Set \(c = \max\{\text{comp}(s) \mid s \in S\}\). The following then hold.

(a) The graph \(X_m(\Gamma)\) is connected whenever \(2m + c \leq n\).

(b) If every element of \(S\) is good, then \(X_m(\Gamma)\) is connected whenever \(2m + c - 1 \leq n\).

Proof. The proof follows the same outline as the proof of Proposition 3.3, though there are some minor differences. Without loss of generality, we can assume that \(S\) is symmetric, i.e. that for all \(s \in S\), we also have \(s^{-1} \in S\). Fix some \(I \subseteq [n]\) with \(|I| = m\). Our goal is to show that any two vertices of \(X_m(\Gamma)\) can be connected by a path. We begin with the following special case of this.

Claim. For all \(s \in S\), there exists a path \(\eta_s\) in \(X_m(\Gamma)\) from the vertex \(\Gamma_I\) to the vertex \(\Gamma_I s^g\).

Proof of claim. Pick \(I' \subseteq [n]\) with \(|I'| = c\) such that \(s \in \Gamma_{I'}\). Set \(J = I \cup I'\). The subgroups \(\Gamma_I\) and \(\Gamma_{I'}\) of \(\Gamma\) both lie in \(\Gamma_J\) and \(|J| \leq m + c\).

Assume first that \(2m + c \leq n\). We can then find some \(K \subseteq [n]\) with \(|K| = m\) that is disjoint from \(J\). Since \(\Gamma\) is weakly commuting, there exists some \(g \in \Gamma\) such that \(\Gamma_K^g\) commutes with \(\Gamma_J\). Since both \(\Gamma_I\) and \(\Gamma_{I'}\) are contained in \(\Gamma_J\), this implies that \(\Gamma_K^g\) commutes with both \(\Gamma_I\) and \(\Gamma_{I'}\). The vertex \(\Gamma_K^{g}\) of \(X_m(\Gamma)\) is thus connected by an edge to both \(\Gamma_I\) and \(\Gamma_{I'}\), and we have found a length 2 path in \(X_m(\Gamma)\) from \(\Gamma_I\) to \(\Gamma_{I'}\), as claimed.

Assume next that \(S\) consists of good elements and that \(2m + c - 1 \leq n\). If the intersection \(I \cap I'\) is non-empty, then \(|J| \leq m + c - 1\) and the argument in the previous paragraph applies. If instead \(I\) and \(I'\) are disjoint, then the fact that \(s\) is good implies that \(\Gamma_I s^g = \Gamma_I\), and there is nothing to prove. 

We now deal with the general case. Since \(\Gamma\) is a transitive \([n]\)-group, each vertex of \(X_m(\Gamma)\) equals \(\Gamma_{I^g}\) for some \(g \in \Gamma\). Fixing some \(g \in \Gamma\), it is thus enough to prove that there exists a path between \(\Gamma_I\) and \(\Gamma_{I^g}\). Since \(S\) is symmetric, we can write

\[ g = s_1 s_2 \cdots s_\ell \quad \text{with } s_1, \ldots, s_\ell \in S. \]

For \(h \in \Gamma\) and \(s \in S\), write \(\eta_s h\) for the image of \(\eta_s\) under the right action of \(h\) on \(X_m(\Gamma)\), so \(\eta_s h\) is a path from \(\Gamma_I h\) to \(\Gamma_I s^h\). Letting \(\bullet\) denote the concatenation product on paths, the desired path from \(\Gamma_I\) to \(\Gamma_{I^g}\) is then

\[ \eta_{s_\ell} \bullet \eta_{s_{\ell-1}} s_\ell \bullet \eta_{s_{\ell-2}} s_{\ell-1} s_\ell \bullet \cdots \bullet \eta_{s_1} s_2 s_3 \cdots s_\ell. \]

\[ \Box \]

5.3 Bounding \(d_I(\mathcal{L}(k))\)

The following proposition enables us to effectively bound the number \(m\) in the statement of Theorem 5.3.
Proposition 5.11. Let $\Gamma$ be an $[n]$-group, let $G$ be a normal subgroup of $\Gamma$, and let $G = G(1) \supset G(2) \supset \cdots$ be a $\Gamma$-normal central series. Let $\mathcal{L} = \bigoplus \mathcal{L}(k)$ be the associated graded real Lie algebra, and assume that $\mathcal{L}$ is generated by $\mathcal{L}(1)$. Set $d = d(\mathcal{L}(1))$. If $G$ is weakly commuting, set $e = d - 1$; otherwise, set $e = d$. Then for all $k \geq 2$, we have $d_{\Gamma}(\mathcal{L}(k)) \leq d_{\Gamma}(\mathcal{L}(1)) + (k - 1)e$. In particular, by induction we have

$$d_{\Gamma}(\mathcal{L}(k)) \leq d_{\Gamma}(\mathcal{L}(1)) + (k - 1)e.$$  

Remark 5.12. We emphasize that the definition of $e$ in Proposition 5.11 depends on whether or not the normal subgroup $G$ is weakly commuting as an $[n]$-group. This is a stronger condition than the hypothesis in Proposition 5.10, which only asserts that $\Gamma$ is weakly commuting.

Proof of Proposition 5.11. Recall from Definition 5.7 that considering $\mathcal{L}(k)$ as an $[n]$-group, for $v \in \mathcal{L}(k)$ the number $\text{comp}(v)$ is the smallest $c$ such that $v \in \mathcal{L}(k)_I$ for some $I \subseteq [n]$ with $|I| = c$.

Claim. Given $v \in \mathcal{L}(k)$ and $v' \in \mathcal{L}(k')$, consider $[v, v'] \in \mathcal{L}(k + k')$.

(i) We have $\text{comp}([v, v']) \leq \text{comp}(v) + \text{comp}(v')$.
(ii) If $G$ is weakly commuting, then $\text{comp}([v, v']) \leq \max\{\text{comp}(v) + \text{comp}(v') - 1, 0\}$.

Proof of Claim. Given $g \in G(m)$, let

$$\pi_m(g) \in \mathcal{L}(m) = (G(m)/G(m + 1)) \otimes \mathbb{R}$$

denote its projection to $\mathcal{L}(m)$, that is, $\pi_m(g) = gG(m + 1) \otimes 1$. Note that

$$\pi_{m+m'}([g, g']) = [\pi_m(g), \pi_{m'}(g')]$$

for all $g \in G(m)$ and $g' \in G(m')$, by the definition of the bracket on $\mathcal{L}$.

Choose $I \subseteq [n]$ such that $v \in \mathcal{L}(k)_I$ and $|I| = \text{comp}(v)$, and similarly choose $I' \subseteq [n]$ such that $v' \in \mathcal{L}(k')_{I'}$ and $|I'| = \text{comp}(v')$. By the definition of the $[n]$-vector space structures on the $\mathcal{L}(m)$, we can write

$$v = \sum_{i=1}^r \lambda_i \pi_k(g_i) \quad \text{and} \quad v' = \sum_{j=1}^{r'} \lambda'_j \pi_{k'}(g'_j),$$

where $\lambda_i, \lambda'_j \in \mathbb{R}$ and $g_i \in G(k)_I$ and $g'_j \in G(k')_{I'}$. We then have

$$[v, v'] = \sum_{i,j} \lambda_i \lambda'_j [\pi_k(g_i), \pi_{k'}(g'_j)] = \sum_{i,j} \lambda_i \lambda'_j \pi_{k+k'}([g_i, g'_j]).$$

Since $[g_i, g'_j] \in G(k+k') \cap G_{I \cup I'} = G(k+k')_{I \cup I'}$, it follows that $\pi_{k+k'}([g_i, g'_j]) \in \mathcal{L}(k+k')_{I \cup I'}$. We deduce that $[v, v'] \in \mathcal{L}(k+k')_{I \cup I'}$. Since $|I \cup I'| \leq |I| + |I'| = \text{comp}(v) + \text{comp}(v')$, this proves (i).

Suppose now that $G$ is weakly commuting. If $I \cap I' \neq \emptyset$, then $|I \cup I'| \leq |I| + |I'| - 1$, and (ii) follows. If instead $I \cap I' = \emptyset$, then there exists $x \in G$ such that $G_{I}^x$ and $G_{I'}$ commute. Since

$$g_i^{-1}g_i^x = [g_i, x] \in G(k + 1),$$

then

$$d_{\Gamma}(\mathcal{L}(k)) \leq d_{\Gamma}(\mathcal{L}(1)) + (k - 1)e.$$  
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we have $\pi_k(g_i) = \pi_k(g_i^x) \in \mathcal{L}(k)$, so

$$\pi_{k+k'}([g_i, g_j]) = \pi_{k+k'}([g_i^x, g_j^x]) \in \mathcal{L}(k+k').$$

But since $g_i^x$ and $g_j^x$ commute for all $i$ and $j$, we have $\pi_{k+k'}([g_i^x, g_j^x]) = \pi_{k+k'}(1) = 0$. It follows that $[v, v'] = 0$, and in particular that $\text{comp}([v, v']) = 0$, proving (ii). \hfill \Box

We proceed with the proof of Proposition 5.11. Fix $k \geq 2$. Our goal is to show that

$$d_\Gamma(\mathcal{L}(k)) \leq d_\Gamma(\mathcal{L}(k-1)) + e.$$

In other words, we must show that any $v \in \mathcal{L}(k)$ can be written as a finite sum of $\Gamma$-conjugates of elements of complexity at most $d_\Gamma(\mathcal{L}(k-1)) + e$. Since the Lie algebra $\mathcal{L}$ is generated by $\mathcal{L}(1)$, we can write $v$ as a finite sum of elements of the form $[w, s]$ with $w \in \mathcal{L}(k-1)$ and $s \in \mathcal{L}(1)$. Since the desired conclusion is closed under addition, it suffices to handle the case of a single term, i.e. the case where $v = [w, s]$ with $w \in \mathcal{L}(k-1)$ and $s \in \mathcal{L}(1)$.

By the definition of $d_\Gamma(\mathcal{L}(k-1))$, we can write $w$ as a finite sum of elements of the form $w^\gamma$ with $\gamma \in \Gamma$ and $u \in \mathcal{L}(k-1)$ satisfying $\text{comp}(u) \leq d_\Gamma(\mathcal{L}(k-1))$. Since the Lie bracket on $\mathcal{L}$ is bilinear and our desired conclusion is closed under addition, it again suffices to handle the case of a single term, i.e. the case where $v = [u^\gamma, s]$ with $\gamma \in \Gamma$ and $u \in \mathcal{L}(k-1)$ satisfying $\text{comp}(u) \leq d_\Gamma(\mathcal{L}(k-1))$.

Since $\Gamma$ acts on $\mathcal{L}$ by Lie algebra automorphisms, we have $[u^\gamma, s] = [u, s^{\gamma^{-1}}]^\gamma$. By the definition of $d(\mathcal{L}(1))$, we can write

$$s^{\gamma^{-1}} = \sum_{i=1}^r s_i \quad \text{with } s_i \in \mathcal{L}(1) \text{ satisfying } \text{comp}(s_i) \leq d.$$

We remark for later that we can choose the $s_i$ to belong to any particular generating set for $\mathcal{L}(1)$ consisting of complexity-$d$ elements. It follows that

$$v = [u^\gamma, s] = [u, s^{\gamma^{-1}}]^\gamma = \sum_{i=1}^r [u, s_i]^\gamma. \quad (5.1)$$

Letting $\epsilon = 1$ if $G$ is weakly commuting and $\epsilon = 0$ otherwise, the above claim implies that for each $i$ we have

$$\text{comp}([u, s_i]) \leq \text{comp}(u) + \text{comp}(s_i) - \epsilon \leq d_\Gamma(\mathcal{L}(k-1)) + d - \epsilon = d_\Gamma(\mathcal{L}(k-1)) + e,$$

as desired. \hfill \Box

6 Proofs of Theorems B, D, and E

In this section, we prove Theorems B, D, and E. The bounds in our theorems are stronger than what can be obtained from a completely general framework, so we will need to use some rather special properties of the groups in question. There are three sections. First, in §6.1 we prove Theorem B on the lower central series of $I^*_g$. Theorem C on the Johnson filtration of $I^*_g$ is a special case of Theorem B, so there is no need to prove it separately. Next, in §6.2 we prove Theorem D on the lower central series of $IA_n$. Finally, in §6.3 we prove Theorem E on the Johnson filtration of $IA_n$.

Remark 6.1. The proof of Theorem D in §6.2 has the fewest technicalities, so we suggest reading it first. It can be understood independently without first reading §6.1.
6.1 The lower central series of $T^1_g$

The goal in this subsection is to prove Theorem B concerning the lower central series of $I^1_g$.

Notation. The following notation will be in place for the remainder of this subsection. Fix some $g \geq 3$. Let $\Gamma = \text{Mod}^1_g$, let $G = \mathcal{I}^1_g$, and let $G(k) = \gamma_k \mathcal{I}^1_g$. Finally, let $\mathcal{L} = \bigoplus \mathcal{L}(k)$ be the graded real Lie algebra associated to $G(k)$. Endow $\Gamma$ with the $[g]$-group structure described in Definition 4.4. Recall that the subgroups $G$ and $G(k)$ inherit a $[g]$-group structure, and the vector spaces $\mathcal{L}(k)$ inherit a $[g]$-vector space structure.

Basic properties. Our goal is to apply Theorem 5.3 to the filtration $G(k)$ of $\Gamma$. That theorem has several conditions. The following lemma verifies the first of them.

Lemma 6.2. The $[g]$-group $\Gamma$ is transitive and the $[g]$-groups $\Gamma$ and $G$ are weakly commuting.

Proof. That $\Gamma$ is transitive is a direct consequence of [CP, Lemma 4.1(i)], which says that for all $1 \leq k \leq g$ the group $\text{Mod}^1_g$ acts transitively on isotopy classes of subsurfaces of $\Sigma^1_g$ which are homeomorphic to $\Sigma^1_k$. We thus must only prove that $\Gamma$ and $G$ are weakly commuting. Let $I, J \subseteq [g]$ be disjoint, and recall the subsurfaces $\Sigma_I$ and $\Sigma_J$ used in Definition 4.4 to define the $[g]$-group structure on $\Gamma = \text{Mod}^1_g$. From [CP, §4.1, Fig. 2] (see also [EH, §7.1, Fig. 2]) one sees that $\Sigma_I$ and $\Sigma_J$ need not be disjoint, even up to isotopy, so $\Gamma_I$ and $\Gamma_J$ need not commute. However, we can always find a subsurface $\Sigma'_J$ which is homeomorphic to $\Sigma_J$, disjoint from $\Sigma_I$, and satisfies $H_1(\Sigma_J) = H_1(\Sigma'_J)$ as subspaces of $H_1(\Sigma)$. By [CP, Lemma 4.2(ii)] this implies that there exists $\varphi \in G$ such that $\varphi(\Sigma'_J) = \Sigma_J$, so the subgroup $\Gamma_J \varphi = \varphi^{-1} \Gamma_J \varphi$ consists of mapping classes supported on $\Sigma'_J$. It follows that $\Gamma_J \varphi$ commutes with $\Gamma_I$. Since $\varphi \in G$, this shows that both $G$ and $\Gamma$ are weakly commuting.  

Generating $G(1)$. The second condition in Theorem 5.3 is that $G(1) = \mathcal{I}^1_g$ is finitely generated. This was proved by Johnson [J3], and stated above as Theorem 3.5(b).

Zariski-irreducibility. The third condition in Theorem 5.3 is that the action of $\Gamma = \text{Mod}^1_g$ on each $\mathcal{L}(k)$ is Zariski-irreducible, which is the content of the following.

Lemma 6.3. For all $k \geq 1$, the action of $\Gamma$ on $\mathcal{L}(k)$ is Zariski-irreducible.

Proof. Since $G(k) = \gamma_k G$ is the lower central series of $G$, by Remark 5.6 it suffices to prove that the action on $\mathcal{L}(1) = (\mathcal{I}^1_g)^{\text{ab}} \otimes \mathbb{R}$ is Zariski-irreducible. But this has already been proved for the dual representation $\mathcal{L}(1)^* = \text{Hom}(\mathcal{I}^1_g, \mathbb{R})$ in Claim 2 in §3, which suffices according to Remark 4.17.

Connectivity bounds. The fourth condition in Theorem 5.3 asserts that the graph $X_m(\Gamma)$ must be connected for some $m \geq \max\{d_\Gamma(\mathcal{L}(k)) \mid 1 \leq k < N\}$. The following lemmas will allow us to verify this.

Lemma 6.4. For all $m \geq 0$ such that $2m + 1 \leq g$, the graph $X_m(\Gamma)$ is connected.

For the proof of Lemma 6.4, we need the following fact about generators for $\Gamma = \text{Mod}^1_g$.

Lemma 6.5. The $[g]$-group $\Gamma$ is generated by good elements of complexity at most 2.
**Proof.** It is known that $\Gamma$ is generated by the union of the subgroups $\Gamma_{\{i,i+1\}}$ for $i = 1, \ldots, g - 1$. For instance, we described Johnson’s generating set from [J3, Thm 1] in the proof of Proposition 3.3 (see (3.1) and Figure 1). Embedding the collection of curves shown in Figure 1 in our surface appropriately, we can ensure that the generators $\alpha_i$ and $\gamma_i$ belong to $\Gamma_{\{i\}}$ and that $\beta_i$ belongs to $\Gamma_{\{i,i+1\}}$. Alternately, for an algebraic proof that $\Gamma$ is generated by the union of the subgroups $\Gamma_{\{i,i+1\}}$, see [McCo]. The property (iv) of Definition 4.4 (which has not been used yet) implies that any element of $\Gamma_{\{i,i+1\}}$ is good in the sense of Definition 5.7. Since these elements have complexity at most 2, this verifies the lemma.

---

**Proof of Lemma 6.4.** We will use Proposition 5.10(b). Let $S \subset \text{Mod}_g^1$ be the generating set given by Lemma 6.5. Set $c = \max\{\text{comp}(s) \mid s \in S\}$, so $c = 2$. Every element of $S$ is good. Proposition 5.10(b) thus says that $X_m(\Gamma)$ is connected whenever $2m + c - 1 = 2m + 1 \leq n$.

**Remarks 6.6.**

1. The commuting graph $X_m(\Gamma) = X_m(\text{Mod}_g^1)$ has a more familiar description. The conjugates of subgroups $(\text{Mod}_g^1)_I$ with $|I| = m$ are in bijection with isotopy classes of subsurfaces of $\Sigma$ homeomorphic to $\Sigma_g^1$; such a subsurface is sometimes called an $m$-handle. Two such subgroups commute if and only if the corresponding $m$-handles are disjoint. Accordingly the graph $X_m(\text{Mod}_g^1)$ is isomorphic to the familiar “$m$-handle graph”, whose vertices are $m$-handles with edges connecting disjoint handles. The fact that the $m$-handle graph is connected for $g \geq 2m + 1$ must be well known, although we are not aware of an explicit reference in the literature.

2. We also see that the bound $g \geq 2m + 1$ is sharp. For $g < 2m$ there are no edges in $X_m(\text{Mod}_g^1)$, since there cannot be two disjoint $m$-handles. For $g = 2m$, an $m$-handle determines a splitting of $H_1(\Sigma_g^1)$ into two rank-$m$ symplectic subspaces; disjoint $m$-handles determine the same splitting, so this invariant is constant on components of $X_m(\text{Mod}_g^1)$.

3. Finally, we remark that the genus-1 BP graph appearing in §3 can be thought of as the “1.5-handle graph”, and note that we proved there that this is connected whenever $4 = 2(1.5) + 1 \leq g$, matching Lemma 6.4.

**Generation for $L(k)$.** We need the following bounds on $d_I(L(k))$.

**Proposition 6.7.** We have $d_I(L(1)) = 2$ and $d_I(L(k)) \leq k$ for $k \geq 2$.

**Proof.** Set $V_Z = H_1(\Sigma_g^1; \mathbb{Z})$ and $V = H_1(\Sigma_g^1; \mathbb{R})$. For each $1 \leq i \leq g$, let $\{a_i, b_i\}$ be a symplectic basis for $H_1(\Sigma_g^1; \mathbb{Z})$, so $B = \{a_i, b_i\}_{i=1}^g$ is a symplectic basis for $V_Z$. For each $I \subseteq [n]$ let

$$V_{I,Z} = \bigoplus_{i \in I} (\mathbb{Z}a_i \oplus \mathbb{Z}b_i) \quad \text{and} \quad V_I = V_{I,Z} \otimes \mathbb{R} = \bigoplus_{i \in I} (\mathbb{R}a_i \oplus \mathbb{R}b_i).$$

Theorem 3.5(c) states that $L(1) = G^ab \otimes \mathbb{R} \cong \bigwedge^3 V$. Moreover, it follows from Johnson’s work in [J5] that the image of $G_I$ in $G^ab \otimes \mathbb{R}$ is equal to $\bigwedge^3 V_{I,Z}$ (even if $|I| \leq 3$), so $L(1)_I \cong \bigwedge^3 V_I$. In particular, this shows that $d(L(1)) \leq 3$ since each basis element of $\bigwedge^3 V$ involves three elements of $\{a_1, b_1, \ldots, a_g, b_g\}$, and thus lies in $\bigwedge^3 V_I$ for some $I$ with $|I| \leq 3$. It is easy to see that elements of complexity at most 2 cannot span $\bigwedge^3 V$, so in fact $d(L(1)) = 3$. We now tackle $d_I(L(k))$ for different $k$ in turn.
**k = 1:** Consider the element \( a_1 \land a_2 \land b_2 \in \mathcal{L}(1) \), which has complexity 2 since it belongs to \( \mathcal{L}(1)_{\{1,2\}} \). The \( \text{Sp}_{2g}(\mathbb{Z}) \)-orbit of this element spans \( \wedge^3 V \). This can be seen either algebraically, since \( \wedge^3 V \) contains only two irreducible \( \text{Sp}_{2g}(\mathbb{Z}) \)-representations and this element is not contained in either, or via Theorem 3.5(a) (this is the image of a genus-
1 BP map, and Theorem 3.5(a) states that \( \mathcal{F}_g \) is generated by the \( \Gamma \)-orbit of such an element). Since \( \mathcal{L}(1) \) is spanned by the \( \Gamma \)-orbit of this complexity-2 element, we conclude that \( d_{\Gamma}(\mathcal{L}(1)) = 2 \) (we cannot have \( d_{\Gamma}(\mathcal{L}(1)) \leq 1 \) since \( \mathcal{L}(1)_{I} = 0 \) if \( |I| = 1 \).

**k = 2:** Next, we prove that \( d_{\Gamma}(\mathcal{L}(2)) \leq 2 \) using a rather different argument, resting on two important results of Johnson that we have not used thus far. Johnson \([J1, \text{Theorem 1}]\) proved that for \( g \geq 3 \) the Johnson kernel \( \mathcal{K}^1_g \) is generated by the set \( S \) of separating twists of genus 1 and 2, that is, Dehn twists about separating curves that cut off subsurfaces homeomorphic to either \( \Sigma_1 \) or \( \Sigma_2 \). Any separating curve of genus 1 or 2 is in the \( \text{Mod}^1_g \)-orbit of the boundary of \( \Sigma_{\{1\}} \) or \( \Sigma_{\{1,2\}} \) respectively. Therefore, \( \mathcal{K}^1_g \) is generated by the \( \text{Mod}^1_g \)-conjugates of \( \mathcal{K}^1_g \cap \Gamma_{\{1,2\}} \). Johnson \([J5]\) also proved that \( \gamma_2 G \) is a finite index subgroup of \( \mathcal{K}^1_g \) and that \( \mathcal{K}^1_g / \gamma_2 G \cong (\mathbb{Z}/2)^r \) for some \( r \geq 1 \). Let \( S' = \{ s^2 \mid s \in S \} \) be the set of squares of separating twists of genus 1 and 2 and let \( H \subseteq \gamma_2 G \) be the subgroup generated by \( S' \). The group \( H \) is normal in \( \Gamma \) since \( S \) (and hence \( S' \)) is closed under conjugation in \( \Gamma \). Note that \( H \) need not have finite index in \( \mathcal{K}^1_g \), but the quotient \( \mathcal{K}^1_g / H \) is generated by torsion elements (namely the order-2 elements that are the image of \( S \)).

Now consider the image of \( H \subseteq \gamma_2 G \subseteq \mathcal{K}^1_g \) under the natural projection \( \rho: \mathcal{K}^1_g \to \mathcal{K}^1_g / \gamma_2 G \). Since \( G / \gamma_2 G \) is finitely generated nilpotent, the same is true of its subgroup \( \rho(\mathcal{K}^1_g) \). Therefore its quotient \( \rho(\mathcal{K}^1_g) / \rho(H) \) is finitely generated, nilpotent, and generated by torsion elements, and thus is finite. This means that \( \rho(H) \) is finite index in \( \rho(\mathcal{K}^1_g) \), and therefore in the intermediate subgroup \( \rho(\gamma_2 G) = \gamma_2 G / \gamma_3 G \). Tensoring with \( \mathbb{R} \), we conclude that the image of \( H \) spans all of \( (\gamma_2 G / \gamma_3 G) \otimes \mathbb{R} = \mathcal{L}(2) \). Since \( H \) is generated by \( \Gamma \)-conjugates of elements of \( G_{\{1,2\}} \), we conclude that \( d_{\Gamma}(\mathcal{L}(2)) \leq 2 \).

**k \geq 3:** To conclude the proof, we will modify the proof of Proposition 5.11 to show that

\[
d_{\Gamma}(\mathcal{L}(k)) \leq d_{\Gamma}(\mathcal{L}(k - 1)) + 1
\]

for \( k \geq 3 \); the bound \( d_{\Gamma}(\mathcal{L}(k)) \leq k \) then follows by induction. Fix \( k \geq 3 \). Recall from above that \( d(\mathcal{L}(1)) = 3 \). Since \( G \) is weakly commuting, the proof of Proposition 5.11 (specifically equation (5.1)) shows that \( \mathcal{L}(k) \) is generated by the \( \Gamma \)-orbits of elements of the form \([v, s] \) where \( v \in \mathcal{L}(k - 1)_{I} \) and \( s \in \mathcal{L}(1)_{J} \) for some \( I, J \subseteq [g] \) with \( |I| \leq d_{\Gamma}(\mathcal{L}(k - 1)) \) and \( |J| \leq 3 \) and \( I \cap J \neq \emptyset \). We may assume that \( s \) is a standard basis element of \( \mathcal{L}(1) \cong \wedge^3 V \) and that \( I \) and \( J \) are as small as possible.

Note that

\[
\text{comp}([v, s]) \leq |I \cup J| \leq d_{\Gamma}(\mathcal{L}(k - 1)) + 1
\]

unless \( |J| = 3 \) and \( |I \cap J| = 1 \), so assume that the latter is the case. Let \( r \) be the unique element of \( I \cap J \) and \( t \) and \( u \) be the other two elements of \( J \). Since \( \text{comp}(s) = 3 \) we must have \( s = a_t \land a_t \land b_t \) where \( x = a_t \) or \( b_t \), \( y = a_t \) or \( b_t \), and \( z = a_u \) or \( b_u \). Set \( w = [v, x \land a_t \land b_t] \). Since \( x \land a_t \land b_t \in \mathcal{L}(1)_{\{r,t\}} \) we have \( w \in \mathcal{L}(k)_{I \cup \{r,t\}} = \mathcal{L}(k)_{J \cup \{t\}} \), so \( \text{comp}(w) \leq d_{\Gamma}(\mathcal{L}(k - 1)) + 1 \). Using the action of \( \text{Sp}_{2g}(\mathbb{Z}) \) we will show that the \( \Gamma \)-orbit of \( w \) contains \([v, x \land a_t \land a_u] \) and \([v, x \land a_t \land b_u] \) and \([v, x \land b_t \land a_u] \) and \([v, x \land b_t \land b_u] \). Since \([v, s] \) must be equal to one of these, this will finish the proof of (6.1).
Consider the symplectic automorphisms $\sigma_i$ for $i \in [g]$ and $\tau_{ij}$ for $i \neq j \in [g]$ of $V_Z$ defined as follows (all basis elements whose image is not specified are fixed):

$$
\sigma_i: \begin{pmatrix}
    a_i & \mapsto & b_i \\
    b_i & \mapsto & -a_i
\end{pmatrix}
\quad \tau_{ij}: \begin{pmatrix}
    b_i & \mapsto & b_i + a_j \\
    b_j & \mapsto & b_j + a_i
\end{pmatrix}.
$$

Note that

$$
\tau_{tu}(a_t \wedge b_t) = a_t \wedge (b_t + a_u) = a_t \wedge b_t + a_t \wedge a_u
$$

$$
\sigma_t(a_t \wedge a_u) = b_t \wedge a_u
$$

$$
\sigma_u(a_t \wedge a_u) = a_t \wedge b_u
$$

$$
\sigma_t(a_t \wedge b_u) = b_t \wedge b_u.
$$

This shows that the span of the orbit of $a_t \wedge b_t \in V \wedge V$ under the subgroup generated by $\{\sigma_t, \sigma_u, \tau_{tu}\}$ contains $a_t \wedge a_u$ and $b_t \wedge a_u$ and $a_u \wedge b_t$ and $a_u \wedge b_u$. By construction $\sigma_t$ and $\sigma_u$ and $\tau_{tu}$ fix $V_I$; this implies that they fix $v \in L(k-1)_I$, since we may lift these automorphisms to elements of $\Gamma$ that fix every element of $\Gamma_I$. They also fix $x \in V$. Therefore applying the computations above to $w = [v, x \wedge a_t \wedge b_t]$ shows that the $\Gamma$-orbit of $w$ contains the claimed elements; for example, $\tau_{tu}(w) - w = [v, x \wedge a_t \wedge a_u]$, and so on.

\[\Box\]

**Putting it all together.** All the pieces are now in place to prove Theorem B.

**Proof of Theorem B.** The notation is as above. As was established at the end of the introduction, we must prove that $G(k)$ is finitely generated for $k \geq 3$ and $g \geq 2k - 1$, or equivalently when $3 \leq k \leq \frac{g+1}{2}$. We will apply Theorem 5.3 with $N = \lfloor \frac{g+1}{2} \rfloor$ and $m = N - 1 = \lfloor \frac{g-1}{2} \rfloor$. This theorem has four hypotheses:

- The $[g]$-group $\Gamma$ must be transitive, which is one of the conclusions of Lemma 6.2.
- The group $G$ must be finitely generated, which is Theorem 3.5(b).
- The action of $\Gamma$ on each $L(k)$ must be Zariski-irreducible, which is Lemma 6.3.
- The graph $X_m(\Gamma)$ must be connected and $m \geq \max\{d_\Gamma(L(k)) \mid 1 \leq k < N\}$. By Lemma 6.13, the graph $X_m(\Gamma)$ is connected for $2m + 1 \leq g$. Since

$$
2m + 1 = 2 \left\lfloor \frac{g-1}{2} \right\rfloor + 1 \leq 2 \cdot \frac{g-1}{2} + 1 = g,
$$

the graph $X_m(\Gamma)$ is connected. Proposition 6.7 says that $d_\Gamma(L(1)) = 2$ and that $d_\Gamma(L(k)) \leq k$ for $k \geq 2$, so since $N - 1 \geq 2$ we have

$$
\max\{d_\Gamma(L(k)) \mid k \leq N - 1\} \leq N - 1 = m,
$$

as desired.

Applying Theorem 5.3, we conclude that $G(k)$ is finitely generated for $1 \leq k \leq N$. \[\Box\]

### 6.2 The lower central series of $\text{Aut}(F_n)$

The goal in this section is to prove Theorem D concerning the lower central series of $\text{IA}_n$.

**Setup.** Recall that in Definition 4.3 we defined an $[n]$-group structure on $\text{Aut}(F_n)$. There is a minor technical problem that will prevent us from working with $\text{Aut}(F_n)$ directly. To
explain this, consider the map \( \text{Aut}(F_n) \to \text{GL}_n(\mathbb{Z}) \) arising from the action of \( \text{Aut}(F_n) \) on \( F_n^{ab} = \mathbb{Z}^n \). This map is surjective, and the Zariski closure of \( \text{GL}_n(\mathbb{Z}) \) in \( \text{GL}_n(\mathbb{R}) \) is the group \( \text{SL}_n^\pm(\mathbb{R}) \) of matrices whose determinant is \( \pm 1 \). The group \( \text{SL}_n^\pm(\mathbb{R}) \) is not connected, so the pullback of the Zariski topology on \( \text{GL}_n(\mathbb{Z}) \) to \( \text{Aut}(F_n) \) does not make \( \text{Aut}(F_n) \) into an irreducible space. To correct this, we will instead work with the group \( \text{SAut}(F_n) \) consisting of elements of \( \text{Aut}(F_n) \) that act on \( F_n^{ab} \) with determinant 1. Since \( \text{SAut}(F_n) \) is a subgroup of \( \text{Aut}(F_n) \), it inherits an \([n]\)-group structure.

**Notation.** The following notation will be in place for the remainder of this section. Fix some \( n \geq 2 \). Let \( \Gamma = \text{SAut}(F_n) \), let \( G = \text{IA}_n \), and let \( G(k) = \gamma_k \text{IA}_n \). Finally, let \( \mathcal{L} = \bigoplus \mathcal{L}(k) \) be the graded real Lie algebra associated to \( G(k) \). The groups \( \Gamma \) and \( G \) and \( G(k) \) are endowed with the \([n]\)-group structure coming from the \([n]\)-group structure on \( \text{Aut}(F_n) \), and the vector spaces \( \mathcal{L}(k) \) is endowed with the induced \([n]\)-vector space structure.

**Basic properties.** Our goal is to apply Theorem 5.3 to the filtration \( G(k) \) of \( \Gamma \). That theorem has several conditions. The following lemma verifies the first of them.

**Lemma 6.8.** The \([n]\)-group \( \Gamma = \text{SAut}(F_n) \) is commuting and transitive.

**Proof.** We have already noted in Remark 4.10 that the \([n]\)-group \( \text{Aut}(F_n) \) is commuting, so the same is true of its subgroup \( \text{SAut}(F_n) \). To see that it is transitive, consider the subgroup of \( \text{Aut}(F_n) \) preserving the set \( \{x_1, x_1^{-1}, \ldots, x_n, x_n^{-1}\} \), which we identify with the signed permutation group \( S_n^\pm \). If \( \overline{\sigma} \in S_n^\pm \) projects to \( \sigma \in S_n \), then from the definition of \( \text{Aut}(F_n)_I \) we see that that \( \overline{\sigma} \) conjugates \( \text{Aut}(F_n)_{\sigma(I)} \) to \( \text{Aut}(F_n)_I \) and hence conjugates \( \text{SAut}(F_n)_{\sigma(I)} \) to \( \text{SAut}(F_n)_I \). Since the index-2 subgroup \( S_n^\pm \cap \text{SAut}(F_n) \) of \( \text{SAut}(F_n) \) surjects onto \( S_n \), it follows that \( \text{SAut}(F_n) \) is a transitive \([n]\)-group. \( \square \)

**Generating \( G(1) \).** The second condition in Theorem 5.3 is that \( G(1) = \text{IA}_n \) is finitely generated. This was proved by Magnus. For later use, we will actually give an explicit generating set. Let \( \{x_1, \ldots, x_n\} \) be the standard basis for \( F_n \). For distinct \( 1 \leq i,j \leq n \), define \( C_{ij} \in \text{IA}_n \) via the formula

\[
C_{ij}(x_\ell) = \begin{cases} 
x_j^{-1} x_\ell x_j & \text{if } \ell = i, \\
x_\ell & \text{if } \ell \neq i.
\end{cases}
\]

Also, for distinct \( 1 \leq i,j,k \leq n \) define \( M_{ijk} \in \text{IA}_n \) via the formula

\[
M_{ijk}(x_\ell) = \begin{cases} 
x_\ell [x_j, x_k] & \text{if } \ell = i, \\
x_\ell & \text{if } \ell \neq i.
\end{cases}
\]

Magnus ([Mag]; see [BBM] and [DaP1] for modern accounts) proved the following.

**Theorem 6.9.** For \( n \geq 2 \), the group \( \text{IA}_n \) is \( \text{SAut}(F_n) \)-normally generated by \( C_{12} \) and is generated by the finite set of all \( C_{ij} \) and \( M_{ijk} \).

**Zariski-irreducibility.** The third condition in Theorem 5.3 is that the action of \( \Gamma = \text{SAut}(F_n) \) on each \( \mathcal{L}(k) \) is Zariski-irreducible, which is the content of the following.

**Lemma 6.10.** For all \( k \geq 1 \), the action of \( \Gamma \) on \( \mathcal{L}(k) \) is Zariski-irreducible.
For the proof of Lemma 6.10, we need the following computation of \( \text{IA}_n^{ab} \). Let \( V_Z = F_n^{ab} \cong \mathbb{Z}^n \), and recall that the natural action of \( \text{Aut}(F_n) \) on \( V_Z \) factors through \( \text{GL}_n(\mathbb{Z}) \). The following description holds for all \( n \geq 0 \).

**Theorem 6.11.** There is an \( \text{Aut}(F_n) \)-equivariant isomorphism \( \text{IA}_n^{ab} \cong \text{Hom}(V_Z, \Lambda^2 V_Z) \).

**Remark 6.12.** As an abelian group, the description of \( \text{IA}_n^{ab} \) in Theorem 6.11 was established by Bachmuth [Bac] in 1966 and implicitly (and independently) by Andreadakis [A] in 1965. The description as an \( \text{Aut}(F_n) \)-module must have been folklore for some time; the earliest proof in the literature that we are aware of is due to Formanek [Fo].

**Proof of Lemma 6.10.** Since \( G(k) = \gamma_k G \) is the lower central series of \( G \), by Remark 5.6 it suffices to prove the lemma for \( \mathcal{L}(1) = \text{IA}_n^{ab} \otimes \mathbb{R} \). By Theorem 6.11, the action of \( \text{SAut}(F_n) \) on \( \text{IA}_n^{ab} \otimes \mathbb{R} \) factors through the surjection \( \text{SAut}(F_n) \rightarrow \text{SL}_n(\mathbb{Z}) \). Since \( \text{SL}_n(\mathbb{Z}) \) is Zariski dense in \( \text{SL}_n(\mathbb{R}) \), arguing as in the proof of Lemma 6.3 in §6.1, we deduce that the image of \( \text{SAut}(F_n) \) in \( \text{GL}(\text{IA}_n^{ab} \otimes \mathbb{R}) \) is irreducible. \( \square \)

**Connectivity bounds.** The fourth condition in Theorem 5.3 asserts that the graph \( X_m(\Gamma) \) must be connected for some \( m \geq \max\{d_\Gamma(\mathcal{L}(k)) \mid 1 \leq k < N\} \). The following lemmas will allow us to verify this.

**Lemma 6.13.** For all \( m \geq 0 \) such that \( 2m + 1 \leq n \), the graph \( X_m(\Gamma) \) is connected.

For the proof of Lemma 6.13, we will need a generating set for \( \text{SAut}(F_n) \). Let \( \{x_1, \ldots, x_n\} \) be the standard basis for \( F_n \). For distinct \( 1 \leq i, j \leq n \), define \( L_{ij} \in \text{SAut}(F_n) \) and \( R_{ij} \in \text{SAut}(F_n) \) via the formulas

\[
L_{ij}(x_\ell) = \begin{cases} 
 x_\ell x_\ell & \text{if } \ell = i, \\
 x_\ell & \text{if } \ell \neq i.
\end{cases}
\]

\[
R_{ij}(x_\ell) = \begin{cases} 
 x_\ell x_j & \text{if } \ell = i, \\
 x_\ell & \text{if } \ell \neq i.
\end{cases}
\]

Nielsen ([Ni]; see [Ge] for a modern account) proved the following.

**Theorem 6.14.** For \( n \geq 2 \), the group \( \text{SAut}(F_n) \) is generated by the set of all \( L_{ij} \) and \( R_{ij} \).

**Proof of Lemma 6.13.** We will use Proposition 5.10. Let \( S \subset \text{SAut}(F_n) \) be the set of all \( L_{ij} \) and \( R_{ij} \). Setting \( c = \max\{\text{comp}(s) \mid s \in S\} \), the fact that \( \text{comp}(L_{ij}) = \text{comp}(R_{ij}) = 2 \) implies that \( c = 2 \). Lemma 6.8 says that \( \text{SAut}(F_n) \) is transitive and commuting. In particular, every element of \( S \) is good. We can thus apply Proposition 5.10 and deduce that \( X_m(\Gamma) \) is connected whenever \( 2m + c - 1 = 2m + 1 \leq n \). \( \square \)

**Lemma 6.15.** For all \( k \geq 1 \) we have \( d_\Gamma(\mathcal{L}(k)) \leq 2k \).

**Proof.** We will use Proposition 5.11. This proposition requires that \( \mathcal{L} \) is generated by \( \mathcal{L}(1) \), which holds since the filtration \( G(k) \) is the lower central series. We now calculate the quantities that go into its bound:

- Theorem 6.9 says that \( \text{IA}_n \) is \( \text{SAut}(F_n) \)-normally generated by the element \( C_{12} \). Since \( \text{comp}(C_{12}) = 2 \), we have \( d_\Gamma(\mathcal{L}(1)) \leq 2 \). Since \( \mathcal{L}(1)_{(i)} = 0 \) (see Theorem 6.11) we cannot have \( d_\Gamma(\mathcal{L}(1)) \leq 1 \), so in fact \( d_\Gamma(\mathcal{L}(1)) = 2 \).
• Set \( d = d(\mathcal{L}(1)) \). Theorem 6.9 says that \( \text{IA}_n \) is generated by the set of all \( C_{ij} \) and \( M_{ijk} \). Since \( \text{comp}(C_{ij}) = 2 \) and \( \text{comp}(M_{ijk}) = 3 \), we deduce that \( d \leq 3 \) (and one can check that in fact \( d = 3 \)).

• Lemma 6.8 says that \( \text{SAut}(F_n) \) is commuting, so as in Proposition 5.11 we set \( e = d - 1 = 2 \).

Proposition 5.11 now says that for \( k \geq 1 \) we have
\[
d_\Gamma(\mathcal{L}(k)) \leq d_\Gamma(\mathcal{L}(1)) + (k - 1)e = 2 + (k - 1)2 = 2k.
\]

Putting it all together. All the pieces are now in place to prove Theorem D.

Proof of Theorem D. The notation is as above. We first handle the case where \( k \geq 3 \) and \( n \geq 4k - 3 \). As was established at the end of the introduction, we must prove that \( G(k) \) is finitely generated for \( k \geq 3 \) and \( n \geq 4k - 3 \), or equivalently when \( k \leq \frac{n + 3}{4} \). We will apply Theorem 5.3 with \( N = \lfloor \frac{n + 3}{4} \rfloor \) and \( m = 2(N - 1) = 2 \cdot \lfloor \frac{n - 1}{4} \rfloor \).

This theorem has four hypotheses:

• The \([n]\)-group \( \Gamma \) must be transitive, which is one of the conclusions of Lemma 6.8.

• The group \( G \) must be finitely generated, which is Theorem 6.9.

• The action of \( \Gamma \) on each \( \mathcal{L}(k) \) must be Zariski-irreducible, which is Lemma 6.10.

• The graph \( X_m(\Gamma) \) must be connected and \( m \geq \max \{d_\Gamma(\mathcal{L}(k)) \mid 1 \leq k < N \} \). By Lemma 6.13, the graph \( X_m(\Gamma) \) is connected for \( 2m + 1 \leq n \). Since
\[
2m + 1 = 4 \cdot \lfloor \frac{n - 1}{4} \rfloor + 1 \leq 4 \cdot \frac{n - 1}{4} + 1 = n,
\]
the graph \( X_m(\Gamma) \) is connected. Lemma 6.15 says that \( d_\Gamma(\mathcal{L}(k)) \leq 2k \), so
\[
\max \{d_\Gamma(\mathcal{L}(k)) \mid 1 \leq k < N \} \leq 2(N - 1) = m,
\]
as desired.

Applying Theorem 5.3, we conclude that \( G(k) \) is finitely generated for \( 1 \leq k \leq N \).

Finally, we handle the case when \( k = 2 \) and \( n \geq 4 \). To obtain the improved bound in this case, we apply Theorem 3.6 to \( G = \text{IA}_n \) and \( \Gamma = \text{SAut}(F_n) \) acting by conjugation. Our \( \Gamma \)-orbit \( C \) will be the \( \Gamma \)-conjugates of the Magnus generator \( C_{12} \); Theorem 6.9 tells us that \( G \) is generated by \( C \) and finitely generated. We have already checked in Lemma 6.10 that the action of \( \Gamma \) on \( \mathcal{L}(1) \cong \text{Hom}(G; \mathbb{R}) \) is Zariski-irreducible. Therefore we need only verify the remaining hypothesis of Theorem 3.6: denoting by \( \text{Conj}(\text{IA}_n) \) the graph whose vertices are \( \text{SAut}(F_n) \)-conjugates of \( C_{12} \) with edges connecting commuting elements, we must show that \( \text{Conj}(\text{IA}_n) \) is connected when \( n \geq 4 \).

Let \( S = \{L_{ij}^\pm, R_{ij}^\pm\} \) be the generating set for \( \text{SAut}(F_n) \) from Theorem 6.14. Just as in the proofs of Proposition 3.3 or Proposition 5.10, to prove that \( \text{Conj}(\text{IA}_n) \) is connected, it suffices to prove the following: for all \( s \in S \), there exists a path \( \eta_s \) in \( \text{Conj}(\text{IA}_n) \) from \( C_{12} \) to \( C_{12}^s \). We will repeatedly rely on the observation that for fixed \( b \in [n] \), the \( 2n - 2 \) elements \( \{L_{ib}, R_{ib} \mid i \neq b\} \) commute; indeed, they generate a subgroup of \( \text{SAut}(F_n) \) isomorphic to \( \mathbb{Z}^{2n-2} \), which contains \( C_{ib} = R_{ib}L_{ib}^{-1} \) for all \( i \neq b \).
Notation. The following notation will be in place for the remainder of this subsection. Fix some $n$ and consider $s \in \{L_{ab}, L_{ab}^{-1}, R_{ab}, R_{ab}^{-1}\}$.

- If $\{a, b\} \cap \{1, 2\} = \emptyset$, then $s$ commutes with $C_{12}$; thus $C_{12}^s = C_{12}$ and there is nothing to prove.
- If $\{a, b\} = \{1, 2\}$, then $C_{34}$ commutes with both $C_{12}$ and $s$, and thus with $C_{12}^s$. Therefore for $\eta_s$ we may take the length 2 path from $C_{12}$ to $C_{34}$ to $C_{12}^s$.
- If $a \in \{1, 2\}$ and $b \notin \{1, 2\}$, we can choose some $c \in [n] \setminus \{1, 2, b\}$ since $n \geq 4$. Then $C_{cb}$ commutes with $C_{12}$ (since $\{1, 2\} \cap \{c, b\} = \emptyset$). At the same time, $C_{cb}$ commutes with $s$ (since both lie in the abelian subgroup generated by $L_{ib}$ and $R_{ib}$), and thus with $C_{12}^s$. Therefore for $\eta_s$ we may take the length 2 path from $C_{12}$ to $C_{cb}$ to $C_{12}^s$.
- It remains to handle the case $b \in \{1, 2\}$ and $a \notin \{1, 2\}$.
  - If $b = 2$, then $s$ commutes with $C_{12}$, so $C_{12}^s = C_{12}$ and there is nothing to prove.
  - Finally, if $b = 1$ and $a \notin \{1, 2\}$, we can choose some $d \in [n] \setminus \{1, 2, a\}$ since $n \geq 4$. Then $C_{d2}$ commutes with $C_{12}$ (since both lie in the abelian subgroup generated by $L_{d2}$ and $R_{d2}$). At the same time, $C_{d2}$ commutes with $s$ (since $\{a, b\} \cap \{d, 2\} = \emptyset$), and thus with $C_{12}^s$. Therefore for $\eta_s$ we may take the length 2 path from $C_{12}$ to $C_{d2}$ to $C_{12}^s$.

This concludes the proof that $\text{Conj}(IA_n)$ is connected for $n \geq 4$. Theorem 3.6 now shows that $[IA_n, IA_n] = \gamma_2(IA_n)$ is finitely generated for $n \geq 4$.

6.3 The Johnson filtration of $\text{Aut}(F_n)$

We close by describing how to modify the proof of Theorem D from §6.2 to prove Theorem E, which as we discussed at the end of the introduction is equivalent to the assertion that for $k \geq 2$ the term $\text{JIA}_n(k)$ of the Johnson filtration $\text{IA}_n$ is finitely generated for $n \geq 2k + 3$. This is stronger than the bound from Theorem D, which only gives this for $n \geq 4k - 3$.

Notation. The following notation will be in place for the remainder of this subsection. Fix some $n \geq 2$. Let $\Gamma = \text{SAut}(F_n)$, let $G = \text{IA}_n$, and let $G(k) = \text{JIA}_n(k)$. Let $JL = \bigoplus J\mathcal{L}(k)$ be the graded real Lie algebra associated to $G(k)$. Maintaining the same notation from the previous subsection, let $L = \bigoplus L(k)$ be the graded real Lie algebra associated to the lower central series of $\text{IA}_n$. The groups $\Gamma$ and $G$ and $G(k)$ are endowed with the $[n]$-group structure coming from the $[n]$-group structure on $\text{Aut}(F_n)$, and the vector spaces $J\mathcal{L}(k)$ and $L(k)$ are endowed with the induced $[n]$-vector space structures.

What must be done. The structure of the proof of Theorem E is exactly the same as that of Theorem D; the only change needed is to use the following two results in place of Lemmas 6.10 and 6.15, respectively.

Lemma 6.16. For all $k \geq 1$ the action of $\Gamma$ on $J\mathcal{L}(k)$ is Zariski-irreducible.

Proposition 6.17. For all $k \geq 1$ we have $d_\Gamma(J\mathcal{L}(k)) \leq k + 2$.

The improved bound in Proposition 6.17 (compared with the bound $d_\Gamma(L(k)) \leq 2k$ in Lemma 6.15) is the source of our improved range of finite generation for $\text{JIA}_n(k)$. We will prove these two results below, but first we illustrate how they imply Theorem E.
Proof of Theorem E. We must prove that \( G(k) = \text{JIA}_n(k) \) is finitely generated for \( n \geq 2k + 3 \), or equivalently when \( k \leq \frac{n-3}{2} \). With notation as above, we will apply Theorem 5.3 with \( N = \left\lceil \frac{n-3}{2} \right\rceil \) and \( m = N + 1 = \left\lfloor \frac{n-1}{2} \right\rfloor \). The first two hypotheses, dealing with \( \Gamma \) and \( G(1) = \text{IA}_n \), are unchanged from before, so we must verify the remaining two hypotheses.

- The action of \( \Gamma \) on each \( \mathcal{JL}(k) \) must be Zariski-irreducible, which is Lemma 6.16.
- The graph \( X_m(\Gamma) \) must be connected and \( m \geq \max\{d_\Gamma(\mathcal{JL}(k)) \mid 1 \leq k < N\} \). By Lemma 6.13, the graph \( X_m(\Gamma) \) is connected for \( 2m + 1 \leq n \). Since

\[
2m + 1 = 2 \cdot \left\lceil \frac{n-1}{2} \right\rceil + 1 \leq 2 \cdot \frac{n-1}{2} + 1 = n,
\]

the graph \( X_m(\Gamma) \) is connected. Lemma 6.15 says that \( d_\Gamma(\mathcal{JL}(k)) \leq k + 2 \), so

\[
\max\{d_\Gamma(\mathcal{JL}(k)) \mid 1 \leq k < N\} \leq (N-1) + 2 = m,
\]

as desired.

Applying Theorem 5.3, we conclude that \( G(k) \) is finitely generated for \( 1 \leq k \leq N \). \( \square \)

We now proceed to prove Lemma 6.16 and Proposition 6.17. The following key fact will be used in the proofs of both. Let \( V = F_n^{ab} \otimes \mathbb{R} \cong \mathbb{R}^n \), and let \( \text{Lie}(V) = \bigoplus \text{Lie}_m(V) \) be the free Lie algebra on \( V \). The action of \( \Gamma \) on \( V^*_Z \) and \( V \), which factors through \( SL(V^*_Z) \cong SL_n(\mathbb{Z}) \), extends to an action on \( \text{Lie}(V^*_Z) \) and \( \text{Lie}(V) \) by Lie algebra automorphisms. There is a canonical \( \Gamma \)-equivariant embedding

\[
\iota : \text{JIA}_n[k]/\text{JIA}_n[k+1] \to V^*_Z \otimes \text{Lie}_{k+1}(V^*_Z),
\]
described concretely as follows. Given \( \varphi \in \text{Aut}(F_n) \), to say that \( \varphi \in \mathcal{JL}(k) \) means by definition that the map \( x \mapsto x^{-1}\varphi(x) \) defines a function \( F_n \to \gamma_{k+1}F_n \). This descends to a homomorphism from \( F_n^{ab} = V^*_Z \) to \( \gamma_{k+1}F_n/\gamma_{k+2}F_n \cong \text{Lie}_{k+1}(V_Z) \). The resulting assignment \( \text{JIA}_n[k] \to V^*_Z \otimes \text{Lie}_{k+1}(V_Z) \) is a homomorphism, and by definition its kernel is \( \text{JIA}_n[k+1] \). Tensoring with \( \mathbb{R} \), we obtain a \( \Gamma \)-equivariant embedding of \( \mathcal{JL}(k) \) into \( M(k) : = V^*_Z \otimes \text{Lie}_{k+1}(V) \). In particular, this equivariance implies that the action of \( \Gamma \) on \( \mathcal{JL}(k) \) factors through \( SL(V^*_Z) \).

Proof of Lemma 6.16. The action of \( SL(V^*_Z) \) on \( M(k) \) extends to a polynomial representation of \( SL(V) \cong SL_n(\mathbb{R}) \). The \( \Gamma \)-equivariance of the embedding \( \mathcal{JL}(k) \to M(k) \) implies that the subspace \( \mathcal{JL}(k) \) is \( SL(V^*_Z) \)-invariant. Since \( SL(V^*_Z) \) is Zariski-dense in \( SL(V) \) and the map \( \text{GL}(V) \to \text{GL}(M(k)) \) is Zariski-continuous, the subspace \( \mathcal{JL}(k) \) must also be \( SL(V) \)-invariant. Moreover, this implies that the Zariski closure of the image of \( \Gamma \) in \( \text{GL}(\mathcal{JL}(k)) \) coincides with the image of \( \mathcal{JL}(k) \); it is therefore a quotient of \( SL(V) \cong SL_n(\mathbb{R}) \), and thus is irreducible. \( \square \)

Proof of Proposition 6.17. This proposition is a fairly easy consequence of Bartholdi’s work [Bar1], but in order to make our argument precise it will be more convenient to refer to other sources.

Note that when \( n \leq k + 2 \), the proposition is vacuous; we may therefore assume that \( k < n-2 \). We will actually only assume \( k \leq n-2 \) since this suffices for the argument below. Throughout this section, we will write \([v_1, v_2, \ldots, v_k]\) for the left-normed commutator:

\[
[v_1, v_2, \ldots, v_k] := [[[v_1, v_2], \ldots], v_k].
\]
For \( k = 1 \), since \( \mathsf{JIA}_n(2) = \gamma_2(\mathsf{IA}_n) \) we have already obtained the stronger bound
\[
d_\Gamma(\mathcal{JL}(1)) = d_\Gamma(\mathcal{L}(1)) \leq 2
\]
in Lemma 6.15. So fix \( 2 \leq k \leq n - 2 \), and consider the following finite families of automorphisms:

1. Let \( i \in [n] \) and \( \omega = \omega_1 \omega_2 \ldots \omega_{k+1} \) be a sequence of length \( k + 1 \) with \( i \notin \omega \) (that is, \( \omega_j \in [n] \setminus \{i\} \) for each \( j \)). Let \( T_{i,\omega} \) be the element of \( \text{Aut}(F_n) \) which sends \( x_i \) to \( x_i[x_1, x_{i}, x_{i+1}, \ldots, x_{\omega_{k+1}}] \) and fixes \( x_j \) for all \( j \neq i \).

2. Let \( \mu = \mu_1 \mu_2 \ldots \mu_k \) be a sequence of length \( k \) with \( \mu_j \in [n] \) for each \( j \). For each \( \mu \), choose once and for all two distinct elements \( i, j \in [n] \) with \( i \notin \mu \) and \( j \notin \mu \) (this is possible precisely because \( k \leq n - 2 \)). Define \( S_\mu \) to be the left-normed commutator
\[
S_\mu = [M_{ij\mu_1}, C_{ij\mu_2}, C_{ij\mu_3}, \ldots, C_{ij\mu_{k-1}}, M_{ij\mu_k}],
\]
where \( C_{ij} \) and \( M_{ij} \) are the Magnus generators defined before Theorem 6.9. Note that the definition of \( S_\mu \) depends on the choice of \( i \) and \( j \), but this dependence will not be important for our purposes.

By construction, the elements \( T_{i,\omega} \) and \( S_\mu \) have complexity at most \( k + 2 \) and lie in \( \Gamma(G) \). Let \( t_{i,\omega} \) and \( s_\mu \) be their images in \( \mathcal{JL}(k) \). Denote by \( A \) (resp. \( B \)) the subspace of \( \mathcal{JL}(k) \) generated by the \( \Gamma \)-orbits of the elements \( t_{i,\omega} \) (resp. by the \( \Gamma \)-orbits of the elements \( s_\mu \)). Since \( t_{i,\omega} \) and \( s_\mu \) have complexity at most \( k + 2 \), to prove that \( d_\Gamma(\mathcal{JL}(k)) \leq k + 2 \) it suffices to show that \( \mathcal{JL}(k) = A + B \).

Define the map \( \Phi : V^* \otimes V^{\otimes k+1} \to V^{\otimes k} \) by
\[
\Phi(v^* \otimes v_0 \otimes \cdots \otimes v_k) = v^*(v_0)v_1 \otimes \cdots \otimes v_k.
\]
Realizing \( \text{Lie}_{k+1}(V) \) as a subspace of \( V^{\otimes k+1} \) in the standard way, we obtain a composite \( \Gamma \)-equivariant map
\[
\tau : \mathcal{JL}(k) \hookrightarrow M(k) = V^* \otimes \text{Lie}_{k+1}(V) \hookrightarrow V^* \otimes V^{\otimes k+1} \xrightarrow{\Phi} V^{\otimes k}.
\]
Let \( \langle \gamma \rangle \) be a cyclic group of order \( k \) acting on \( V^{\otimes k} \) by cyclically permuting the factors, that is, \( \gamma(v_1 \otimes \cdots \otimes v_{k-1} \otimes v_k) = v_2 \otimes \cdots \otimes v_k \otimes v_1 \). Let \( W \) be the subspace of \( \gamma \)-invariant elements in \( V^{\otimes k} \). We claim that
\[
(i) \ A = \ker(\tau)
(ii) \ \tau(\mathcal{JL}(k)) \subseteq W
(iii) \ \tau(B) \supseteq W
\]
Claims (ii) and (iii) together imply that \( \tau(B) = W = \tau(\mathcal{JL}(k)) \), so with (i) this implies that \( \mathcal{JL}(k) = A + B \) as desired.

For \( i \in [n] \) let \( e_i \in V = F_n^{ab} \otimes \mathbb{R} \) be the image of \( x_i \), and let \( e_1^*, \ldots, e_n^* \) be the dual basis of \( V^* \). For any sequence \( \delta = i \omega = i \omega_1 \omega_2 \ldots \omega_{k+1} \) of length \( k + 2 \), define
\[
e_\delta = e_i^* \otimes e_\omega = e_i^* \otimes [e_{\omega_1}, e_{\omega_2}, \ldots, e_{\omega_{k+1}}].
\]
Note that these elements span \( V^* \otimes \text{Lie}_{k+1}(V) \).

The assertion (ii) is merely a restatement of [MasSak, Prop 5.3]. For (iii), an easy direct computation shows that for any sequence \( \mu = \mu_1 \cdots \mu_k \) of length \( k \) we have
\[
\tau(s_\mu) = e_{\mu_1} \otimes \cdots \otimes e_{\mu_{k-1}} \otimes e_{\mu_k} - e_{\mu_2} \otimes \cdots \otimes e_{\mu_k} \otimes e_{\mu_1}
\]
Since elements of this form span $W$, inclusion (iii) follows.

It remains to prove (i). Since $\ker(\tau)$ is $\Gamma$-invariant, to verify the inclusion $A \subseteq \ker(\tau)$ we only need to check that $\tau(t_{i,\omega}) = 0$. But since $i \notin \omega$, as an element of $V^* \otimes \text{Lie}_{k+1}(V)$ we have

$$t_{i,\omega} = e_i \omega = e_i^* \otimes [e_{\omega_1}, e_{\omega_2}, \ldots, e_{\omega_{k+1}}].$$

Since $\omega$ does not contain $i$, the term $[e_{\omega_1}, e_{\omega_2}, \ldots, e_{\omega_{k+1}}]$ belongs to $\text{Lie}_{k+1}(\ker e_i^*)$, so $t_{i,\omega}$ belongs to $\ker(\Phi)$. This shows that $\tau(t_{i,\omega}) = 0$ as claimed, so $A \subseteq \ker(\tau)$. The opposite inclusion $\ker(\tau) \subseteq A$ (which is what we ultimately need) is implicitly proved in [Bar1, Lemma 5.4] and also in [Sat, Prop 3.2], but for clarity we will give a short direct proof.

Given any sequence $\delta = i\omega = i\omega_1\omega_2\ldots\omega_{k+1}$ of length $k+2$, let $c(\delta)$ denote the number of times $i$ (the first element of $\delta$) appears in the tail $\omega_1\ldots\omega_{k+1}$. We already observed that $e_\delta \in A$ when $c(\delta) = 0$ since then $e_\delta = t_{i,\omega}$.

We next claim that if $c(\delta) \geq 2$, then we can write $e_\delta = x + y$ where $x \in A$ and $y$ is a linear combination of elements $e_\gamma$ with $c(\gamma) < c(\delta)$. Indeed, choose any index $j \in [n]$ with $j \notin \delta$, which is possible since the number of distinct elements of $\delta$ is at most $k+2 - c(\delta) \leq n - c(\delta) \leq n - 2$. Let $\omega'$ be the sequence obtained from $\omega$ by replacing all appearances of $i$ by $j$ and let $\delta' = i\omega'$. Note that $c(\delta') = 0$ so $e_{\delta'} \in A$.

Let $E_{ij} \in \Gamma$ be any element projecting to the elementary matrix $E_{ij} \in \text{SL}_n(\mathbb{Z})$. For simplicity, we will write the action of $\Gamma$ on the left. Set $z = E_{ij}^2e_{\delta'} - 2E_{ij}e_{\delta'}$, so $z \in A$. The action of $E_{ij}^0$ on $e_{\delta'}$ will replace $e_i^*$ by $e_j^- - pe_j^+$ and each occurrence of $e_j$ by $e_j^- + pe_j^+$, and a simple computation shows that $z = (2(c(\delta) - 2)e_\delta + u$ where $c(\gamma) < c(\delta)$ for each $e_\gamma$ that appears in $u$. Since $c(\delta) > 1$, we have $e_\delta = \frac{1}{2\delta\delta/2}(z - u)$, as desired.

Applying this claim inductively shows that any element of $V^* \otimes \text{Lie}_{k+1}(V)$ can be written $z = a + b$, where $a \in A$ and $b = \sum \lambda_\delta e_\delta$ with $c(\delta) = 1$ for each $\delta$. Moreover, using the Lie algebra axioms, we can assume that each $\delta$ in the above sum has the form $\delta = i\epsilon \varepsilon$ where $\varepsilon$ is a sequence of length $k$ with $i \notin \varepsilon$.

Note that $\Phi(e_{i\epsilon \varepsilon}) = \Phi(e_i^* \otimes e_\varepsilon)$ is equal to $e_{\varepsilon_1} \otimes e_{\varepsilon_2} \otimes \cdots \otimes e_{\varepsilon_k}$ when $i \notin \varepsilon$. To see this, note that when the left-normed commutator $e_\varepsilon = [[[e_{\omega_1}, e_{\omega_2}], \cdots], e_{\omega_k}] \in \text{Lie}_{k+1}(V)$ is considered as an element of $V^\otimes k+1$, it is equal to $e_{\omega_1} \otimes e_{\omega_2} \otimes \cdots \otimes e_{\omega_{k+1}}$ plus permutations of the form $e_{\omega_1} \otimes \cdots$ for $\ell \neq 1$.

Now take an arbitrary $z \in \ker(\tau)$ and write it as a sum $z = a + b$ as above. Since $A \subseteq \ker(\tau)$, this implies that $\tau(b) = 0$. Since $\Phi(e_{i\epsilon \varepsilon}) = e_{\varepsilon_1} \otimes e_{\varepsilon_2} \otimes \cdots \otimes e_{\varepsilon_k}$ for $i \notin \varepsilon$ and all such simple tensors coming from different $\varepsilon$ are linearly independent, to have $\tau(b) = 0$ means that for each $\varepsilon$ we have $\sum_{ij \varepsilon} \lambda_{ij \varepsilon} = 0$. It follows that $b$ must be a linear combination of elements of the form $e_{i\epsilon \varepsilon} - e_{j\epsilon \varepsilon}$ with $i \neq j$ and $i, j \notin \varepsilon$. However, these elements too belong to $A$:

$$e_{i\epsilon \varepsilon} - e_{j\epsilon \varepsilon} = E_{ij}e_{i\epsilon \varepsilon} - e_{j\epsilon \varepsilon} + e_{j\epsilon \varepsilon} = E_{ij}t_{i,j\epsilon} - t_{i,j\epsilon} + t_{j,i\epsilon} \in A$$

We conclude that $b \in A$ and hence $z \in A$, as desired. \hfill \Box
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