
Learning Goals

1. Counting Statistics vs Rate Statistics

2. Evaluating Statistics

3. Measuring individual contributions on a team.

4. Four factors in basketball.

5. Run a multiple regression in R (find linear weights).

6. Interpreting the output of a multiple regression.

7. Testing the model.

Topic 3: A few Statistics and Multiple Regression

Sports Stats Sports statistics are used in many ways. Some are used to evaluate or rank players
and teams, by coaches, recruiters, fantasy sports players, mangers and bettors. Some statistics suit
our needs better than others. Clearly if we wish to predict winning percentage, a statistic that is well
correlated with winning percentage is better than one that is not. We may not wish to rely entirely
on a single statistic for prediction, it makes more sense to include a variety of statistics that measure
various aspects of the strengths and weaknesses of a team.

Counting Statistics vs Rate Statistics Many of the statistics on sports websites are counting
statistics which count the number of points, Field Goals Scored, Turnovers, etc... Although it is essential
to count these important statistics, they miss some important subtleties in measuring performance,
especially the efficiency of a team or player. For example, a basketball player may have scored very few
three pointers in a game or a season compared to a teammate, but the number of three pointers scored
for each player does not take into account the opportunities they had to score. A better statistic in
measuring performance here is 3 point percentage (3pointers made/3 pointers attempted). The team
statistic, Effective Field Goal Percentage (eFG.P) discussed below is a more sophisticated example of a
rate statistic which measures shooting effectiveness and efficiency for a team. It can also be calculated
as a measure of efficiency for a player. It is calculated as

eFG.P =
FGM + (0.5)3PtFGM

FGA

and takes into account that Three point Field Goals Made (3PtFGM) are worth 3 pts whereas all others
are worth 2 points.

Evaluating statistics A good statistic should be reliable. A statistic that measures a player’s/team’s
ability should correlate well from season to season, give or take a few anomalies due to injury and random
fluctuation about average performance. One would expect that players who are relatively strong in a
particular skill in one season will be relatively strong in the next season. If we are using a statistic
for prediction, then it should give good predictions on the existing data and also should give good
predictions on future data. When making models or creating statistics, one often makes the model
using half of the data available and then tests the model on the other half.

Team Stats vs. Player Stats When a player is part of a team, it is difficult to separate and measure
their effectiveness from that of their teammates. For example, in soccer, a great supporting player who
continually creates opportunities for his/her teammates may never actually score a goal. One way to
measure a player’s contribution is to identify play sequences and attribute credit/fault for the success
or failure of the sequence. There can be a lot of subjectivity involved in attributing credit/fault in these
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statistics and a deep knowledge of the game is required in calculating them. Another popular method is
with plus/minus statistics, which divides the blame/credit among the players. In general one looks
at net team points (points for - points against) while the player is on the team. If a seven player team
scores 10 points against a seven-player opposing team who scores 8 points, then every player on the
team gets a +2 while every player on the opposing team gets a -2. Clearly a player on a good team
will have a high +/− rating no matter how bad they are and vice-versa. One can fix this obvious flaw
to some extent by calculating the difference in the teams net score when the player is in the game vs
when the player is not in the game. For example Melinda gets a +4 rating if her team is outscored by
10 points when she is out of the game and outscored by 6 points when she is in the game. As a result
Melinda gets a + rating even though her team lost. On the other hand if the coach always puts Melinda
and Melissa in the game at the same time, and Melissa does all the work, Melinda gets the points for
nothing. (As with most statistics/methods of rating players, this is not perfect).

Basketball’s Four Factors
The last four variables in the data frame BBdata are all “rate” statistics. They give measures of the four
important factors shooting, turnovers, rebounding and free throws respectively. They can be calculated
for each game for both teams, or they can be calculated from cumulative statistics for the season for
the teams. They were introduced to basketball analysis by Dean Oliver and there are slight variations
in their calculations. More background and details are given in [1]. They are defined as:

Effective Field Goal Percentage (eFG.P) ; this statistic adjusts for the fact that a 3-point field goal is
worth one more point than a 2-point field goal. The formula is given by

eFG% = eFG.P = (FG+0.5*3P)/FGA

Turnover Percentage (TOV.P) ; an estimate of turnovers per 100 plays. The formula is given by
TOV% = TOV.P = TOV/Poss (Poss = FGA-OR+TO+0.44*FTA)

Offensive Rebound Percentage ( ORB.P ) ; an estimate of the percentage of available offensive rebounds
grabbed by a player on the team. The formula is given by

ORB%= ORB.P = ORB/ORB+DRB

Free Throws Per Field Goal Attempt ( FTPFGA) .The formula is given by
FTR= FTM/FGA

Multiple Regression
Many ratings for individual athletes and teams combine multiple statistics into one rating. For example,
if we were to rate basketball teams, we would like to take into account their offensive strengths and
weaknesses as well as their defensive strengths and weaknesses. Lets suppose we wish to make a rating
for the basketball teams in our data frame BBdata, the purpose of which is to predict performance in
the remaining part of basketball season, and we want the rating to be a formula based on the four
factors from the previous discussion. There are many possible types of formulas. If our four factors
were labelled x1, x2, x3 and x4, and R denotes our rating, then we could make a linear formula of
the type R = a1x1 + a2x2 + a3x3 + a4x4 + a5, where a1, a2, a3 and a4 are numbers called coefficients
or weights. We could also allow powers of the variables or mixed multiplications(interactions) as in a
formula of the type a1x

2
1 +a2x1x2 +a3x

2
3 +a4x1 + . . . . We can also allow formulas based on exponentials

and logarithms etc... We will make a linear formula.
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Multiple Regression When we wish to predict the values of a variable Y (called the dependent vari-
able) from an independent set of variables x1, x2, x3, . . . , xn, using multiple regression, we find weights(or
coefficients), a1, a2, a3, . . . , an, and a constant term, c, where

Y = a1x1 + a2x2 + · · · + anxn + c

is the best fit model from our data of that form. In other words it the the formula of that type that
minimizes the sum of the squared errors in our data when we fit the model. (The linear models with
a single independent variable in the previous lecture is a special example of this with one independent
variable). We can create such a model very easily in R with the command fit <- lm(Y x1 + x2 +
x3 + · · · + xn, data=mydata) if our variables are stored in the file mydta.

Warning: There are several underlying assumptions about the variables that should be checked
in order to use this method to create a valid model. Essentially they boil down to requiring that the
errors in the model (actual values in the data minus predicted values ) should have similar bell shaped
distributions and that the independent variables should not be highly correlated. This second condition
essentially means that you do not replicate the information supplied in your model. For example If I
were including 2 pt Field Goals Made (2PFGM) and 3 pt FGM (3PFGM) in my formula to explain
point differential, I would not want the global statistic FGM = 2PFGM + 3PFGM because I already
have that information in my formula. It is not a bad idea to check the correlations between the statistics
you are using in your model, before running your model. You can also run tests on a model to see if
correlation between factors has caused a problem or if errors are not properly distributed.

Example Suppose we want to predict Overall win-loss percentage, OWL.P for the rest of the season
based on the four factors Effective Field Goal Percentage, eFG.P, Turnover Percentage TOV.P, Offensive
Rebound Percentage ORB.P and Free Throws Per Field Goal Attempt FTPFGA. We could create a multiple
regression model based on the data we have to date from the season of the form

OWL.P = a1eFG.P + a2TOV.P + a3ORB.P + a4FTPFGA + c

using R as follows:

This tells us that the model of this type that fits the data best (least squares solution) is of the form

OWL.P = 2.71452 eFG.P− 0.03768 TOV.P + 0.01486 ORB.P + 0.89632 FTPFGA− 0.87829
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We see in the summary that the p-values for all factors are significant and we include all in our
model. (If a factor is not significant, you should drop it from your model and rerun the model. You
will get a new set of coefficients in the new model.) We also see in the summary that the value of
R-squared is 0.6208, which says that about 62% of the variation in wins and losses is explained by these
4 statistics.

The model tells us that an increase in eFG.P by 1 unit, increases the overall win loss percentage
OWL.P for the team by about 2.7 times the increase in eFG.P (in the presence of the other factors in the
model). As we would expect and increase in TOV.P by 1 unit for a team tends to decrease the OWL.P

by about 0.04 times that unit (in the presence of the other factors in the model) etc... If we include
different factors in our model, these variables may have a different effect on the win-loss percentage as
we will see below.

Improving the model Clearly the model does not account for all of the variation in the win-loss
percentage, perhaps we can improve it by taking into account the strength of schedule and average
point differential in the SRS (Simple Rating System) statistic which is a rating that takes into account
average point differential and strength of schedule (Its formula is not given in the data). The rating is
denominated in points above/below average, where zero is average. Non-Division I games are excluded
from the ratings. Here are the results of a linear model that includes SRS and the four factors:
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We see that the coefficients have changed, but all factors are still significant in the model. we also see
that the R-squared statistic is higher than before, showing that the new model explains roughly 75% of
the variation in the overall win-loss percentage. Our new (rounded) formula is:

OWL.P = 1.3221 eFG.P− 0.0194 TOV.P + 0.0066 ORB.P + 0.3440 FTPFGA + 0.0102 SRS− 0.0899

The coefficient of eFG.P has dropped in our model and if we check, we will see that our new variable
and eFG.P are correlated: cor(BBdata$SRS,BBdata$eFG.P) = 0.5643039. Although they are not
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entirely independent, we should probably include both in our model since the new model explains more
of the variation. A more refined model would allow for the interaction between these variables.

If you are worried that your independent variables are too highly correlated, R has a test you can
run to check for this. The test gives you a measure of the variance inflation factor (VIF) for each
variable. You must install and open the package “car” before running the test. The VIFs of the
linear regression indicate the degree that the variances in the regression estimates are increased due
to multicollinearity. VIF values higher than 10 indicate that multicollinearity is a problem. You
should remove variables with VIF values higher than 10 from your model. For our model, we get

We see that we do not need to throw anything out of our model.
You can also test for normality with the Shapiro-Wilks test. Here a p-value less that
0.05 indicates a problem with normality of residuals. In our case there is no problem.

Full Season Stats If we are going to use the above model for prediction of the win-loss percentage,
it would be better to use statistics from a full season to make the model for prediction. this would
take into account the difference in how teams play early in the season vs. later in the season. If we
are trying to predict outcomes for games in the March Madness tournament, it would probably be
much more accurate if we could make a model where we look at every game in a season and create a
linear model for the point differential based on the difference between the current seasonal values of our
four factors for both teams. We do not have that data available, but you can find in-game statistics
for the four factors along with the point differential in the game-logs for each team on this website
https://www.sports-reference.com/cbb/.

Below we show the results of our model for the (season ending in) 2017 statistics, stored in the file
BBStats17.csv, with name adjustments for use in R as in the file BBStats.csv.

Testing the accuracy of the model It is also customary to create a model on one half of the data
and then test how well it predicts values of the dependent variable to the other half. Alternatively,
we can make the model on one season and test how well it predicts results for the next season. Let’s
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re-create our model on the data for all of (season ending in) 2017 and then test the model on the
data for (season ending in) 2018. I’ve downloaded the full stats for these years and stored them in the
files BBStats17.csv and BBStats18.csv. I have also changed the names of the variables as in the file
BBStats.csv, so that we have legitimate variable names in R when we import. We first construct our
model on the 2017 data:

Our (rounded) model for predicting the values of OWL.P made using all of the 2017 season data is

OWL.P = 2.2065 eFG.P− 0.0164 TOV.P + 0.0092 ORB.P + 0.5758 FTPFGA + 0.0066 SRS− 0.7519

To test our model, we import the the test data from the file BBStats18.csv and store it in a data
frame BBData18. We create a new variable in the file called pred which give the predictions for the
overall win-loss percentage using the formula we just made and the values of the independent variables
in the data frame BBData18, with the command predict(model2, BBdata18). We see that the values
of OWL.P predicted by our formula developed on the 2017 data are not exactly the same as the actual
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values of OWL.P in 2018 (as we would expect).

If our model is a good model for prediction, we would expect a high correlation between the
predicted values of win-loss percentage stored in BBdata18$pred (calculated using the formula)
and the actual values of the statistic OWL.P. We see that the correlation is actually quite high and thus
the predictive value of our model is quite high.
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You might ask if our formula gives us better predictions of the winning percentage for 2018,
BBData18$OWL.P, than the actual winning percentage for each team in 2017 BBData17$OWL.P. To look
at the correlation between these two variables I merged the files by team name (in case there were some
non-matching teams in the files causing the order not to match exactly). This created two statistics
corresponding to BBData17$OWL.P and BBData18$OWL.P resp. in the resulting file called new, namely
new$OWL.P.x and new$OWL.P.y, I then checked the correlation between these statistics. As you can see
the results of applying our model to the 2018 data is more highly correlated to the win-loss percentage
in 2018 that the 2017 values of OWL.P.

R commands

1. fit <- lm(y x1 + x2 + x3, data=mydata) :
creates best fit linear model for predicting values
of the dependent variable y from values of the inde-
pendent variables x1, x2, . . . , xn, using the data set
mydata to make the model.

2. testdata$pred <- predict(fit, testdata) ap-

plies the model created in fit to the relevant vari-
ables in the file testdata to created a new variable
called pred, which gives the values predicted by the
model.

3. Formulas in the boxed paragraphs are extra to help
you check the validity of your model.
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