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of systems

anaged but not controlled.

hips in systems are non-linear. A
nship is one in which the cause does not
a proportional effect. These systems

be solved and cannot be added together.

There will always be limits to growth.
They can be self-imposed or system-imposed.

When long delays occur in feedback loops,
foresight is essential.
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of healthy,
systems

resilience
-organization
% heirarchy
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of a system’s ability to survive and
vironment. The opposite of resilience
rittleness or rigidity.

ience is conferred by multiple feedback
restore the system after a large perturbation;
e.g., balancing feedback loops.

At higher levels there are feedback loops that restore/rebuild
feedback loops. At even higher levels there are feedback
loops that can learn or adapt (self-organization).
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capacity of a system to make
cture more complex.

en have the ability to structure
reate new structure, to learn, to diversity
and to complexify.

resilience, self-organization is often sacrificed for short-
term productivity and stability.
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s and subsystems is called
irarchy.

egated into larger subsystems, which
ted into still larger subsystems.

>s of heirarchies: corporate systems, military systems,
ical systems, living organisms, economic systems
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m stability and resilience.

n relationships between subsystems.

om the lowest level up, from the pieces to
the whole.

The purpose of a heirarchy is to help its
originating subsystems do their jobs better,
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heirarchy must balance the welfare,
of the subsystems and the total system.
r layers of a heirarchy is to serve the
yses of the lower layers.

control can damage a heirarchical system.

2N a subsystem’s goals dominate at the expense of the total
system’s goals, the resulting behavior is called suboptimization.
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lex Societies
ter, Cambridge, 2011

t to understanding the driving
collapse of a community (system)

societies are problem-solving organizations.

lopolitical systems require energy for their

maintenance.

Increased complexity carries with it increased

costs per capita.

d. Investment in sociopolitical complexity as a
problem-solving response often reaches a point
of declining marginal returns.

C.
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Fig. 19. The marginal product of increasing complexity.

al productivity has reached the point where

er rise given the basic technology and energy
able. Beyond this point, for a while, benefits still rise in
se to increasing complexity, but at a declining marginal rate.

Between B2/C2 and B1/C3: A critical region; the region of
extreme vulnerability(e.g., from a major perturbation or stress)
due to inadequate reserves.



: cause changes in stocks
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sources

inflow

the present discussion.

feedback loops

stock

outflow

Figure 1. How to read stock-and-flow diagrams. In this book, stocks are shown as boxes, and
flows as arrow-headed “pipes” leading into or out of the stocks. The small T on each flow signi-
fies a “faucet;” it can be turned higher or lower, on or off. The “clouds” stand for wherever the
flows come from and go to—the sources and sinks that are being ignored for the purposes of
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ck loops

when changes in a stock affect
of that same stock. There are two
ack loops: balancing and reinforcing.

dback loops stabilize stock levels (denoted

einforcing feedback loops are amplifying, reinforcing and
self-enhancing. They are responsible for exponential growth
(denoted as “R” in system diagrams).
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ad justing flows.

inflow

outflow

Figure 8. How to read a stock-and-flow diagram with feedback loops. Each diagram distin-
quishes the stock, the flow that changes the stock, and the information link (shown as a thin,
curved arrow) that directs the action. It emphasizes that action or change always proceeds

through adjusting flows.
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'OOPI are equilibrating or
tures in systems and are both
ility and resistance to change.
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coffee
temperature

room
temperature

cooling

Q\_ﬁf;floancy

Figure 10. A cup of coffee cooling (left) or warming (right).

heating

coffee
temperature

£

B

room
temperature

discrepﬂ/O
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loops to either
prevailing room

nd-point is reached
e rate of change slows
ck and the goal decreases.

T hot coffee cooling

temperature (°C)

20 — room temperature = 18°C

o m— — — — — W mm  mmm  mm— e e e o o

iced coffee warming
| | | |

0 2 4 6 8
minutes

Figure 11. Coffee temperature as it approaches a room temperature of 18°C.
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hancing, leading to
pse over time. They
apacity to reinforce

elf.

interest added

money in
bank account

Q

interest rate

Figure 12. Interest-bearing bank account.
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f a reinforcing
n example of

$313.84
" 10% interest

, $251.82
* 8% interest

$201.22
" 6% interest

. $160.10
4% interest

- $126.82
2% interest

I
0 4 6
years

Figure 13. Growth in savings with various interest rates.
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ling times
exponentially-growing stock

equals approximately
rate (expressed as a percentage).

at 7% interest per year; 70/7 = 10. The money
doubles every 10 years.
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feedback loops:

deaths

s NG

mortality

births

population

fertility

Figure 21. Population governed by a reinforcing loop of births and a balancing loop of deaths.

ity and mortality rates are constant, then the
opulation either grows or contracts exponentially,
depending on which of the two rates is stronger.
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to equal mortality by 2035
thereafter, the population
namic equilibrium).

ept of shifting dominance
ors of systems often arise as the relative
eedback loops shift, causing first one loop
nd then another to dominate behavior.
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components

ancing feedback loop, delays make
ate. Changing the length of a delay can
e behavior of a system significantly.
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delivery

delay G\diliveries
/ B

orders
to factory

res dponse
elay

inventory of
cars on the lot

. o dlscrepancy

desrre
mventory perceptlon

Figure 31. Inventory at a car dealership with three common delays now included in the picture—a
perception delay, a response delay, and a delivery delay.

/

customer
demand

perceived s‘ales

delay
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W

o

o
1

N
o
o

cars on the lot

—t

o

o
|

0 T T T T T T T T T |
o 10 20 30 40 50 60 70 80 90 100
\ days

Figure 32. Response of inventory to a 10-percent increase in sales when there are delays in the
system.

starting on
the system:
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M

| U T R R 1
0 10 20 30 40 50 60 70 80 90 100
days

0

Figure 34. The response of inventory to the same increase in demand with a shortened percep-
tion delay.

0

T T | T T T | T e
0O 10 20 30 40 50 60 70 80 90 100
days

Figure 35. The response of inventory to the same increase in demand with a shortened reaction
time. Acting faster makes the oscillations worse!

Effect of shortening
the perception delay

Effect of shortening
the reaction time:
Acting faster makes
the oscillations
worse.
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time:
-mulﬂvcl)

0 T T T T i T T T !
o 10 20 30 40 50 60 70 80 90 100
days -

Figure 36. The response of inventory to the same increase in demand with a slowed reaction
time. ‘
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in systems and are strong
vior. Changing the length of a
not make a large change in the

m depending on the type of delay and
elative lengths of other delays.
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ing systems, there
nlnjorclng loop driving the
one balancing loop constraining

no physical system can grow
in a finite environment.
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s model might pertain to an
oil company that has

discovered a new oil field.
Note the lack of an input

to the resource stock.

growth goal

investmen/ \\o depreciation
capital
<' j—/ s
. In this case, the yield per

o/ unit capital is not constant.
4 As this non-renewable
resource is depleted, the more

yield

per unit it costs to extract it.

O

Let’s assume a 5%
extraction annual growth in business
Figure 37. Economic capital, with its reinforcing growth loop constrained by a nonrenewable Capital and a 20'year
depreciation of capital.

resource
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A: Extraction rate The extraction rate peaks at
~40 y because of the effect
of exponential growth.

Annual investment rate = 10%.

B: Capital stock

Annual capital stock and extraction
rates are each 5%, and both double
in the first 14 years.

C: Resource stock 1000—

After 28 years, the capital stock
has quadrupled and extraction
lags. By year 50, maintaining

P S— —— capital stock overwhelms
| | i sliaichs 40 2 income from extraction, and the
Figure 38. Extraction (A) creates profits that allow for growth of capital (B) while depleting thfa ]
zzgi'zreedv‘vable resource (C). The greater the accumulation of capital, the faster the resource is O pe ratlo n S h UtS d Own .
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growth goal

mvestmen/ \\o depreciation

o :‘:.::‘:.:1 Capital e
R QA8 B \) capital
J lifetime

profit

S

price

yield
per umt

caplta
regeneration 5 G\
{}L resource

o

<O regeneratlon /

rate

harvest

Figure 42. Economic capital with its reinforcing growth loop constrained by a renewable
resource.

This model might
pertain to a company
developing a renewable
resource. Note the
presence of an input
to the resource stock.
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A: Harvest rate 400

0

T T T T T 1
0 25 50 75 100 125 150
years

B: Capital stock 2000

T T T T T 1
(o] 25 50 75 100 125 150
years

e

T T T T T 1
(0] 25 50 75 100 125 150
years

Figure 43. Annual harvest (A) creates profits that allow for growth of capital stock (B), but the
harvest levels off, after a small overshoot in this case. The result of leveling harvest is that the
resource stock (C) also stabilizes.

Good Scenario

Over time, harvest rate,
capital stock and resource
stock stabilize. Manageable
steady-states are reached and

maintained.

The balancing
feedback loops constrain
the effects of the
reinforcing loop.
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A: Harvest rate

Y T T 1 T T |
0 25 50 75 100 125 150
years

Bad Scenario

B: Capital stock 2000—

A new technology allows
serious depletion of the
renewable resource
without a concomitant
major decrease in
yield per unit capital.

A

| T T | |
(0] 25 50 75 100 125 150
years

C: Resource stock 10007

Y T T T | T T
0 25 50 75 100 125 150
years

Figure 45. An even greater increase in yield per unit of capital creates a patterns of overshoot
and collapse in the harvest (A), the economic capital (B), and the resource (C).
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are stock-limited. The entire
e, and can be extracted at any rate

traction capital). Since the stock is
ster the extraction rate, the shorter the
lifetime of the resource.

resources are flow-limited. They can support
ction or harvest indefinitely, but only at a finite flow

rate equal to their regeneration rate. If they are extracted

faster than they regenerate, they may eventually be driven

below a critical threshold and become, for all practical
purposes, honrenewable.
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behave in

-linear behavior

Ubiquitous delays

on-existent boundaries (“clouds”)
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and still model

consumers’
home
stocks
raw materials production sales depreciation
processing or discard

Figure 47. Revealing some of the stocks behind the clouds.

Meadows, Thinking in Systems, 2008



Some leverage points

age delays
n balancing feedback loops
trol reinforcing feedback loops
4. Insure optimal information flow

5. Awareness of who makes the rules
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Population
(total number

of people)

—

births per year (+)

food per

N

pe(rfa)n \_\

(-) deaths per year,

mortality
(life expectancy)

desired
food per person

(o

Cultivated Land —/fOOd
agricultural
/> inputs
Pollution

industrial output

Industrial Capital

(factories and machines)

investment
(new capital added per year)

investment rate

—

depreciation
=) (capital becoming
obsolete or worn out per year)

average lifetime
of capital

FIGURE 4-5 Feedback Loops of Population, Capital, Agriculture, and Pollution

Some of the interconnections between population and industrial capital operate through agricultural cap-
ital, cultivated land, and pollution. Each arrow indicates a causal relationship, which may be immediate or
delayed, large or small, positive or negative, depending on the assumptions included in each model run.

Meadows,

Some factors
influencing
human

population

A system

approach
(four stocks)
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