HARMONIC ANALYSIS WITH RESPECT TO HEAT KERNEL MEASURE

BRIAN C. HALL

ABSTRACT. This paper surveys developments over the last decade in harmonic analysis on Lie groups relative to a heat kernel measure. These include analogs of the Hermite expansion, the Segal-Bargmann transform, and the Taylor expansion. Some of the results can be understood from the standpoint of geometric quantization. Others are intimately related to stochastic analysis.
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1. INTRODUCTION

Parts of harmonic analysis on Euclidean spaces can naturally be expressed in terms of a Gaussian measure, that is, a measure of the form $a \exp(-b |x|^2) dx$,
where \(dx\) is Lebesgue measure and \(a\) and \(b\) are positive constants. Among these are logarithmic Sobolev inequalities, Hermite expansions, the quantum harmonic oscillator, coherent states, and the Segal–Bargmann transform. Expressing things in terms of Gaussian measure rather than Lebesgue measure also permits one to let the dimension tend to infinity, allowing, for example, an infinite-dimensional version of the Fourier transform (the Fourier–Wiener transform) and of the Hermite expansion (the chaos expansion, a basic tool in stochastic analysis).

There have been various constructions over the years that allow similar developments on manifolds other than Euclidean space. This article summarizes one set of such constructions, in which Euclidean space is replaced by a Lie group and the Gaussian measure on Euclidean space is replaced by a heat kernel measure on the Lie group. The results that I will describe here had their beginning with work of L. Gross in 1993, and the theory has been developed over the last decade by Gross and many other authors. I will describe a number of these results as well as several open problems.

The original results of Gross were intimately related to stochastic analysis, specifically, analysis on loop groups. Although most of the results described in this survey can be understood purely non-probabilistically, several other connections with stochastic analysis have emerged. (See Section 4.) In another direction, results involving heat kernels on groups have provided surprising new examples in geometric quantization, including the phenomenon of “quantization commuting with reduction”. (See Section 3 and Section 4.2.) The methods described here have also been used to give new insights into the quantization of 2-dimensional Yang-Mills theory. (See Section 4.2.) Many of the results here involve natural “creation and annihilation operators”; a challenging open problem is to understand these results in terms of some variant of the canonical commutation relations and the Stone-von Neumann theorem. (See Section 2.5.) It is my hope that this survey will draw attention to some of the interesting open problems in this area.

In this introduction I will summarize some of the results for the Euclidean case. I will concentrate on three different Hilbert spaces and the natural unitary isomorphisms among them. For a more detailed exposition of some of these results see \[H6\], \[F\]. Although the terminology comes from the mathematical physics literature, these constructions are also an important part of harmonic analysis. All of the constructions depend on a positive parameter \(t\), which may be interpreted as Planck’s constant.

Three Hilbert spaces are involved. The first is the position Hilbert space, \(L^2(\mathbb{R}^d, \rho_t)\). Here \(\rho_t\) is the normalized Gaussian measure given by

\[
d\rho_t(x) = (2\pi t)^{-d/2} e^{-x^2/2t} \, dx.
\]

Here \(x^2 = x_1^2 + \cdots + x_d^2\). The use of Gaussian measure instead of Lebesgue measure is merely a convenience that simplifies many of the constructions described here. As long as the dimension \(d\) remains finite, one can always translate all results back to the Lebesgue measure setting.

The second Hilbert space is the Segal-Bargmann space \(\mathcal{H}L^2(\mathbb{C}^d, \mu_t)\). Here \(\mathcal{H}L^2(\mathbb{C}^d, \mu_t)\) denotes the space of entire holomorphic functions on \(\mathbb{C}^d\) that are square-integrable with respect to the measure \(\mu_t\) given by

\[
d\mu_t(z) = (\pi t)^{-d} e^{-|z|^2/t} \, dz.
\]

Here \(dz\) denotes 2\(d\)-dimensional Lebesgue measure on \(\mathbb{C}^d\).
The third Hilbert space is what I will call the **Fock space**. (The Segal-Bargmann space is also sometimes called “Fock space”.) I will give here a slightly unorthodox description of the Fock space, which will be convenient later. Let $S(\mathbb{R}^d)$ denote the symmetric algebra over $\mathbb{R}^d$. The symmetric algebra is just the tensor algebra $T(\mathbb{R}^d)$; modulo the two-sided ideal $I$ generated by elements of the form $X \otimes Y - Y \otimes X$, with $X, Y \in \mathbb{R}^d$. Now let $I^0(\mathbb{R}^d)$ denote the space of complex-valued linear functionals on $T(\mathbb{R}^d)$ that are zero on the ideal $I$. So $I^0(\mathbb{R}^d)$ is just the complex-valued dual space to the symmetric algebra $S(\mathbb{R}^d) = T(\mathbb{R}^d)/I$.

A typical element $\xi$ of $I^0(\mathbb{R}^d)$ is a sum

$$\xi = \xi_0 + \xi_1 + \xi_2 + \cdots,$$

where each $\xi_n$ is a symmetric element of the dual of $(\mathbb{R}^d)^{\otimes n}$. We make no restriction at the moment on the behavior of the $\xi_n$’s as $n$ tends to infinity.

Now let $X_1, \cdots, X_d$ be an orthonormal basis for $\mathbb{R}^d$ with respect to the standard inner product. Define a norm $\|\cdot\|_n$ on the dual of $(\mathbb{R}^d)^{\otimes n}$ by setting

$$\|\xi_n\|_n^2 = \sum_{k_1, \cdots, k_n=1}^d |\xi_n(X_{k_1} \otimes \cdots \otimes X_{k_n})|^2.$$  \hfill (1.3)

This norm is independent of the choice of orthonormal basis for $\mathbb{R}^d$. Next define a norm $\|\cdot\|_t$ on $I^0(\mathbb{R}^d)$ by setting

$$\|\xi\|_t^2 = \sum_{n=0}^\infty \frac{t^n}{n!} \|\xi_n\|_n^2,$$

where the $\xi_n$’s are as in (1.3). Then the Fock space $I^0_t(\mathbb{R}^d)$ is defined as

$$I^0_t(\mathbb{R}^d) = \{ \xi \in I^0(\mathbb{R}^d) : \|\xi\|_t < \infty \}.$$

There are natural unitary maps between each pair of Hilbert spaces described above. These unitary maps allow one to transfer problems from one space to another; each of the three spaces has advantages for certain types of problems. The position Hilbert space is how we are most accustomed to thinking about things. The Segal-Bargmann space is a sort of “phase space” Hilbert space that incorporates simultaneously information about a function and its Fourier transform, or in quantum-mechanical lingo, information about the position and the momentum of a particle. The Fock space encodes the decomposition of a function into “excited states” for a quantum harmonic oscillator. In the infinite-dimensional theory ($d \to \infty$), the Fock space encodes the decomposition into states describing a fixed number of particles. Besides the position Hilbert space, Segal-Bargmann space, and Fock space there is also the momentum Hilbert space, which is obtained from the position Hilbert space by means of the Fourier transform. I will not discuss further the momentum Hilbert space in this survey.

These three Hilbert spaces, and the isomorphisms between them, can be understood in terms of the “creation and annihilation operators” and the “canonical commutation relations”. This point of view is discussed in Section 2.5 and, among other places, in [H6].
First, between the position Hilbert space and the Segal-Bargmann space we have the Segal-Bargmann transform. For \( f \in L^2(\mathbb{R}^d, \rho_t) \) we define the Segal-Bargmann transform \( B_t f \) of \( f \) by

\[
B_t f (z) = (2\pi t)^{-d/2} \int_{\mathbb{R}^d} e^{-\langle z-x \rangle^2/2t} f(x) \, dx, \quad z \in \mathbb{C}^d.
\]

Here \( \langle z-x \rangle^2 = (z_1-x_1)^2 + \cdots + (z_d-x_d)^2 \). It is not hard to see that for each \( f \in L^2(\mathbb{R}^d, \rho_t) \), the integral in (1.6) converges absolutely and the result is a holomorphic function of \( z \in \mathbb{C}^d \). Note that if we restrict attention to \( z \in \mathbb{R}^d \), then \( B_t f (z) \) is just the convolution of \( f \) with a Gaussian. This is just the solution of the heat equation at time \( t \) with initial condition \( f \). Thus we may write

\[
(1.7) \quad B_t f = \text{analytic continuation of } e^{t\Delta/2} f.
\]

Here \( e^{t\Delta/2} f \) is mnemonic for the solution of the heat equation with initial function \( f \), and the analytic continuation is from \( \mathbb{R}^d \) to \( \mathbb{C}^d \) with \( t \) fixed. My convention is that the Laplacian is a negative operator, so that \( e^{t\Delta/2} \) is the forward heat operator.

A theorem of Segal and Bargmann is the following.

**Theorem 1** (Segal-Bargmann). For all \( t > 0 \), the map \( B_t \) is a unitary map of \( L^2(\mathbb{R}^d, \rho_t) \) onto \( H^2(\mathbb{C}^d, \mu_t) \).

See [1], [6], [BSZ], [F] for more information.

Next we consider the Taylor map, a unitary map between the Segal-Bargmann space \( H^2(\mathbb{C}^d, \mu_t) \) and the Fock space. Let us consider a more concrete description of the Fock space. Suppose \( \xi = \xi_0 + \xi_1 + \cdots \) is an element of the Fock space \( I^0 \), as in (1.3). Then each \( \xi_n \) is a complex-valued linear functional on \( (\mathbb{R}^d)^\otimes n \). So if \( X_1, \ldots, X_d \) is an orthonormal basis for \( \mathbb{R}^d \), then \( \xi_n \) is determined by the complex numbers

\[
\alpha_{k_1, \ldots, k_n} := \xi_n (X_{k_1} \otimes \cdots \otimes X_{k_n}).
\]

Since \( \xi \) annihilates the ideal \( I \), each \( \xi_n \) must be a symmetric linear functional, so the numbers \( \alpha_{k_1, \ldots, k_n} \) must be invariant under permutation of the indices \( k_1, \ldots, k_n \). The norm of \( \xi \) (as given in (1.5)) may be expressed in terms of the \( \alpha_{k_1, \ldots, k_n} \)’s as

\[
||\xi||_2^2 = \sum_{n=0}^{\infty} \sum_{n_1 \leq n_2 \leq \cdots \leq n_k \leq n \atop k_1, \ldots, k_n = 1} |\alpha_{k_1, \ldots, k_n}|^2.
\]

Since the \( \alpha \)’s are symmetric this may be rewritten in a way that involves only sets of indices with \( k_1 \leq \cdots \leq k_n \), with some additional combinatorial factors. However, for purposes of generalization to the group case, (1.8) is the most convenient way to write things.

So now given a function \( F \in H^2(\mathbb{C}^d, \mu_t) \), we wish to produce an element of the Fock space \( \xi \). We do this by setting

\[
\alpha_{k_1, \ldots, k_n} = \left( \frac{\partial^n}{\partial z_{k_1} \cdots \partial z_{k_n}} F \right)(0).
\]

That is, the \( \alpha \)’s are the Taylor coefficients of \( F \) at the origin. Note that the \( \alpha \)’s defined in this way are symmetric. Using a Taylor expansion of \( F \), it is not difficult to see that

\[
||F||_{L^2(\mathbb{C}^d, \mu_t)}^2 = \sum_{n=0}^{\infty} \sum_{n_1 \leq n_2 \leq \cdots \leq n_k \leq n \atop k_1, \ldots, k_n = 1} |\alpha_{k_1, \ldots, k_n}|^2.
\]
In the case $d = 1$ this amounts to the statement that the functions \( \{ z^n \}_{n=0}^{\infty} \) form an orthogonal basis of \( \mathcal{H}L^2(\mathbb{C}, \mu_t) \). Thus the “Taylor map” that associates to \( F \) the collection of coefficients \( \{ \alpha_{k_1, \ldots, k_n} \} \) (as in \( \text{(1.9)} \)) is an isometry of \( \mathcal{H}L^2(\mathbb{C}, \mu_t) \) into the Fock space \( I_0^0(\mathbb{R}^d) \). It is easily seen that the Taylor map is onto the Fock space. Inverting the Taylor map amounts to expanding \( F \) in terms of the monomials \( z_1^{n_1} \cdots z_d^{n_d} \), a Taylor series.

Finally, we consider the Hermite expansion, mapping from the position Hilbert space \( L^2(\mathbb{R}^d, \rho_t) \) to the Fock space. This map is the composition of the Segal-Bargmann transform and the Taylor map. Since \( F \) is holomorphic, its derivatives at zero may be computed by differentiating just in the real directions. Thus the Taylor coefficients of \( B_t f \) (see \( \text{(1.6)} \) and \( \text{(1.9)} \)) may be expressed as

\[
\alpha_{k_1, \ldots, k_n} = \left( \frac{\partial^n}{\partial x_{k_1} \cdots \partial x_{k_n}} e^{t \Delta/2} f \right)(0).
\]

So we apply the heat equation to \( f \), then compute all derivatives at the origin. In light of the two previous theorems, the map \( f \rightarrow \{ \alpha_{k_1, \ldots, k_n} \} \) given in \( \text{(1.10)} \) is an isometry of \( L^2(\mathbb{R}^d, \rho_t) \) onto the Fock space. Inverting this map amounts to expanding \( f \) in terms of the functions \( H_{n_1, \ldots, n_d} \) such that

\[ B_t (H_{n_1, \ldots, n_d}) = z_1^{n_1} \cdots z_d^{n_d}. \]

These functions are the Hermite polynomials given by

\[ H_{n_1, \ldots, n_d} = e^{-t \Delta/2} (x_1^{n_1} \cdots x_d^{n_d}). \]

Here \( e^{-t \Delta/2} \) is the inverse heat operator, which is computed as a terminating power series. These polynomials may also be expressed in terms of derivatives of a Gaussian, as in Section 2.4.

Of course, there are many important aspects of these three Hilbert spaces that I have not discussed here. Most importantly, one should consider the natural operators on these spaces, namely, the creation and annihilation operators, and operators constructed from them. I discuss these operators in the group case in Section 2.5, with some comments about the simplifications that occur in the \( \mathbb{R}^d \) case. There is also the important notion of coherent states, which I do not have space to discuss in this survey. (See \[ \text{[H6]} \].) In the group case this notion has been pursued by T. Thiemann \[ \text{[T2]} \].

It is a pleasure to thank those who have made corrections to this article: Maria Gordina, Wicharn Lewkeeratiyutkul, Jeffrey Mitchell, Stephen Sontz, and Matthew Stenzel.

2. THREE UNITARY MAPS FOR A COMPACT LIE GROUP

Additional exposition of these results can be found in \[ \text{[G9]} \].

2.1. Preliminaries. Let \( K \) be a connected Lie group of compact type. A Lie group is said to be of compact type if it is locally isomorphic to some compact Lie group. Equivalently, a Lie group \( K \) is of compact type if there exists an inner product on the Lie algebra of \( K \) that is invariant under the adjoint action of \( K \). So \( \mathbb{R}^d \) is of compact type, being locally isomorphic to a \( d \)-torus, and every compact Lie group is of compact type. It can be shown that every connected Lie group of compact type is isomorphic to a product of \( \mathbb{R}^d \) and a connected compact Lie group. So all of the constructions described here for Lie groups of compact type include as a special case the constructions for \( \mathbb{R}^d \). On the other hand, all the new information
(beyond the $\mathbb{R}^d$ case) is contained in the compact case. See [He Chap. II, Sect. 6] (including Proposition 6.8) for information on Lie groups of compact type.

Let $\mathfrak{k}$ denote the Lie algebra of $K$. We fix once and for all an inner product $\langle \cdot, \cdot \rangle$ on $\mathfrak{k}$ that is invariant under the adjoint action of $K$. For example we may take $K = \text{SU}(n)$, in which case $\mathfrak{k} = \text{su}(n)$ is the space of skew matrices with trace zero.

An invariant inner product on $\mathfrak{k}$ is $\langle X; Y \rangle = \text{Re} \langle \text{trace}(X^* Y) \rangle$.

Now let $K_C$ be the complexification of $K$. If $K$ is simply connected, then the complexification of $K$ is the unique simply connected Lie group whose Lie algebra $\mathfrak{k}_C$ is $\mathfrak{k} + i \mathfrak{k}$.

In general, $K_C$ is defined by the following three properties. First, $K_C$ should be a connected complex Lie group whose Lie algebra $\mathfrak{k}_C$ is equal to $\mathfrak{k} + i \mathfrak{k}$.

Second, $K_C$ should contain $K$ as a closed subgroup (whose Lie algebra is $\mathfrak{k} \subset \mathfrak{k}_C$).

Third, every homomorphism of $K$ into a complex Lie group $H$ should extend to a holomorphic homomorphism of $K_C$ into $H$. The complexification of a connected Lie group of compact type always exists and is unique.

Example 2. If $K = \mathbb{R}^d$, then $K_C = \mathbb{C}^d$. If $K = \text{SU}(n)$, then $K_C = \text{SL}(n; \mathbb{C})$. If $K = \text{SO}(n)$, then $K_C = \text{SO}(n; \mathbb{C})$. In the first two examples, $K$ and $K_C$ are simply connected. In the last example, neither $K$ nor $K_C$ is simply connected.

We have the following structure theorem for Lie groups of compact type. This result is a modest strengthening of Corollary 2.2 of [Dr] and allows all the relevant results for Lie groups of compact type to be reduced to two cases, the compact case and the $\mathbb{R}^d$ case.

Proposition 3. Suppose that $K$ is a connected Lie group of compact type, with a fixed $\text{Ad}$-invariant inner product on its Lie algebra $\mathfrak{k}$. Then there exists a decomposition $K = K_1 \times K_2$, where $K_1$ is compact and $K_2$ is isomorphic to $\mathbb{R}^d$, and such that the associated Lie algebra decomposition $\mathfrak{k} = \mathfrak{k}_1 + \mathfrak{k}_2$ is orthogonal.

2.2. The Segal-Bargmann transform for $K$. The $\text{Ad}$-$K$-invariant inner product on $\mathfrak{k}$ determines a bi-invariant Riemannian metric on $K$. Let $\Delta_K$ be the (non-positive) Laplacian associated to this metric. Let $dx$ denote Haar measure on $K$, normalized to coincide with Riemannian volume measure. Then let $\rho_t$ denote the heat kernel (at the identity) on $K$, i.e. the solution to

$$\frac{d\rho}{dt} = \frac{1}{2} \Delta_K \rho_t$$

subject to the initial condition

$$\lim_{t \downarrow 0} \int_K f(x) \rho_t(x) \, dx = f(e)$$

for all continuous functions $f$ of compact support. We also let $\rho_t$ denote the heat kernel measure

$$d\rho_t(x) := \rho_t(x) \, dx.$$

If $K = \mathbb{R}^d$ (with the standard metric), then $\rho_t$ is nothing but the Gaussian measure $\mathbb{N}$. The following result is proved in [H1 Sect. 2].

Proposition 4. For all $t > 0$ the function $\rho_t$ has a unique analytic continuation from $K$ to $K_C$.

Thus we may define the Segal-Bargmann transform for $K$ by analogy to the $\mathbb{R}^d$ case.
**Definition 5.** Let $\mathcal{H}(K_C)$ denote the space of holomorphic functions on $K_C$. Then for each $t > 0$ define a map $B_t : L^2(K, \rho_t) \to \mathcal{H}(K_C)$ by

$$B_t f (g) = \int_K \rho_t (gx^{-1}) f(x) \, dx, \quad g \in K_C,$$

where on the right $\rho_t (gx^{-1})$ refers to the analytically continued heat kernel.

It is not obvious but true that the integral defining $B_t f$ is always convergent and that the result is holomorphic as a function of $g$. In the compact case there is no problem, and in the $\mathbb{R}^d$ case it is a straightforward calculation.

Note that the restriction of $B_t f$ to $K$ is just the convolution of $\rho_t$ with $f$. Since $\rho_t$ is the heat kernel, this means that the restriction of $B_t f$ to $K$ satisfies the heat equation, with initial condition $f$. Thus we may alternatively write

$$(2.1) \quad B_t f = \text{analytic continuation of } e^{t \Delta_{K_C}/2} f,$$

where $e^{t \Delta_{K_C}/2} f$ is shorthand for the solution of the heat equation given by the convolution of $\rho_t$ with $f$. The analytic continuation is in the space variable, from $K$ to $K_C$, with the time parameter $t$ fixed.

We now construct an appropriate heat kernel measure on $K_C$. We extend the inner product on $\mathfrak{k}$ to a real-valued inner product on $\mathfrak{k}_C$ given by

$$\langle X_1 + iY_1, X_2 + iY_2 \rangle = \langle X_1, X_2 \rangle + \langle Y_1, Y_2 \rangle.$$

Then there is a unique left-invariant Riemannian metric on $K_C$ given by this inner product at the identity. Let $\Delta_{K_C}$ be the Laplacian for this metric. We now define $\mu_t$ to be the **heat kernel** (at the identity) on $K_C$, that is, the solution to

$$\frac{d\mu}{dt} = \frac{1}{4} \Delta_{K_C} \mu_t$$

subject to the initial condition

$$\lim_{t \downarrow 0} \int_{K_C} f(g) \mu_t(g) \, dg = f(e)$$

for all continuous functions $f$ with compact support. Here $dg$ is the (bi-invariant) Haar measure on $K_C$, normalized to coincide with Riemannian volume measure. We also let $\mu_t$ denote the associated **heat kernel measure**

$$d\mu_t(g) := \mu_t(g) \, dg.$$

We are now ready to state the main theorem about the Segal-Bargmann transform for $K$.

**Theorem 6.** For all $t > 0$ the map $B_t$ given in Definition 5 is a unitary map of $L^2(K, \rho_t)$ onto $\mathcal{H}L^2(K_C, \mu_t)$, where $\mathcal{H}L^2(K_C, \mu_t)$ denotes the space of holomorphic functions on $K_C$ that are square-integrable with respect to $\mu_t$.

This is Theorem 1' of [H1]. (More precisely, [H1] proves the compact case. The case of general compact-type groups can be reduced to the compact case and the $\mathbb{R}^d$ case due to Segal and Bargmann.) A sketch of the proof of this result and the other main theorems is given in Section 5.
2.3. The Taylor map. Let \( \{ X_k \}_{k=1}^{\dim \mathfrak{k}} \) be an orthonormal basis for \( \mathfrak{k} \). We think of each \( X_k \) as a left-invariant vector field on \( K_\mathbb{C} \), satisfying

\[
X_k f (g) = \frac{d}{ds} \bigg|_{s=0} f (ge^{sX_k}) , \quad g \in K_\mathbb{C}.
\]

Then the norm of a function \( F \in \mathcal{H}L^2 (K_\mathbb{C}, \mu_\mathbb{C}) \) can be expressed as follows in terms of its derivatives at the identity.

**Theorem 7.** Let \( K \) be a connected Lie group of compact type, and \( K_\mathbb{C} \) the complexification of \( K \). Let \( \{ X_k \}_{k=1}^{\dim \mathfrak{k}} \) be an orthonormal basis for \( \mathfrak{k} \) (with respect to a fixed \( Ad-K \)-invariant inner product). Then for all \( F \in \mathcal{H}L^2 (K_\mathbb{C}, \mu_\mathbb{C}) \)

\[
\int_{K_\mathbb{C}} |F (g)|^2 \mu_\mathbb{C} (g) \, dg = \sum_{n=0}^{\infty} \frac{t^n}{n!} \sum_{k_1, \ldots, k_n=1}^{\dim \mathfrak{k}} |(X_{k_1} X_{k_2} \cdots X_{k_n}) (e)|^2.
\]

This theorem and the succeeding one are consequences of Theorem 1’ of [H1] and Proposition 2.4 of [H2]. They are stated explicitly in [Dr, Cor. 1.17]. At a formal level the above identity is easily obtained by expanding the left side in powers of \( t \). (See Section 5.2.) This result expresses the norm of \( F \) in terms of its “Taylor coefficients”, namely, the left-invariant derivatives of \( F \) at the identity.

We wish to understand what possible collections of Taylor coefficients can arise, so as to have an algebraic description of our Hilbert space, comparable to the Fock symmetric tensor model in the \( \mathbb{R}^d \) case. There are two restrictions on the Taylor coefficients. First there is an algebraic condition: the commutation relations of the Lie algebra impose certain linear relations among the derivatives \( (X_{k_1} X_{k_2} \cdots X_{k_n}) (e) \). For example, \( X_j X_k \) is equal to \( X_k X_j \) plus \( [X_j, X_k] \), which is a linear combination of the \( X_i \)'s. So a certain linear combination of \( X_j X_k \), \( X_k X_j \), and the \( X_i \)'s is zero, and this linear relation is necessarily reflected in the derivatives of \( F \) at \( e \). Similar relations exist among higher-order derivatives. Second there is an analytic condition: the weighted sum of the squares of the derivatives, as in Theorem 7, must be finite. If \( K \) (or equivalently \( K_\mathbb{C} \)) is simply connected, these two conditions are sufficient.

**Theorem 8.** Suppose \( \{ \alpha_{k_1, \ldots, k_n} \} \) is a collection of complex numbers satisfying the algebraic relations associated to the Lie algebra \( \mathfrak{k} \) and such that

\[
\sum_{n=0}^{\infty} \frac{t^n}{n!} \sum_{k_1, \ldots, k_n=1}^{\dim \mathfrak{k}} |\alpha_{k_1, \ldots, k_n}|^2 < \infty.
\]

Suppose also that \( K \) is simply connected. Then there exists a unique function \( F \in \mathcal{H}L^2 (K_\mathbb{C}, \mu_\mathbb{C}) \) such that \( (X_{k_1} X_{k_2} \cdots X_{k_n}) (e) = \alpha_{k_1, \ldots, k_n} \).

The basis-independent way of saying this is as follows. Consider the tensor algebra over \( \mathfrak{k}, T(\mathfrak{k}) \). Let \( J \) be the two-sided ideal in \( T(\mathfrak{k}) \) generated by elements of the form

\[
X \otimes Y - Y \otimes X - [X, Y], \quad X, Y \in \mathfrak{k}.
\]

Then the quotient algebra \( U(\mathfrak{k}) := T(\mathfrak{k})/J \) is the universal enveloping algebra of \( \mathfrak{k} \). Let \( T(\mathfrak{k})^* \) be the complex dual space, i.e. the set of all linear maps of \( T(\mathfrak{k}) \) into \( \mathbb{C} \). This may be expressed as

\[
\bigoplus_{n=0}^{\infty} (\mathfrak{k})^{\otimes n}, \quad \text{(strong direct sum)}.
\]
where $t^*$ is the complex dual space of $t$. There is a natural norm $\|\cdot\|_n$ on $(t^*)^{\otimes n}$ given as in (1.3) above.

Now a general element $\alpha$ of $T(t)^*$ decomposes as $\xi = \xi_0 + \xi_1 + \xi_2 + \cdots$, with $\xi_n \in (t^*)^{\otimes n}$. Define a $(t$-dependent$)$ norm $\|\cdot\|_t$ on $T(t)^*$ by

$$\|\xi\|_t^2 = \sum_{n=0}^{\infty} t^n \|\xi_n\|^2_n.$$ 

Since we impose no condition on the sequence $\xi_n \in (t^*)^{\otimes n}$, the norm $\|\xi\|_t$ may take the value $+\infty$.

**Definition 9.** Let $J^0$ be the set of linear functionals $\xi$ in $T(t)^*$ such that $\xi$ is zero on the ideal $J$. Equivalently, elements $\xi \in J^0$ may be thought of as linear functionals on the universal enveloping algebra $T(t)/J$.

Let $J^0_1$ be the set of elements $\xi \in J^0$ such that $\|\xi\|_t < \infty$.

Now as usual we may think of the universal enveloping algebra $U(t) = T(t)/J$ as the algebra of left-invariant differential operators on $K$. Given a function $F \in \mathcal{H}L^2(K_C,\mu_1)$ we wish to define a linear functional on $U(t)$—that is, an element of $J^0$—called the **Taylor map** of $F$. This is given by

$$\text{Taylor}(F)(\alpha) = (\alpha F)(e), \quad \alpha \in U(t).$$

On the right we are (implicitly) restricting $F$ to $K$, then applying the differential operator $\alpha$, then evaluating at the identity. One could more generally apply left-invariant derivatives on $K_C$ to $F$ and evaluate at the identity. But since $F$ is holomorphic, these could all be reduced to derivatives in the $K$ directions.

We may now rephrase the previous two results in basis-independent terms as follows.

**Theorem 10.** The Taylor map $F \rightarrow \text{Taylor}(F)$ is an isometric map of $\mathcal{H}L^2(K_C,\mu_1)$ into $J^0_1$. If $K$ is simply connected, then the Taylor map takes $\mathcal{H}L^2(K_C,\mu_1)$ **onto** $J^0_1$.

The proof of isometricity of the Segal-Bargmann transform relies on the fact that the inner product on $t$ is $\text{Ad}$-$K$-invariant. This is why the real group $K$ must be of compact type (i.e. admit an $\text{Ad}$-invariant inner product). But an examination of the proof of the isometricity of the Taylor map (say as given in [Dr]) shows that this does not use the $\text{Ad}$-invariance of the inner product. In fact, as shown by Driver and Gross, this isomorphism can be generalized to arbitrary complex Lie groups, as I will now describe. I revert at this stage to basis-dependent notation.

Let $G$ be an arbitrary connected complex Lie group with Lie algebra $g$ and complex dimension $d$. Let $J : g \rightarrow g$ denote the complex structure on $g$. Fix an arbitrary Hermitian inner product $\langle \cdot, \cdot \rangle$ on $g$. Then $\langle \cdot, \cdot \rangle := \text{Re} \langle \cdot, \cdot \rangle$ is a real-valued inner product on $g$, which is invariant under $J$. Let $X_1, \cdots, X_d$ be a basis for $g$ as a complex vector space that is orthonormal with respect to $\langle \cdot, \cdot \rangle$. Then $X_1, \cdots, X_d, JX_1, \cdots, JX_d$ is an orthonormal basis for $g$ as a real vector space. We regard $X_1, \cdots, X_d, JX_1, \cdots, JX_d$ as left-invariant vector fields on $G$. For a general smooth function $f$, $(JX)f$ is not the same as $i(Xf)$, although these two quantities are equal if $f$ is holomorphic. Now define

$$\Delta_G = \sum_{k=1}^{d} \left[ X_k^2 + (JX_k)^2 \right].$$
We call this the Laplacian for $G$. If $G$ is unimodular, then $\Delta_G$ coincides with the Laplace-Beltrami operator for $G$ with respect to the left-invariant Riemannian metric determined by $\langle \cdot , \cdot \rangle$.

Let $\mu_t$ denote the “heat kernel” for $\Delta_G$, i.e. the solution of

$$\frac{d\mu_t}{dt} = \frac{1}{4} \Delta_G \mu_t (g)$$

subject to the initial condition

$$\lim_{t \to 0} \int_G f(g) \mu_t (g) \, dg = f(e),$$

for all continuous functions $f$ with compact support, where $dg$ is a fixed right-invariant Haar measure on $G$. The use of a left-invariant Laplacian and a right-invariant Haar measure is so that $\Delta_G$ will be self-adjoint in $L^2 (G, dg)$.

**Theorem 11.** If $F \in \mathcal{H}L^2 (G, \mu_t (g) \, dg)$, then

$$\int_G |F(g)|^2 \mu_t (g) \, dg = \sum_{n=0}^\infty \frac{t^n}{n!} \sum_{k_1, \ldots, k_n=1}^d |(X_{k_1} X_{k_2} \cdots X_{k_n} F) (e)|^2.$$

Suppose that $G$ is simply connected. Suppose also that $\alpha_{k_1, \ldots, k_n}$ is a collection of complex numbers satisfying the algebraic relations associated to the Lie algebra $\mathfrak{g}$ and such that

$$\sum_{n=0}^\infty \frac{t^n}{n!} \sum_{k_1, \ldots, k_n=1}^d |\alpha_{k_1, \ldots, k_n}|^2 < \infty.$$

Then there exists a unique $F \in \mathcal{H}L^2 (G, \mu_t (g) \, dg)$ such that $(X_{k_1} X_{k_2} \cdots X_{k_n} F) (e) = \alpha_{k_1, \ldots, k_n}$.

These results are Theorems 2.5 and 2.6 of [DG]. M. Gordina has obtained similar results for certain infinite-dimensional complex Lie groups [Go1], [Go2].

The Taylor expansion gives the following useful pointwise bound on functions in $\mathcal{H}L^2 (G, \mu_t (g) \, dg)$.

**Theorem 12.** Let $G$ and $\mu_t$ be as in Theorem 11. For $g \in G$, let $|g|$ denote the distance from the identity to $g$ with respect to the left-invariant Riemannian metric on $G$ determined by the inner product $\langle \cdot , \cdot \rangle$ on $\mathfrak{g}$. Then for all $F \in \mathcal{H}L^2 (G, \mu_t (g) \, dg)$ we have

$$|F(g)|^2 \leq \|F\|_{L^2 (G, \mu_t)}^2 e^{|g|^2 / t}.$$

This result follows from Corollary 3.10 and Remark 3.11 of [DG], with $k = 0$. In the case $G = K_C$ (with an $\text{Ad} \cdot K$-invariant inner product on $\mathfrak{k}_C$), this result was obtained previously in [Dr] Cor. 5.5 and Thm. 5.7. (Compare [B] Eq. (1.7).) In the case $G = K_C$ it is possible to give exponentially better bounds than those in Theorem 12. (See Section 3.3 and [H3].) Nevertheless the bounds in Theorem 12 are very useful and play an important role in the proofs in [Dr] and [DG], as well as in [HS, Go1, Go2].

**Open Problem 1.** Suppose that $G$, $\mu_t$ are as in Theorem 11. Assuming that $G$ has a faithful finite-dimensional representation, prove that the matrix entries of the finite-dimensional holomorphic representations span a dense subspace of $\mathcal{H}L^2 (G, \mu_t (g) \, dg)$.
Open Problem 2. Suppose that $G$, $\mu_t$ are as in Theorem 11. Prove that for all $\varepsilon > 0$, $\mathcal{H}L^2(G, \mu_{t+\varepsilon}(g) \, dg)$ is dense in $\mathcal{H}L^2(G, \mu_t(g) \, dg)$.

If $G = K_C$ and the inner product on $\mathfrak{g}$ is invariant under the adjoint action of $K$, then both problems have been solved in the affirmative, as a consequence of the “averaging lemma” [H1] Lem. 11. But even the case $G = K_C$ with an arbitrary Hermitian inner product on $\mathfrak{g}$ is open.

2.4. The Hermite expansion. Note that since each vector field $X_k$ in Theorem 7 is in $\mathfrak{k}$, all the derivatives on the right in that theorem involve only the values of $F$ on $K$. (Since $F$ is holomorphic, all of the derivatives at the identity, in any direction, can be computed in terms of derivatives in the $K$-directions.) Suppose now that $F$ is the Segal-Bargmann transform of some function $f$ in $L^2(K, \rho_t)$. Then the restriction of $F$ to $K$ is just $e^{t\Delta_K/2}f$ (see (2.1)). So combining the isometricity of the Segal-Bargmann transform and the isometricity of the Taylor map we get the following result.

Theorem 13. Let $K$ be a connected Lie group of compact type, and $\{X_k\}_{k=1}^{\text{dim} \mathfrak{k}}$ an orthonormal basis for $\mathfrak{k}$ with respect to a fixed Ad-$K$-invariant inner product. Then for all $f \in L^2(K, \rho_t)$

$$
\int_K |f(x)|^2 \rho_t(x) \, dx = \sum_{n=0}^{\infty} \frac{t^n}{n!} \sum_{k_1, \ldots, k_n=1}^{\text{dim} \mathfrak{k}} \left| \left( X_{k_1} X_{k_2} \cdots X_{k_n} e^{t\Delta_K/2} f \right)(e) \right|^2.
$$

Suppose that $\{\alpha_{k_1, \ldots, k_n}\}$ is a collection of complex numbers satisfying the algebraic relations associated to the Lie algebra $\mathfrak{k}$ and such that

$$
\sum_{n=0}^{\infty} \frac{t^n}{n!} \sum_{k_1, \ldots, k_n=1}^{\text{dim} \mathfrak{k}} |\alpha_{k_1, \ldots, k_n}|^2 < \infty.
$$

Suppose also that $K$ is simply connected. Then there exists a unique $f \in L^2(K, \rho_t)$ such that $(X_{k_1} X_{k_2} \cdots X_{k_n} e^{t\Delta_K/2} f)(e) = \alpha_{k_1, \ldots, k_n}$ for all $k_1, \ldots, k_n$.

This result is a consequence of [G2] Thm. 2.1. (See also [G3], [G4].) The result as given here first appears in [H1] Props. 2.4 and 2.5. See also [D] Thm. 1.4 and [H2].

The Hermite expansion leads naturally to a notion of Hermite functions on $K$, namely the functions $H_{k_1, \ldots, k_n}$ on $K$ such that

$$(X_{k_1} X_{k_2} \cdots X_{k_n} e^{t\Delta_K/2} f)(e) = \langle H_{k_1, \ldots, k_n}, f \rangle_{L^2(K, \rho_t)}.$$ 

A straightforward calculation establishes the following Rodriguez-type formula for the Hermite functions

$$H_{k_1, \ldots, k_n} = (-1)^n \frac{X_{k_1} \cdots X_{k_n} \rho_t}{\rho_t}.$$ 

In the case $K = \mathbb{R}^d$ these are the usual Hermite polynomials. In the compact case these functions have been studied by J. Mitchell. In [M1] he shows that after a suitable re-scaling, the generalized Hermite polynomials converge as $t$ tends to zero to the ordinary Hermite polynomials. In [M2] he develops a small-$t$ asymptotic expansion for the Hermite functions, in terms of ordinary Hermite polynomials.
2.5. **Creation and annihilation operators.** Gross [G2] originally described the Hermite expansion in terms of the action of the relevant “annihilation operators.” In this section we will consider the **annihilation operators** in each of our three unitarily related Hilbert spaces, as well as their adjoints, the **creation operators.** The creation and annihilation operators are also called raising and lowering operators.

Starting with a connected Lie group $K$ of compact type, we have considered three Hilbert spaces: the position Hilbert space $L^2(K, \rho_t)$, the Segal-Bargmann space $\mathcal{H}L^2(K_{\mathbb{C}}, \mu_t)$, and the Fock-type “tensor” space $J^0_t$ (the space of linear functionals on $T(\mathfrak{k})/J$ with finite norm). Each of these three spaces has a naturally defined set of creation and annihilation operators, labeled by elements of the Lie algebra $\mathfrak{k}$.

At some risk of confusion, I am going to use the same symbols for the creation and annihilation operators in each of the three Hilbert spaces. So in each Hilbert space we will have a family of annihilation operators $a_X$, labeled by elements $X$ of the Lie algebra $\mathfrak{k}$; and also a corresponding family of creation operators $a^*_X$.

In each case the creation operators are defined to be the adjoints of the corresponding annihilation operators: $a^*_X := (a_X)^*$ (in case this is not already evident from the notation). In addition to the creation and annihilation operators there is a **vacuum state** (or ground state), a unique (up to a constant) element of the Hilbert space that is annihilated by all the annihilation operators. In each case the annihilation operators satisfy the commutation relations of the Lie algebra: $[a_X, a_Y] = a_{[X,Y]}$.

As a consequence the creation operators satisfy $[a^*_X, a^*_Y] = -a^*_{[X,Y]}$.

**The position Hilbert space** $L^2(K, \rho_t)$. We think of the Lie algebra elements $X$ as left-invariant vector fields. We define the annihilation operators to be simply these vector fields:

$$a_X f(x) = Xf(x) = \frac{d}{ds} \Big|_{s=0} f(\exp^{sX}).$$

The vacuum state is the constant function $1$. We then define the creation operators to be the adjoints of the left-invariant vector fields, computed with respect to the inner product for $L^2(K, \rho_t)$. Explicitly we have

$$a^*_X = -X - X(\log \rho_t).$$

Here the second term is a multiplication operator, by the derivative of the logarithm of the heat kernel. In the $\mathbb{R}^d$ case, $X(\log \rho_t)$ is just a linear function.

**The Segal-Bargmann space** $\mathcal{H}L^2(K_{\mathbb{C}}, \mu_t)$. Here the annihilation operators are again defined to be left-invariant vector fields, but now regarded as acting on $K_{\mathbb{C}}$ instead of $K$. To avoid confusion, we now let $J : \mathfrak{k}_{\mathbb{C}} \rightarrow \mathfrak{k}_{\mathbb{C}}$ denote the complex structure on $\mathfrak{k}_{\mathbb{C}}$. For a general smooth function $f$ on $K_{\mathbb{C}}$, $(JX)f \neq i(Xf)$. Indeed, $f$ is holomorphic if and only if $(JX)f = i(Xf)$ for all $X \in \mathfrak{k}_{\mathbb{C}}$.

When acting on holomorphic functions the real vector field $X$ coincides with the holomorphic vector field $(X - iJX)/2$. So in the Segal-Bargmann space we have

$$a_X F(g) = \frac{1}{2} (X - iJX) F(g) = \frac{1}{2} \frac{d}{ds} (F(\exp^{sX}) - iF(\exp^{sJX})) \Big|_{s=0}.$$

These operators preserve the space of holomorphic functions. In the case $K_{\mathbb{C}} = \mathbb{C}^d$ these holomorphic vector fields are just linear combinations of the operators.
\[ \frac{\partial}{\partial z_k} := \left( \frac{\partial}{\partial x_k} - i \frac{\partial}{\partial y_k} \right)/2. \] 
In all cases the vacuum state is the constant function 1.

The creation operators (defined to be the adjoints of the annihilation operators) can be computed as \textbf{Toeplitz operators}, namely,

\[ a^*_X F = P_t (\phi_{X,t} F) \]
where

\[ \phi_{X,t} = -\frac{1}{2}(X + iJX)(\log \mu_t). \]

Here \( P_t \) is the orthogonal projection operator from \( L^2(K_C, \mu_t) \) onto the holomorphic subspace \( \mathcal{H}L^2(K_C, \mu_t) \). So we take the holomorphic function \( F \); multiply by the typically non-holomorphic function \(- (X + iJX)(\log \mu_t)/2\); and then project back into the holomorphic subspace. In verifying this formula for \( a^*_X \) one uses integration by parts and the Cauchy-Riemann equations for \( F \) in the form \( (JX)F = i(XF) \).

In the case \( K_C = \mathbb{C}^d \), the operators \((1/2)(X + iJX)\) are just linear combinations of the operators \( \partial/\partial z_k \). We compute that \(- \partial \log \mu_t / \partial z_k = z_k/t \). Since in this case the logarithmic derivative is holomorphic, the projection is unnecessary and the creation operator is just multiplication by \( z_k/t \).

The “Fock space” \( J^0_t \). Recall that elements of \( J^0_t \) are linear functionals on the universal enveloping algebra \( T(t)/J \) with finite norm. The annihilation operators in \( J^0_t \) are defined as follows. Given \( X \in \mathfrak{t} \) and \( \xi \in J^0_t \), we define

\[ a_X \xi(\alpha) = \xi(\alpha X), \quad \alpha \in T(t)/J. \]

That is, \( a_X \) is the adjoint of right-multiplication by \( X \) in the universal enveloping algebra \( T(t)/J \). The vacuum state in \( J^0_t \) is the linear functional \( \phi_0 \) that picks out the coefficient of the identity for each \( \alpha \in T(t)/J \). The creation operators are the adjoints of the annihilation operators, computed with respect to the natural (\( t \)-dependent) inner product on \( J^0_t \). If one uses the inner product to identify \( J^0_t \) with a completion of the enveloping algebra \( T(t)/J \), then the creation operators are given simply as right-multiplication by \( X \).

I should emphasize that in all cases the creation and annihilation operators are unbounded. So these operators are defined only on some dense domain in the corresponding Hilbert space. Although understanding the domains of these operators can be tricky, I will not concern myself with domain issues here.

Let us assume now that \( K \) (and therefore also \( K_C \)) is simply connected. Then between any two of these spaces we have a natural unitary map. It is almost immediately evident that these unitary maps intertwine the annihilation operators. For example, the Segal-Bargmann transform \( B_t \) satisfies

\[ (2.2) \quad B_t a_X = a_X B_t, \quad X \in \mathfrak{t}. \]

This is because the Laplacian and the heat operator are bi-invariant and therefore commute with the left-invariant vector fields \( X \). The unitarity of \( B_t \) then implies that

\[ (2.3) \quad B_t a^*_X = a^*_X B_t, \quad X \in \mathfrak{t}. \]

So the Segal-Bargmann transform “intertwines” both the creation and the annihilation operators. It also takes the vacuum to the vacuum, as is easily verified. Similar statements apply to the Taylor map and therefore also to the Hermite expansion map.
It is not hard to see that $B_t$ is the unique map (up to constant) satisfying (2.2). Similar statements apply to the Taylor map and to the Hermite expansion. Indeed this intertwining property was the way in which Gross originally described the Hermite expansion in [G2, Thm. 2.1]. See also Corollary 2.11 and Proposition 7.5 of [G9].

**Open Problem 3.** Explain the existence of these unitary intertwining maps.

This is a vaguely stated problem, which I now explain in more detail. I will also discuss below one possible solution to this problem. Suppose we have a Hilbert space $H$ and a collection of “annihilation operators” $\{a_X\}_{X \in \mathfrak{t}}$ such that the following two properties hold.

(A) For all $X, Y \in \mathfrak{t}$, $[a_X, a_Y] = a_{[X,Y]}$.

(B) There is a unique (up to a constant) unit vector $\psi_0 \in H$ such that $a_X \psi_0 = 0$ for all $X$.

Now suppose we have another such space with its own annihilation operators and vacuum state. Under what conditions does there exist a unitary map between the two Hilbert spaces that intertwines the vacuum and the annihilation operators? The preceding discussion says that if $K$ is simply connected, then such unitary intertwining maps do exist between any two of the three spaces $L^2(K, \rho_t)$, $\mathcal{H}L^2(K_C, \mu_t)$, and $J^0_t$. On the other hand, since (A) and (B) do not impose any restriction on the inner product on $H$, one clearly cannot expect a unitary intertwining map to exist in general. Thus it is natural to look for some additional properties, beyond (A) and (B), that hold in these three spaces and that could “explain” the existence of the unitary intertwining maps.

It is reasonable to take as our “target” Hilbert space the Fock space $J^0_t$, since this space does not depend on whether $K$ is simply connected or not and since it is constructed algebraically using just the commutation relations (A). So we may ask: Under what conditions on the space $H$ and the operators $a_X$ does there exist a unitary map $U$ from $H$ to $J^0_t$ such that $U \psi_0 = \phi_0$ and such that $U a_X = a_X U$ for all $X$? The goal is to find general conditions (in addition to (A) and (B)) that would guarantee the existence of such a map. If such conditions could be seen to hold in $L^2(K, \rho_t)$ and $\mathcal{H}L^2(K_C, \mu_t)$, then these conditions would “explain” why the annihilation operators in those two spaces are unitarily equivalent to the annihilation operators in $J^0_t$.

Suppose that there were an isometric map $U$ from $H$ into $J^0_t$ such that $U \psi_0 = \phi_0$ and such that $U a_X = a_X U$ for all $X \in \mathfrak{t}$. Then the adjoint map $U^*: J^0_t \to H$ would have to satisfy

$$U^* (a^*_X \cdots a^*_X \psi_0) = a^*_X \cdots a^*_X \psi_0.$$  

So we have no choice as to what $U^*$ does on the “excited states” $a^*_X \cdots a^*_X \phi_0$, which span a dense subspace of $J^0_t$. This suggests that we simply define a map $U^*$ by (2.4) and then define $U$ to be $(U^*)^*$. We must then answer two questions. First, under what conditions on the system $(H, \{a_X\})$ will the map $U$ defined by means of (2.4) be isometric? Second, under what conditions will $U$ map onto $J^0_t$?

In the case $K = \mathbb{R}^d$, we do have conditions that will guarantee affirmative answers to both questions, namely the **canonical commutation relations**:

$$t [a_X, a^*_Y] = \langle X, Y \rangle I.$$  

(2.5)
This relation is in addition to the commutative case of (A), which tells us that 
\([a_X, a_Y] = [a^*_X, a^*_Y] = 0\). The relation \((2.5)\) can be verified in each of the three 
Hilbert spaces \(L^2(\mathbb{R}^d, \rho_t)\), \(\mathcal{H}L^2(C^d, \mu_t)\), and \(L^2(0, 1)\). The Stone-von Neumann theorem 
tells us (assuming irreducibility and some domain conditions) that there is a 
unique intertwining map between any two Hilbert spaces satisfying the canonical 
commutation relations \((2.5)\) and \([a_X, a_Y] = [a^*_X, a^*_Y] = 0\). Concretely, one can use 
the canonical commutation relations inductively to compute the inner products of 
different excited states. One gets a definite answer independent of the particular 
representation of the canonical commutation relations, which shows that the map 
deﬁned in \((2.4)\) is isometric (indeed unitary assuming irreducibility). (See [16], 
[RS].)

So in the \(\mathbb{R}^d\) case the canonical commutation relations are the information we 
need, in addition to (A) and (B), to guarantee that \(U\) in \((2.4)\) is unitary. However, 
for general Lie groups of compact type we do not have any simple analog of the 
canonical commutation relations. Among the annihilation operators we have the 
relation \([a_X, a_Y] = a_{[X,Y]}\), and among the creation operators we have \([a^*_X, a^*_Y] = 
-\{a_{[X,Y]}\}\). But between a creation operator and an annihilation operator things are 
not so simple. In \(L^2(K, \rho_t)\) we can compute that \([a_X, a^*_Y] = -\{X,Y\} - XY(\log \rho_t)\). 
In the \(\mathbb{R}^d\) case \([X,Y] = 0\) and \(XY(\log \rho_t)\) is a constant, and we recover the 
canonical commutation relations. In general, the second derivatives of the logarithm 
of the heat kernel are non-constant. Indeed \([a_X, a^*_Y]\) is neither a multiple of the 
identity nor any other operator that can be expressed in terms of the creation and 
annihilation operators—it is just another algebraically unrelated operator. Higher 
commutators, such as \([a_X, [a_Y, a^*_Z]]\), involve higher derivatives of the heat kernel, 
which again are not expressible in terms of the commutators we already have. There 
is therefore no simple analog of \((2.5)\) for general Lie groups of compact type.

There is, however, another relation that does hold in general and might be a 
partial substitute for the missing canonical commutation relations. Let \(\{X_k\}\) be an 
orthonormal basis for \(\mathfrak{k}\), and let \(a_k := a_{X_k}\) be the associated annihilation operators. 
Then I claim that the identity operator can be expanded as

\[
I = \sum_{n=0}^{\infty} \frac{t^n}{n!} \prod_{k_1, \ldots, k_n=1}^\dim \mathfrak{k} \quad a^*_{k_1} \cdots a^*_{k_n} |\psi_0\rangle \langle \psi_0| a_{k_n} \cdots a_{k_1}. 
\]

Here the \(a_k's\) are the annihilation operators in any one of the three Hilbert spaces 
\(L^2(K, \rho_t)\), \(\mathcal{H}L^2(K, \mu_t)\), or \(L^2(0, 1)\), and \(\psi_0\) is the vacuum state in that Hilbert space. 
The operator \(|\psi_0\rangle \langle \psi_0|\) is the orthogonal projection onto the vacuum state. It is not 
too hard to verify this relation at least formally in each of the three cases, using 
de the techniques of Section 5.

My conjecture is that if we have a Hilbert space \(H\) satisfying (A) and (B) above, 
and also satisfying \((2.6)\) (and suitable domain conditions), then there will exist a 
unique isometric embedding of \(H\) onto \(J^0_t\) (given by \((2.4)\)) which intertwines the 
annihilation operators and the vacuum.

If this is correct, then one would seek further conditions under which \(H\) maps 
onto \(J^0_t\). One necessary condition for surjectivity is that there be no extra relations 
among the annihilation operators (besides (A)). That is, we need that the algebra 
generated by the annihilation operators be isomorphic to the full universal enveloping 
algebra. Unfortunately, this condition is not sufficient to distinguish between 
\(L^2(K, \rho_t)\) with \(K\) simply connected (which maps onto \(J^0_t\)) and \(L^2(K, \rho_t)\) with \(K\)
not simply connected (which maps to a proper subspace of \( J^0_t \)). So some stronger condition is needed.

3. THE \( K \)-INvariant SEGAL–BARGMANN TRANSFORM

3.1. The transform. Recall that \( \mu_t \) is the heat kernel (at the identity) on \( K_C \). Now consider the function \( \nu_t \) on \( K_C \) given by

\[
\nu_t(g) := \int_K \mu_t(gx) \\ dx.
\]

This function is just the heat kernel (at the identity coset) on the symmetric space \( K_C/K \), regarded as a \( K \)-invariant function on \( K_C \). We also consider the associated measure

\[
d\nu_t(g) := \nu_t(g) \\ dg.
\]

**Theorem 14.** For all \( t > 0 \) the map \( C_t \) given by

\[
C_t f = \text{analytic continuation of } e^{t\Delta_K/2} f
\]

is a unitary map of \( L^2(K, dx) \) onto \( \mathcal{H}L^2(K_C, \nu_t) \).

This result (for the compact case) is Theorem 2 of [H1]. Note that the map \( C_t \) is given by precisely the same formula as the transform \( B_t \); only the measures on \( K \) and \( K_C \) have changed.

In the \( \mathbb{R}^d \) case, the transform \( C_t \) is nothing but the usual Segal-Bargmann transform, with trivial differences of normalization. For example, comparing to Bargmann’s transform \( A \) we have simply (with \( t = 1 \) as in [H1])

\[
C_1 f(z) = c e^{-z^2/4} A f \left( \frac{z}{\sqrt{2}} \right),
\]

where \( c \) is a constant whose value is unimportant. In turn Bargmann’s transform differs from the finite-dimensional version of Segal’s [S3] essentially just by the “ground state transformation”. In the general group case, \( C_t \) and \( B_t \) are “inequivalent”. Nevertheless, in light of the above observations, we may say that in the \( \mathbb{R}^d \) case both reduce to the classical Segal-Bargmann transform.

For certain problems the \( C_t \) version of the transform for \( K \) is preferable to the \( B_t \) version, mainly because it is invariant in a natural way under the left and right action of \( K \). This section describes results that are (except in the \( \mathbb{R}^d \) case) specific to the \( K \)-invariant version of the Segal-Bargmann transform.

3.2. The connection with geometric quantization. In this section I summarize the results of a forthcoming paper [H8]. The main result is that both the Segal-Bargmann space \( \mathcal{H}L^2(K_C, \nu_t) \) and the associated Segal-Bargmann transform \( C_t \) may be obtained in a natural way by means of geometric quantization. This generalizes a well-known example from the \( \mathbb{R}^d \) case [Wo, Sect. 9.5].

Geometric quantization gives a method for constructing a “quantum” Hilbert space from a symplectic manifold \( (\mathcal{M}, \omega) \) (the “classical phase space”). In order to carry out the quantization \( \mathcal{M} \) must satisfy a certain integrality condition, which is always satisfied if the symplectic form \( \omega \) is exact, as it will be in the case we will discuss here. The quantization procedure depends on a parameter \( \hbar \) (Planck’s constant), which in our case is to be identified with the parameter \( t \) in \( C_t \). The quantization also depends on the choice of a “polarization”. Roughly, a polarization is a choice of \( d \) coordinates on the \( 2d \)-dimensional phase space \( \mathcal{M} \), with the idea that the
functions in our quantum Hilbert space will be independent of these $d$ variables. For example if $\mathcal{M} = \mathbb{R}^{2d}$, then we may take the usual position and momentum variables $x_1, \cdots, x_d, p_1, \cdots, p_d$ and then consider functions that depend only on $x_1, \cdots, x_d$ and are independent of $p_1, \cdots, p_d$. (This is the vertical polarization.) In that case our Hilbert space will consist of functions of $x_1, \cdots, x_d$: the position Hilbert space. Alternatively, one may consider complex variables $z_1, \cdots, z_d, \bar{z}_1, \cdots, \bar{z}_d$ and then consider the functions that are independent of $\bar{z}_k$", that is, holomorphic. (This is a complex polarization.) In that case our Hilbert space is the Segal-Bargmann space.

To be more precise, in geometric quantization the elements of the quantum Hilbert space are not functions, but rather sections of a certain complex line bundle with connection. The sections are required to be covariantly constant in the directions corresponding to the polarization. The Gaussian measure in the Segal-Bargmann space arises naturally out of the bundle constructions [Wo, Sect. 9.2]. (See [Wo] and [Ki] for general information on geometric quantization and polarizations.)

If one has two different polarizations on the same symplectic manifold, then there is a natural “pairing map” that maps between the two associated Hilbert spaces. This map is not unitary in general, but is in certain very special cases. The prime example is $\mathcal{M} = \mathbb{R}^d$ (with the standard symplectic form). If one uses the vertical polarization, then the resulting Hilbert space can be identified with $L^2(\mathbb{R}^d)$, the position Hilbert space. If one uses a complex polarization, then the resulting Hilbert space is the Segal-Bargmann space, with the parameter $t$ now playing the role of Planck’s constant. In this case the pairing map between the two Hilbert spaces is just the Segal-Bargmann transform. In particular the pairing map is unitary in this case. (The exact form of the spaces and the transform depends on certain choices, namely the choice of trivializing sections of the relevant line bundles.)

I now wish to consider $\mathcal{M} = T^*(K)$, the cotangent bundle of a connected Lie group of compact type. As a cotangent bundle $T^*(K)$ has a canonical symplectic structure. I will describe in the next paragraph how $T^*(K)$ can be given a certain complex polarization, obtained by identifying $T^*(K)$ with $K_C$. It turns out that the result of geometric quantization of $T^*(K)$ (with this complex polarization) can be identified precisely with the $K$-invariant form of the Segal-Bargmann space, $HL^2(K_C, \nu_k)$, provided that one includes the “half-form correction” in the quantization. Not only so, but the pairing map between the complex-polarized Hilbert space and the vertically-polarized Hilbert space turns out to coincide exactly with the $K$-invariant Segal-Bargmann transform. In particular, the pairing map is unitary in this case. These results are remarkable because the Segal-Bargmann space and Segal-Bargmann transform are defined in terms of heat kernels, whereas geometric quantization seemingly has nothing to do with heat kernels or the heat equation.

I will now describe these results in greater detail. The polar decomposition for $K_C$ gives a diffeomorphism between $K_C$ and the cotangent bundle $T^*(K)$. This diffeomorphism is natural from at least two different points of view, as explained in [H3] and [H7]. Explicitly, the diffeomorphism is as follows. Identify $T^*(K)$ with $K \times \mathfrak{t}^*$ by means of left-translation, and then with $K \times \mathfrak{t}$ by means of the inner
product on \( \mathfrak{k} \). Then consider the map \( \Phi \) from \( K \times \mathfrak{k} \) to \( K_C \) given by
\begin{equation}
\Phi(x, Y) = xe^{iY}, \quad x \in K, Y \in \mathfrak{k}.
\end{equation}
Then \( \Phi \) is a diffeomorphism whose inverse is essentially the polar decomposition for \( K_C \).

This diffeomorphism allows us to transport the complex structure of \( K_C \) to \( T^*(K) \). The resulting complex structure on \( T^*(K) \) fits together with the canonical symplectic structure so as to make \( T^*(K) \) into a Kähler manifold. Thus in the language of geometric quantization we have on \( K_C \) a Kähler polarization. This Kähler structure on \( T^*(K) \) has a global Kähler potential given by
\begin{equation}
\kappa(x, Y) = |Y|^2.
\end{equation}
This Kähler potential satisfies \( \text{Im} \, \bar{\partial} \kappa = \theta \), where \( \theta \) is the canonical 1-form on \( T^*(K) \), given by \( \theta = \sum p_k dq_k \) in the usual sort of local coordinates. This complex structure and the associated Kähler potential come from the work of Guillemin and Stenzel and of Lempert and Szőke. (See [GStenz, Sect. 5] and [LS, Cor. 5.5].)

We now follow the prescription of geometric quantization. First we construct a prequantum line bundle \( L \), which is a Hermitian line bundle with connection whose curvature is equal to \( \omega/\hbar \), where \( \omega \) is the canonical symplectic form on \( T^*(K) \). In our case \( \omega = d\theta \) is exact, and so we may choose our line bundle \( L \) to be topologically trivial; in fact we just take \( L = T^*(K) \times \mathbb{C} \), with covariant derivative given by \( \nabla_X = X + \frac{1}{2} \theta(X) \) (see [Wo, Eq. (8.4.4)]).

Next we use the Kähler polarization on \( T^*(K) \) to define the notion of polarized sections of \( L \). These are the sections that are covariantly constant in the \( \bar{z} \)-directions. Since we are using a Kähler polarization, \( L \) obtains the structure of a holomorphic line bundle, and the polarized sections are precisely the holomorphic sections. Since our line bundle is trivial, the sections are just functions. The holomorphic sections, however, are not the same as holomorphic functions. Rather, the holomorphic sections are functions of the form
\[ s = \exp \left( -\frac{\kappa}{2\hbar} \right) F, \]
where \( F \) is a holomorphic function and \( \kappa \) is the Kähler potential (3.2).

Finally, we consider the half-form correction. This means that we consider the canonical bundle for \( T^*(K) \) (relative to the Kähler polarization), namely, the holomorphic line bundle whose holomorphic sections are holomorphic \( d \)-forms on \( T^*(K) \). (Here \( d = \dim K = \frac{1}{2} \dim T^*(K) \).) This bundle has a natural Hermitian structure given by \( |\alpha|^2 = (i^d \alpha \wedge \bar{\alpha}) / \omega^d \). In our case, the canonical bundle is holomorphically trivial, since thinking of \( T^*(K) \) as \( K_C \) we have a nowhere-vanishing holomorphic \( d \)-form given by \( \omega = \eta_1 \wedge \cdots \wedge \eta_d \), where the \( \eta_k \)'s are left-\( K_C \)-invariant holomorphic 1-forms. We then consider a bundle \( \delta \), which is a square root of the canonical bundle. In this case we may take \( \delta \) to be a holomorphically trivial bundle whose square is isomorphic to the canonical bundle. Then \( \delta \) inherits a Hermitian structure from the canonical bundle, defined by requiring that if \( s \) is a section of \( \delta \), then \(|s| = |s \otimes s|^{1/2} \).

So then we consider the holomorphic line bundle \( L \otimes \delta \), which has a natural Hermitian structure, since both \( L \) and \( \delta \) do. The quantum Hilbert space is then the space of holomorphic sections \( s \) of \( L \otimes \delta \) that are square-integrable with respect
to the natural volume measure $\omega^d$ on $T^*(K)$. For such a section $s$ we define $\|s\|$ by

$$\|s\|^2 = \int_{T^*(K)} |s|^2 \omega^d.$$  

In our case, both $L$ and $\delta$ are holomorphically trivial, with trivializing sections $\exp(-\kappa/2\hbar)$ for $L$ and $\sqrt{\alpha}$ for $\delta$. Thus every holomorphic section is of the form

$$s = \exp(-\kappa/2\hbar) F \odot \sqrt{\alpha},$$

where $F$ is a holomorphic function. We may then identify the section $s$ with the function $F$, with the norm as follows:

$$\|F\|^2 = \int_{T^*(K)} |s|^2 \omega^d = \int_{T^*(K)} |F|^2 e^{-\kappa/\hbar} \left| \frac{i^d\alpha \wedge \bar{\alpha}}{\omega^d} \right|^{1/2} \omega^d.$$  

**Proposition 15.** For each $\hbar > 0$ there exists a constant $c_\hbar$ so that under the identification of $T^*(K)$ with $K_C$ as above we have

$$e^{-\kappa/\hbar} \left| \frac{i^d\alpha \wedge \bar{\alpha}}{\omega^d} \right|^{1/2} \omega^d = c_\hbar \nu_{\hbar}(g) \, dg.$$  

This is to be compared with Section 7 of [H4], in which a similar calculation was performed, but without inclusion of the half-form correction. I am grateful to Dan Freed, who suggested to me that the discrepancy in [H4] might be accounted for by the half-form correction. Recall that in this subsection we are identifying the parameter $t$ in $C_t$ with $\hbar$.

To summarize, the $K$-invariant Segal-Bargmann space $\mathcal{H} L^2(K_C, \nu_{\hbar}(g) \, dg)$ (up to an irrelevant overall constant) may be obtained by geometric quantization using a complex polarization and the half-form correction.

It may also be shown that the $K$-invariant form of the Segal-Bargmann transform coincides (up to an overall constant) with the pairing map of geometric quantization. In particular, the pairing map is (a multiple of) a unitary map in this case. More precisely, computing a formula for the pairing map similar to Equation (9.5.3) of [Wo], one sees that the pairing map coincides with the inverse Segal-Bargmann transform as given in [H2]. Details of these results will appear in the forthcoming paper [H8].

**Open Problem 4.** Explain why the pairing map of geometric quantization is unitary in this case.

This is the only case I know of, besides examples on $\mathbb{R}^{2d}$, in which a pairing map is unitary. In examples on $\mathbb{R}^{2d}$ the Stone-von Neumann theorem can explain why various pairing maps are unitary. In cases where the Stone-von Neumann theorem is inapplicable, there seems to be no reason to expect unitarity. The only non-trivial example besides the one discussed in this section where unitarity has been examined is one involving spheres investigated by J. Rawnsley [R], who found that the pairing map was not unitary. Thus it is surprising that the pairing map for $T^*(K)$ is unitary, and it seems that there must be some “explanation” for this phenomenon. (See the comments in Section 4.4 of [Ki].)
3.3. **Phase bounds.** Suppose \( f \in L^2(K, dx) \) has norm one. Then since the \( K \)-invariant Segal-Bargmann transform \( C_t \) is unitary, \( C_t f \) will be an element of norm one in \( \mathcal{H}L^2(K_C, \nu_t) \). This means by definition that

\[
\int_{K_C} |C_t f(g)|^2 \nu_t(g) \, dg = 1.
\]

Now in the last section we saw that the complex group \( K_C \) may be identified with the cotangent bundle \( T^*(K) \) (given in \( (3.1) \)). We may re-write \((3.3)\) in terms of the canonical “phase volume measure” \( \omega^d \) on \( T^*(K) \). So \((3.3)\) becomes

\[
\int_{K_C} |C_t f(g)|^2 \nu_t(g) \beta(g) \, \omega^d = 1,
\]

where \( \beta \) is the density (under our identification) of \( \omega^d \) with respect to \( dg \). It then seems natural to interpret the quantity

\[
|C_t f(g)|^2 \nu_t(g) \beta(g)
\]

as the **phase space probability density** associated to the state \( f \). Certainly this quantity is a probability density on phase space, that is, a positive function that integrates to one with respect to the natural phase space volume measure. Experience from the \( \mathbb{R}^d \) case suggests that this is in some sense the most natural phase space density that can be associated to the state \( f \). See \([H4],[H7]\) for further discussion. In the \( \mathbb{R}^d \) case, the density in \((3.5)\) is the “Husimi function” of the quantum state \( f \).

If we are to interpret the quantity \((3.5)\) as a phase space probability density, then we must take account of the **uncertainty principle**, which says roughly that states cannot be too concentrated in phase space. (The uncertainty principle is a “meta-theorem”, which has many different precise formulations in different settings. See \([FS]\).) If \( C_t f \) were an arbitrary unit vector in \( L^2(K_C, \nu_t) \), we would have trouble with the uncertainty principle, because in that case \((3.5)\) could be concentrated in an arbitrarily small region of the phase space. Fortunately, \( C_t f \) is in the holomorphic subspace; this imposes very precise limits on the concentration of the density \((3.5)\), as given in the following theorem.

**Theorem 16.** For any Lie group \( K \) of compact type, there exist constants \( a_t \) such that for all \( f \in L^2(K, dx) \) with norm one we have

\[
|C_t f(g)|^2 \nu_t(g) \beta(g) \leq a_t (2\pi t)^{-d}
\]

for all points \( g \in K_C \). Here \( d = \dim K \). The optimal constants \( a_t \) tend to one exponentially fast as \( t \to 0 \). If \( K = \mathbb{R}^d \), then we may take \( a_t = 1 \).

This is Theorem 1 of \([H3]\). The proof of this result depends on the extremely good information that is available about the heat kernels on \( K \) and on \( K_C/K \). The theorem says that the phase space probability density cannot be too big at any one point; since the density integrates to one, this means that it must be fairly spread out in phase space, in agreement with the uncertainty principle.

The bounds on the probability density are equivalent to bounds on holomorphic functions in \( \mathcal{H}L^2(K_C, \nu_t) \) (see Theorem 2 of \([H3]\)). These bounds are exponentially better than the Driver-Gross bounds in Theorem \([12]\). On the other hand, the Driver-Gross bounds hold in much greater generality and have dimension-independent constants.
Open Problem 5. Explain why the constants in Theorem [16] tend to one exponentially fast.

One way of interpreting Theorem [16] is by saying that the normalized reproducing kernel, on the diagonal, is asymptotic to all orders to $(2\pi t)^{-d}$. It is perhaps reasonable on general grounds (see for example the sort of results in [E]) to expect the reproducing kernel on the diagonal to be asymptotic to $(2\pi t)^{-d}$ to leading order. Since in this case it is actually asymptotic to all orders, one may look for some special geometric property of this setting that could account for this.

3.4. Compact symmetric spaces. A compact symmetric space is a manifold of the form $K/H$ where $K$ is a compact Lie group and $H$ is a special sort of closed subgroup, namely, the fixed-point subgroup of an involution of $K$. Examples include the spheres $S^n$ and complex projective spaces $\mathbb{C}P^n$. M. Stenzel has generalized some of the results of [H1], [H3] to this setting. One can get a Segal-Bargmann transform for $K/H$ simply by applying the Segal-Bargmann transform for $K$ and restricting to $H$-invariant functions, as in [H1] Sect. 11. It is easily seen that this is the same as applying the heat operator for the symmetric space $K/H$ and then analytically continuing to $K_C/H_C$. The range Hilbert space will then be a Hilbert space of holomorphic functions on $K_C/H_C$.

The problem with this approach is that it does not give a nice description of the relevant measure on $K_C/H_C$. If we consider the $K$-invariant form $C_t$ of the transform, then the measure that arises on $K_C/H_C$ will be the push-forward under the quotient map of the measure $\nu_t$ on $K_C$. Now, the measure $\nu_t$ is just the heat kernel measure for the non-compact symmetric space $K_C/K$, viewed as a $K$-invariant measure on $K_C$. However, it is not clear a priori whether the push-forward of $\nu_t$ under the quotient map is some sort of heat kernel measure.

Fortunately, M. Stenzel has solved this problem. He shows in [St Thm. 3] that the Segal-Bargmann transform for $K/H$ is a unitary map onto the Hilbert space $\mathcal{H}L^2(K_C/H_C, \sigma_t)$. Here $\sigma_t$ is the heat kernel measure for the dual non-compact symmetric space to $K/H$. More precisely, Stenzel shows that $K_C/H_C$ is identifiable with $T^*(K/H)$. He then shows that each of the fibers of $T^*(K/H)$ may be identified with a certain non-compact symmetric space $G/H$, which is dual to $K/H$ in the sense of [He] Chap. V.2. (Here $G$ is a certain subgroup of $K_C$.) The measure $\sigma_t$ is then obtained by integrating over each fiber with respect to the heat kernel measure on $G/H$ and then integrating over $K/H$ with respect to the volume measure. For example, suppose that $K = SO(n + 1)$ and $H = SO(n)$. Then $K/H = S^n$. In this case the non-compact symmetric space dual to $S^n$ is $n$-dimensional hyperbolic space $\mathbb{H}^n$. Stenzel shows how each fiber in $T^*(S^n)$ can be identified with $\mathbb{H}^n$. The measure $\sigma_t$ is then essentially the product of the heat kernel measure on $\mathbb{H}^n$ with the volume measure on $S^n$.

Stenzel's paper also extends the inversion formula of [H2] to the setting of compact symmetric spaces [St Thms. 1 and 2]. Indeed Stenzel first proves the inversion formula and then deduces the unitarity of the Segal-Bargmann from this. In the case of a 2-sphere, results related to those of Stenzel have been obtained independently and from a very different point of view by K. Kowalski and J. Rembieliński [KR].

Now, Stenzel does not prove that the measure $\sigma_t$ is the same as the push-forward from $K_C$ of $\nu_t$. (He works directly at the level of the symmetric space and does not reduce things to the group case.) Nevertheless, $\sigma_t$ is the same as the push-forward
from $K_C$ of $\nu_t$. This is proved by F. Zhu [Z], using methods of M. Flensted-Jensen. The idea of [FJ] is that one can relate differential operators on $G/K$ to differential operators on $K_C/K$; in particular it allows us to relate the heat equation on $G/K$ to the heat equation on $K_C/K$. This is what we need to relate the push-forward of $\nu_t$ to $\sigma_t$.

**Open Problem 6.** Prove phase space bounds similar to those of Section 3.3 in which the group $K$ of compact type is replaced by a compact symmetric space.

It seems reasonable to expect that similar results (perhaps slightly weaker) will hold. However, the information about heat kernels that is needed is much harder to obtain in the general case than in the compact group case. That is, the dual pair of symmetric spaces $K$ and $K_C/K$ is very special among all dual pairs. As a result there are special formulas for the heat kernel on these two spaces (see [H3]) that are not available for general pairs. Thus one has to work harder in the general case.

**Open Problem 7.** Determine whether or not the constructions of geometric quantization coincide with the Segal-Bargmann space and Segal-Bargmann transform for $K/H$. If not, explain why geometric quantization gives the same result as the “heat kernel” approach in the case of compact groups but not in the case of compact symmetric spaces.

I believe that in fact the geometric quantization constructions will not agree with those of Stenzel for general compact symmetric spaces. Again, the group case is special. It would be very nice to have a good geometrical explanation of why the two constructions agree in some cases but not in others.

**Open Problem 8.** Find a unitary Segal-Bargmann transform starting on a non-compact symmetric space.

That is, consider a system whose “position Hilbert space” is $L^2(X)$, where $X$ is a non-compact symmetric space such as hyperbolic space. If one simply tries to imitate the constructions from the compact case, one runs into very serious trouble; for example, the heat kernel simply does not have an analytic continuation of the expected sort. Although it is possible that there simply is no theorem here to be proved, I feel that this case should be understood better. Possibly we need a different way to think about the problem.

4. Connections with the theory for infinite-dimensional linear spaces

4.1. **Embedding the isomorphisms.** The results described above for Lie groups had their beginning in the Hermite expansion for $K$, as described in Section 2.3. Theorem 13 was first proved (in a somewhat different form) by L. Gross in [G2]. However, the Hermite expansion for $K$ was not the main purpose of [G2]. Rather, the Hermite expansion was a fortuitous discovery along the path to a result in stochastic analysis that I discuss below. In [G2] Gross thinks of $L^2(K, \rho_1)$ as a certain special subspace of the space of functions on an infinite-dimensional linear space. The generalized Hermite expansion for $K$ is actually then a special case of the ordinary Hermite expansion for an infinite-dimensional linear space (the $d \to \infty$ limit of the results in the introduction). Papers of Gross and Malliavin [GM], Hall and Sengupta [HS], Wren [Wr], and Driver and Hall [DH] have helped
to understand better how the isomorphisms associated to a compact group relate to the corresponding isomorphisms for an infinite-dimensional linear space. For additional exposition of various of these relations see [G9] and also [G3], [G4], [H7], [L2].

What happens is that each of the three Hilbert spaces associated to a compact Lie group can be embedded isometrically as a (very small) subspace of the corresponding Hilbert space for an infinite-dimensional linear space. Under this embedding the isomorphisms for the compact group match up with corresponding isomorphisms for the linear case as in Theorems 18 and 19 below. Thus each of the isomorphisms for the group case can be understood as a special case of the corresponding isomorphism for an infinite-dimensional linear space. It is helpful to have these two complementary ways of viewing the isomorphisms for either directly at the finite-dimensional level in a way that is merely analogous to the linear case, or actually as a special case of the isomorphisms for an infinite-dimensional linear space. For example, the pointwise bounds in Theorem 12 can be understood as a consequence of the embedding and the well-known bounds from the linear case.

Suppose as usual that $K$ is a connected Lie group of compact type and that $\mathfrak{k}$ is its Lie algebra, with a fixed $\text{Ad}_K$-invariant inner product. Then consider the real Hilbert space $H_\mathbb{R} := L^2([0, 1]; \mathfrak{k})$, where the inner product on $H_\mathbb{R}$ is computed using the inner product on $\mathfrak{k}$: Consider also the associated complex Hilbert space $H_\mathbb{C} := L^2([0, 1]; \mathfrak{k}_\mathbb{C})$. Then $H_\mathbb{C} = H_\mathbb{R} + iH_\mathbb{R}$. We wish to think of $H_\mathbb{R}$ as playing the role of $\mathbb{R}^d$ and $H_\mathbb{C}$ the role of $\mathbb{C}^d$, where now $d = \infty$.

We may attempt to construct a Gaussian measure, say $P_t$, on $H_\mathbb{R}$, which should be given heuristically by the formula

$$dP_t (A) = b_t e^{-\Vert A \Vert^2/2t} \mathcal{D} A,$$

where $\mathcal{D} A$ is the non-existent Lebesgue measure on $H_\mathbb{R}$ and $b_t$ is supposed to be a normalization constant. It is well known [G1] that $P_t$ may be given a rigorous meaning as a probability measure on a suitable “extension” of $H_\mathbb{R}$, denoted $\tilde{H}_\mathbb{R}$. For example, $\tilde{H}_\mathbb{R}$ may be taken to be the space of $\mathfrak{k}$-valued distributions on $[0, 1]$. The original space $H_\mathbb{R}$ is a set of $P_t$-measure zero inside $\tilde{H}_\mathbb{R}$. The measure $P_t$ describes $\mathfrak{k}$-valued white noise (scaled by a factor of $\sqrt{t}$) or, equivalently, the derivative of scaled $\mathfrak{k}$-valued Brownian motion. Similarly we may construct a Gaussian measure $M_t$ on an extension $\tilde{H}_\mathbb{C}$ of $H_\mathbb{C}$, where heuristically

$$dM_t (Z) = c_t e^{-\Vert Z \Vert^2/t} \mathcal{D} Z.$$

Then we have the position Hilbert space $L^2(\tilde{H}_\mathbb{R}, P_t)$ and the Segal-Bargmann space

$$\mathcal{H} L^2(\tilde{H}_\mathbb{C}, M_t).$$

There are technical subtleties in the definition of the Segal-Bargmann space, which I will not discuss here. (See for example [Su].) Finally we have the dual of the
symmetric algebra over $\mathcal{H}_R$, denoted $I^0(\mathcal{H}_R)$.

By a straightforward limit $d \to \infty$ we may extend the results for $\mathbb{R}^d$ to this setting, and so obtain unitary maps

$$B_t : L^2(\mathcal{H}_R, P_t) \to \mathcal{H}L^2(\mathcal{H}_C, M_t)$$

$$\text{Taylor} : \mathcal{H}L^2(\mathcal{H}_C, M_t) \to I^0(\mathcal{H}_R).$$

The composition of the Segal-Bargmann transform and the Taylor map is the infinite-dimensional version of the Hermite expansion, which in this setting takes the form of an expansion into multiple stochastic integrals, as discussed below.

Now consider the holonomy map

$$h : \mathcal{H}_R \to K$$

given by

$$h(A) = \lim_{n \to \infty} \int_0^{1/n} A(\tau) d\tau e^{\int_{1/n}^{2/n} A(\tau) d\tau} \cdots e^{\int_{(n-1)/n}^{1} A(\tau) d\tau}.$$

It is possible to show that $h(A)$ is defined for $P_t$-almost every $A \in \mathcal{H}_R$. More conventionally, $h(A)$ may be defined as the solution at time one of a certain stochastic differential equation, called the Itô map. (See (4.4) below.) Similarly we have

$$h_C : \mathcal{H}_C \to K_C$$

given by

$$h(Z) = \lim_{n \to \infty} \int_0^{1/n} Z(\tau) d\tau e^{\int_{1/n}^{2/n} Z(\tau) d\tau} \cdots e^{\int_{(n-1)/n}^{1} Z(\tau) d\tau}.$$

Formally $h_C$ is just the analytic continuation of $h$ from $\mathcal{H}_R$ to $\mathcal{H}_C$. I will explain below a bit more the origin of these maps.

**Proposition 17.** For all $t > 0$ the map

$$\phi \to \phi \circ h$$

is an isometric embedding of $L^2(K, \rho_t)$ into $L^2(\mathcal{H}_R, P_t)$. For all $t > 0$ the map

$$\Phi \to \Phi \circ h_C$$

is an isometric embedding of $\mathcal{H}L^2(K_C, \mu_t)$ into $\mathcal{H}L^2(\mathcal{H}_C, M_t)$.

So we are embedding $L^2(K, \rho_t)$ into $L^2(\mathcal{H}_R, P_t)$ as the space of functions of the form

$$f(A) = \phi(h(A)),$$

where $\phi$ is a function on $K$. The map $\phi \to \phi \circ h$ is isometric because the push-forward of the Gaussian measure $P_t$ under $h$ is precisely the heat kernel measure $\rho_t$. (In probabilistic language, the distribution of $h(A)$ with respect to $P_t$ is $\rho_t$.) Similarly we are embedding $\mathcal{H}L^2(K_C, \mu_t)$ into $\mathcal{H}L^2(\mathcal{H}_C, M_t)$ as the space of functions of the form $F(Z) = \Phi(h_C(Z))$, which is isometric because the push-forward of $M_t$ under $h_C$ is $\mu_t$. A technical issue that must be resolved is to show that for $\Phi \in \mathcal{H}L^2(K_C, \mu_t)$, $F = \Phi \circ h_C$ is holomorphic in the appropriate sense on $\mathcal{H}_C$. (See [HS Sect. 2.5].)
Theorem 18. Suppose that \( f \in L^2(\tilde{H}_R, P_t) \) is of the form \( f(A) = \phi(h(A)) \), where \( \phi \) is a function on \( K \). Then
\[
B_t f(Z) = \Phi(hC(Z))
\]
where \( \Phi \) is the analytic continuation to \( K_C \) of \( e^{t \Delta_K/2} \). In other words, on functions of the form \( \phi \circ h \), the ordinary Segal-Bargmann transform for the infinite-dimensional linear space \( \tilde{H}_R \) reduces to the generalized Segal-Bargmann transform for the group \( K \).

This result (in a slightly different form) is due to Gross and Malliavin [GM Cor. 7.12]. See also [HS Sect. 2.5].

Meanwhile, let us consider the infinite-dimensional version of the Hermite expansion for the space \( L^2(\tilde{H}_R, P_t) \). This takes the form of an expansion into multiple stochastic integrals, the **Wiener chaos expansion**.

Theorem 19. Suppose that \( f \) is a function on \( \tilde{H}_R \) of the form \( f(A) = \phi(h(A)) \). Let \( \xi \in J_1^0(\mathfrak{t}) \) be the Hermite expansion of \( \phi \) in the sense of Section 2.4. Then the Hermite expansion of \( f \) is given by
\[
(4.3) \quad f(A) = \sum_{n=0}^{\infty} \int_0^1 \int_0^{\tau_2} \cdots \int_0^{\tau_n} \xi_n(da_{\tau_1} \otimes \cdots \otimes da_{\tau_n}).
\]

Here \( A_{\tau} := \int_0^\tau A_s \, ds \) is the Brownian motion associated to the white noise \( A \), and the integrals are Itô stochastic integrals.

The situation is thus similar to that for the Segal-Bargmann transform. When applied to functions of the form \( \phi \circ f \), the Hermite expansion for the linear space \( \tilde{H}_R \) reduces to the generalized Hermite expansion for the compact group \( K \). This result is a consequence of Theorems 2.4 and 2.5 of [G2], together with the explicit formula for the Hermite expansion as given in [Hi] Prop. 2.4. The result is obtained directly in Lemma 5.7 of [DH]. One may also compute the Taylor expansion of functions in \( H L^2(\tilde{H}_C, M_t) \) of the form \( F(Z) = \Phi(hC(Z)) \), with similar results [DH Lem. 5.8].

Note that in the chaos expansion of a general function in \( L^2(\tilde{H}_R, P_t) \) the integrands \( \xi_n \) would be functions of the variables \( \tau_1, \cdots, \tau_n \). Here the integrands are just constants, and the elements \( \xi_n \in (\mathfrak{t}^*)^\otimes n \) must fit together to define an element of \( T(\mathfrak{t})^* \) that annihilates the ideal \( J \).

Let me explain briefly the background to these results. Let \( W(K) \) denote the **continuous path group**
\[
W(K) = \{ \text{maps } x : [0,1] \to K \mid x_0 = e, \ x \text{ is continuous} \}.
\]

There is a natural probability measure \( w_t \) on \( W(K) \), the **Wiener measure**, which describes Brownian motion in \( K \). (The parameter \( t \) is not the time variable for the Brownian motion, but rather a scaling factor that determines the diffusion rate of the Brownian motion.) Now let \( \mathcal{L}(K) \) denote the **finite-energy loop group**
\[
\mathcal{L}(K) = \{ \text{maps } l : [0,1] \to K \mid l_0 = l_1 = e, \ l \text{ has one derivative in } L^2 \}.
\]

There is a natural right action of \( \mathcal{L}(K) \) on \( W(K) \), given by \( x \to xl \), with \( x \in W(K) \), \( l \in \mathcal{L}(K) \). This action leaves the Wiener measure **quasi-invariant**; that is, \( dw_t(xl) \) is absolutely continuous with respect to \( dw_t(x) \).
Given the Wiener measure \( w_t \), we may consider the Hilbert space \( L^2(W(K), w_t) \). We may then consider the functions \( f \) in \( L^2(W(K), w_t) \) that are \textbf{loop-invariant}, that is, such that for all \( l \in \mathcal{L}(K) \) we have
\[
f(xl) = f(x)
\]
for \( w_t \)-almost every \( x \in W(K) \). One obvious class of loop-invariant functions is the class of \textbf{endpoint functions}, namely those of the form
\[
f(x) = \phi(x_1),
\]
where \( \phi \) is a function on \( K \). (Note that by the definition of \( \mathcal{L}(K) \), \( (xl)_1 = x_1 l_1 = x_1 \).

\textbf{Theorem 20.} Every loop-invariant function in \( L^2(W(K), w_t) \) is an endpoint function.

This result is a consequence of Theorem 2.5 of [G2]. The difficulty in proving this result is that we consider continuous paths but only finite-energy loops. The restriction to finite-energy loops is necessary to have quasi-invariance. Without quasi-invariance the notion of loop-invariance does not make sense, since the elements of \( L^2(W(K), w_t) \) are not actually functions but rather \textit{equivalence classes} of functions that are equal \( w_t \)-almost everywhere. On the other hand, we cannot restrict to finite-energy paths because they form a set of Wiener measure zero.

To prove this theorem Gross linearizes it, transferring the problem from the path group \( W(K) \) to the linear space \( H_R \). The transfer is accomplished by means of the \textbf{Itō map}, which is the measure-preserving map
\[
\theta : (H_R, P_t) \rightarrow (W(K), w_t)
\]
obtained by solving the Stratonovich stochastic differential equation
\[
dx = x \circ da, \quad x_0 = e,
\]
where as above \( a = \int_0^T A \, d\sigma \) is the Brownian motion associated to the white noise \( A \). Once the equation is solved we set \( \theta(A) = x \). The holonomy map is nothing but the Itō map at time one:
\[
th(A) = \theta(A)_1, \quad A \in H_R.
\]

The Itō map induces a unitary map of \( L^2(W(K), w_t) \) onto \( L^2(H_R, P_t) \). Under this map, the endpoint functions in \( L^2(W(K), w_t) \) go to functions of the holonomy in \( L^2(H_R, P_t) \). Furthermore, one may use the Itō map to transfer the loop-group action on \( W(K) \) to \( H_R \). The resulting action is given by
\[
(l \cdot A)_t = l_t A_t l_t^{-1} - \frac{dl_t}{dt} l_t^{-1}, \quad l \in \mathcal{L}(K), \ A \in H_R.
\]

So Theorem 20 is equivalent to the statement that every function on \( H_R \) that is invariant under the action \( l \cdot \) is of the form \( f(A) = \phi(h(A)) \), for some function \( \phi \) on \( K \). To prove this last statement, Gross proves that if \( f \) is loop-invariant on \( H_R \), then the chaos expansion of \( f \) must be of the form \( \sum_{i \in J^g} \), for some \( \xi \in J^g \) [G2 Thm. 5.1]. Then to construct the function \( \phi \) on \( K \), Gross essentially inverts the Hermite expansion for \( K \) [G2 Sect. 8].

Of course, prior to [G2], the Hermite expansion for \( K \) was not known—it was discovered by Gross as a consequence of the investigations described in this section. For a simplified version of Gross’s proof of Theorem 20 see Part II of [G9]. For a completely different subsequent proof, see Sadasue [Sa].
The original proof of the Hermite expansion for $K$ was in [G1] and involved the stochastic analysis described here. A purely finite-dimensional proof of the Hermite theorem for $K$ was then given by Hijab [Hi1], [Hi2] and Driver [Dr]. Meanwhile, Gross’s results for the Hermite expansion motivated my own development of the Segal-Bargmann transform for $K$ in [H1]. The proofs in [H1] are purely finite-dimensional. Later, Gross and Malliavin in [GM] showed how to understand the Segal-Bargmann transform for $K$ in the way described here, connecting it with the infinite-dimensional linear theory.

P. Biane [Bi] has given a generalization of the Gross-Malliavin result to the setting of free probability theory. M. Gordina [Go1], [Go2] has studied versions of the Driver-Gross theorem (Theorem 11) in the setting of infinite-dimensional Lie groups. T. Deck has given a group analog of the notion of Hida distributions in white noise analysis [De].

4.2. The Yang-Mills interpretation. In [Wr], K. Wren considers the problem of canonical quantization of Yang-Mills theory on a spacetime cylinder, using a method proposed by N. Landsman [L1]. (See also Chapter IV.3.8 of [L2].) Wren’s calculations strongly suggest a close relationship between this Yang-Mills example and the $K$-invariant form of the Segal-Bargmann transform for a compact Lie group. The paper [DH] investigates this relationship further. (See also the expository paper [H7].) Driver and I make a modification of the Gross-Malliavin results that fits with the desired Yang-Mills interpretation. (See also [ALMMT], [AHS], [L2] for other uses of the Segal-Bargmann transform for $K$ in connection with quantized gauge theories.)

The Yang-Mills problem considered is the simplest non-trivial case, namely Yang-Mills theory on a spacetime cylinder. We take $K$ as our structure group. So time is a line, and space is a circle, which we think of as the interval $[0,1]$ with ends identified. We consider first classical Yang-Mills theory, using the temporal gauge. In the temporal gauge, the Yang-Mills equations may be considered as an infinite-dimensional Hamiltonian system whose configuration space is the space of square-integrable Lie algebra-valued $1$-forms on $[0,1]$. Since space is one-dimensional, we identify the configuration space with the space of square-integrable Lie algebra-valued functions. That is, our configuration space is $\cal H_R = L^2([0,1], K)$. The associated phase space for the classical Yang-Mills theory is then the cotangent bundle of $\cal H_R$, which may be identified with $\cal H_C = L^2([0,1]; \frak t_K)$.

The based gauge group for this theory is the set of maps $x$ of the space manifold $[0,1]$ into the structure group $K$, such that $x_0 = x_1 = e$. If (for technical reasons) we limit ourselves to maps with one derivative in $L^2$, then the based gauge group is nothing but the loop group $\cal L(K)$. The based gauge group acts on $\cal H_R$ in the usual way in gauge theory, namely by

$$ (l \cdot A)_\tau = l\tau A\tau l^{-1}_\tau - \frac{dl}{d\tau} l^{-1}_\tau, \quad l \in \cal L(K), \quad A \in \cal H_R. $$

This is precisely the action \ref{eq:action} from the previous subsection, but now with a different interpretation. In the classical Yang-Mills theory, one is supposed to reduce by the action of the gauge group. This means that we replace the phase space $\cal H_R = T^*(\cal H_R)$ by $T^*(\cal H_R/\cal L(K))$. So $T^*(\cal H_R)$ is the unreduced phase space and $T^*(\cal H_R/\cal L(K))$ is the reduced or physical phase space. For a more detailed explanation of this reduction, see [DH], [H7], [L2].
It is not difficult to show that two elements \( A_1 \) and \( A_2 \) of \( H_R \) are gauge-equivalent (i.e. there exists \( l \in \mathcal{L}(K) \) with \( l \cdot A_1 = A_2 \)) if and only if \( h(A_1) = h(A_2) \). Here \( h(\cdot) \) is the holonomy map of (1.1), with the terminology motivated by this the Yang-Mills interpretation. So the gauge equivalence classes are labeled by the holonomy \( h(A) \in K \). This means that

\[
\frac{H_R}{\mathcal{L}(K)} \cong K.
\]

(4.6)

I will not discuss the dynamics of the classical Yang-Mills theory. (For the dynamics see [DH].) Instead I will consider quantizing the theory. The idea is to consider first quantizing the unreduced theory, obtaining a position Hilbert space, a Segal-Bargmann space, and a Segal-Bargmann transform corresponding to the configuration space \( H_R \). Having done that we then want to reduce appropriately by the gauge group \( \mathcal{L}(K) \), which in light of (4.6) ought to give us a position Hilbert space, Segal-Bargmann space, and Segal-Bargmann transform for \( K \).

Unfortunately, this set-up is not quite right from the point of view of quantization, because the loop group action on \( L^2(H_R, P_s) \) is not unitary. That is, since the action of \( \mathcal{L}(K) \) on \( H_R \) leaves the measure \( P_t \) only quasi-invariant, but not invariant, the \( L^2 \)-norm of \( f(l \cdot A) \) need not equal the \( L^2 \)-norm of \( f(A) \). Since in quantization theory the symmetries of the problem are supposed to act by unitary transformations, we have a problem.

To fix this problem, Driver and I considered as our position Hilbert space \( L^2(H_R, P_s) \), where the variance parameter \( s \) is large. Formally, as \( s \to \infty \), \( P_s \) converges to the (non-existent) Lebesgue measure on \( H_R \), so that the loop group action becomes more and more nearly unitary. We then want to restrict attention to the loop-invariant subspace and apply the Segal-Bargmann transform. However, if we simply use the ordinary transform \( B_s \), it will not make sense in the \( s \to \infty \) limit. So we introduce a “two-parameter transform” \( B_{s,t} \). This transform is given by the same formula as the time \( t \) transform \( B_t \), but defined on the time \( s \) Hilbert space \( L^2(H_R, P_s) \). The target Hilbert space is \( \mathcal{H}L^2(H_R, M_{s,t}) \), where \( M_{s,t} \) is an appropriately defined Gaussian measure on \( H_R \). (See [DH], [H5] for details.)

**Theorem 21.** The following diagram commutes, and all maps are unitary.

\[
\begin{array}{ccc}
L^2(H_R, P_s)^{\mathcal{L}(K)} & \xrightarrow{B_{s,t}} & \mathcal{H}L^2(H_R, M_{s,t})^{\mathcal{L}(K)} \\
\uparrow \circ h & & \uparrow \circ h_C \\
L^2(K, \rho_s) & \xrightarrow{B_{s,t}} & \mathcal{H}L^2(K^C, \mu_{s,t})
\end{array}
\]

Here the superscript \( \mathcal{L}(K) \) denotes functions invariant under the action of the loop group. On the top row, \( B_{s,t} \) is the modified Segal-Bargmann transform for the linear space \( H_R \). On the bottom row, \( B_{s,t} \) is the modified Segal-Bargmann transform for \( K \), given by

\[
B_{s,t}f = \text{analytic continuation of } e^{t\Delta_K/2}f.
\]
It makes sense to take the limit $s \to \infty$ in the bottom row, and the result is the $K$-invariant Segal-Bargmann transform

$$C_t : L^2(K, dx) \to \mathcal{H}L^2(K_C, \nu_t),$$

described in Section 3.

To summarize in words: if one takes the modified Segal-Bargmann transform $B_{s,t}$ for $\mathcal{H}_C$, restricts to the loop-invariant subspace, and lets $s$ tend to infinity, the result is the $K$-invariant Segal-Bargmann transform $C_t$. This is consistent with the results of Wren [Wr], who approached the problem in a different way. The proofs in [DH] rely on the Hermite decomposition (chaos expansion) for $L^2(\mathcal{H}_C, P_s)$.

Let me close this section by considering these results from the point of view of geometric quantization. (See also the discussion in [H7, Sect. 8].) The invariant form of Segal-Bargmann transform for $\mathbb{R}^d$ can be obtained by geometric quantization (the $\mathbb{R}^d$ case of what is described in Section 3.2). If one lets $d \to \infty$, one gets roughly $\mathcal{H}L^2(\mathcal{H}_C, M_{s,t})$, where the extra parameter $s \gg t$ is a necessary regularization. So $\mathcal{H}L^2(\mathcal{H}_C, M_{s,t})$ may be thought of as the result of applying geometric quantization to the phase space $\mathcal{H}_C$. If one then reduces by $L(K)$, the result (by Theorem 21) is naturally identifiable with $\mathcal{H}L^2(K_C, \nu_t)$. On the other hand, if we first reduce by $L(K)$ to get the phase space $T^*(\mathcal{H}_C/L(K)) = T^*(K)$, and then perform geometric quantization, Section 3.2 tells us that the result is again $\mathcal{H}L^2(K_C, \nu_t)$.

So we may say that in this instance “quantization commutes with reduction”. That is, there is a natural unitary correspondence between the Hilbert space obtained by first doing geometric quantization and then reducing and the Hilbert space obtained the other way around.

The question of how quantization relates to reduction is an old and important one. V. Guillemin and S. Sternberg [GStern] sparked a recent surge of interest in the problem by considering it in the context of geometric quantization of compact Kähler manifolds. They consider quantization without the half-forms, and they show that under certain regularity assumptions there is a natural one-to-one linear correspondence between the Hilbert space obtained by first quantizing and then reducing and the one obtained by first reducing and then quantizing. However, they do not prove that this correspondence is unitary, and indeed it seems unlikely to be unitary in general. By contrast, in the Yang-Mills example considered here, we have included the half-forms in the quantization, and we have obtained a unitary correspondence.

Open Problem 9. Give general conditions under which quantization of Kähler manifolds, with or without the half-form correction, commutes unitarily with reduction.

I believe that one is more likely to get a unitary correspondence if one includes the half-forms, but even then I do not expect unitarity in general.

I should add that in the setting of compact Kähler manifolds, as considered in [GStern], the Hilbert spaces obtained are finite-dimensional. In that setting an important consequence of the Guillemin-Sternberg correspondence (unitary or not) is that the dimension of the space obtained in the “first quantize and then reduce” approach is the same as the dimension of the space obtained in the “first reduce, then quantize” approach. For non-compact Kähler manifolds the Hilbert spaces are typically infinite-dimensional.
5. Proof sketches

5.1. The Segal-Bargmann transform for $K$. I present here an argument for Theorem 5.1 as given (in slightly greater generality) in [H5]. The method of proving isometricity is essentially that proposed by T. Thiemann in [T1, Sect. 2.3].

Since $\rho_t(x)$ is the heat kernel at the identity, we have that for any function $\phi$ on $K$

$$
\int_K \phi(x) \rho_t(x) \, dx = \left( e^{t \Delta_K/2} \phi \right)(e).
$$

Similarly, if $\psi$ is a function on $K_C$, then

$$
\int_{K_C} \psi(g) \mu_t(g) \, dg = \left( e^{t \Delta_{K_C}/4} \psi \right)(e).
$$

Thus the isometricity of the Segal-Bargmann transform is equivalent to the statement that for all $f \in L^2(K, \rho_t)$ we have

$$
e^{t \Delta_K/2} (\bar{f} \bar{f}) (e) = e^{t \Delta_{K_C}/4} \left( e^{t \Delta_K/2} \bar{f} \bar{f} \right)(e).
$$

On the right we have implicitly analytically continued $e^{t \Delta_K/2} f$ to $K_C$.

Let us assume that $f$ itself admits an analytic continuation to $K_C$. (The space of such $f$’s is dense.) Now, $\Delta_K = \sum X_k^2$, regarded as a left-invariant differential operator on $K_C$, commutes with complex conjugation and with analytic continuation. Thus

$$
e^{t \Delta_K/2} \bar{f} = e^{t \Delta_K/2} \bar{f}.
$$

Note that on the left, we are first applying $e^{t \Delta_K/2}$, then analytically continuing, and then taking the complex conjugate. On the right we are first analytically continuing, then taking the complex conjugate, and then applying $e^{t \Delta_K/2}$.

Next consider the operators

$$
Z_k = \frac{1}{2} (X_k - iJX_k),
$$

$$
\bar{Z}_k = \frac{1}{2} (X_k + iJX_k),
$$

which reduce in the case $K_C = \mathbb{C}^d$ to $\partial/\partial z_k$ and $\partial/\partial \bar{z}_k$. On the holomorphic function $f$ we have $Z_k f = X_k f$ and $\bar{Z}_k f = 0$, and on the anti-holomorphic function $\bar{f}$, $Z_k \bar{f} = 0$ and $\bar{Z}_k \bar{f} = X_k \bar{f}$. It follows that

$$
e^{t \Delta_K/2} \bar{f} e^{t \Delta_K/2} f = e^{t \sum \bar{Z}_k^2/2} e^{t \sum Z_k^2/2} (\bar{f} f)(e).
$$

So the desired norm equality becomes

$$
e^{t \Delta_K/2} (\bar{f} f)(e) = e^{t \Delta_{K_C}/4} e^{t \sum \bar{Z}_k^2/2} e^{t \sum Z_k^2/2} (\bar{f} f)(e).
$$

Now, the holomorphic vector field $Z_k$ automatically commutes with the anti-holomorphic vector field $\bar{Z}_k$ (or calculate this directly). Thus the second and third exponents on the right of (5.4) may be combined. The exponent that results is

$$
t \sum_{k=1}^{\text{dim} \mathfrak{f}} \left( \frac{1}{2} Z_k^2 + \frac{1}{4} \bar{Z}_k^2 \right) = \frac{t}{2} \sum_{k=1}^{\text{dim} \mathfrak{f}} (X_k^2 - (JX_k)^2).
$$

This is a constant times the Casimir operator for $K_C$, which is bi-invariant and therefore commutes with the left-invariant operator $\Delta_{K_C}$. So in the end all three exponents on the right in (5.4) may be combined. It thus suffices to have the sum
Thus establishing the isometricity of the Segal-Bargmann transform $B$, thus that

$B$ which is true!

(5.5) $\frac{t}{2} \sum_{k=1}^{\dim t} X_k^2 = \frac{t}{4} \sum_{k=1}^{\dim t} X_k^2 + \frac{t}{4} \sum_{k=1}^{\dim t} (JX_k)^2 + \frac{t}{4} \sum_{k=1}^{\dim t} (X_k^2 - (JX_k)^2)$,

which is true!

It is not difficult to make this argument rigorous on a dense subspace of $L^2(K, \rho_t)$, thus establishing the isometricity of the Segal-Bargmann transform $B_t$. Using Proposition 3 (see also the appendix of [H5]), the surjectivity can be reduced to two cases: $K = \mathbb{R}^d$ and $K$ compact. In the $\mathbb{R}^d$ case, one shows that the image of $B_t$ contains all holomorphic polynomials, which are known [B Sect. 1b] to be dense in $\mathcal{H}L^2(\mathbb{C}^d, \mu_t)$. In the case $K$ compact, it is easily seen that the image of $B_t$ contains all the matrix entries for finite-dimensional holomorphic representations of $K_C$. Using the Peter-Weyl theorem and the “averaging lemma” [H1 Lem. 11], one can show that these holomorphic matrix entries are dense in $\mathcal{H}L^2(K_C, \mu_t)$ and thus that $B_t$ is surjective.

5.2. The Taylor map. The argument used here is essentially that of [Dr] and [DG], except that I give it in “exponentiated form”. If $F \in \mathcal{H}L^2(K_C, \mu_t)$, then by (5.2)

$$\|F\|_{L^2(K_C, \mu_t)}^2 = \int_{K_C} |F(g)|^2 \mu_t(g) \, dg$$

$$= e^{\frac{t\Delta_{K_C}}{4}} \left( \tilde{F}(g) F(g) \right)_{g=e}.$$ 

But in the notation of the previous subsection we have

$$\frac{\Delta_{K_C}}{4} = \sum_{k=1}^{\dim t} \tilde{Z}_k Z_k.$$ 

Since $Z_k$ annihilates the anti-holomorphic function $\tilde{F}(g)$ and $\bar{Z}_k$ annihilates the holomorphic function $F(g)$, when applying $\Delta_{K_C}$ to $\tilde{F}(g) F(g)$, only the “cross terms” survive. That is,

$$\frac{\Delta_{K_C}}{4} \left( \tilde{F}(g) F(g) \right) = \sum_{k=1}^{\dim t} \bar{Z}_k \tilde{F}(g) Z_k F(g).$$

Also, $\bar{Z}_k F = X_k \bar{F}$ and $Z_k F = X_k F$. Thus

$$\frac{\Delta_{K_C}}{4} \left( \tilde{F}(g) F(g) \right) = \sum_{k=1}^{\dim t} X_k \tilde{F}(g) X_k F(g).$$

More generally,

$$\left( \frac{\Delta_{K_C}}{4} \right)^n \left( \tilde{F}(g) F(g) \right) = \sum_{k_1, \ldots, k_n} X_{k_1} \cdots X_{k_n} \tilde{F}(g) X_{k_1} \cdots X_{k_n} F(g).$$

Thus at least formally we have

$$e^{\frac{t\Delta_{K_C}}{4}} \left( \tilde{F}(g) F(g) \right)_{g=e} = \sum_{n=0}^{\infty} \frac{t^n}{n!} \sum_{k_1, \ldots, k_n} X_{k_1} \cdots X_{k_n} \tilde{F}(e) X_{k_1} \cdots X_{k_n} F(e).$$

This is just the basis-dependent statement of the isometricity of the Taylor map.
Note that we do not need to have any commutativity for this argument to work, in contrast to the argument for the isometricity of the Segal-Bargmann transform. This observation is the basis of the results of Driver-Gross [DG] (Theorem 11 of Section 2.2).

Of course the above argument is purely formal. In the compact group case it is not hard to justify it on a dense subspace of $\mathcal{H}L^2(K_C;\mu_t)$. Then one has to prove that if $K_C$ is simply connected, the Taylor map is onto $J_0^t$. Suppose then that $\xi$ is an element of $J_0^t$. Then using a construction of Gross [G2, Sect. 8], it is not too difficult to produce a holomorphic function $F$ whose derivatives at the identity are given by $\xi$. The construction of $F$ is a “Taylor expansion along paths”, with the simple-connectedness used to show independence of path. (See [Dr, Sects. 5 and 6].) So to complete the proof, one merely needs to show that the resulting function $F$ is in $\mathcal{H}L^2(K_C;\mu_t)$: Certainly this ought to be the case, since the norm of $F$ in $\mathcal{H}L^2(K_C;\mu_t)$ ought to be equal to the norm of $\xi$ in $J_0^t$. However, the proof of isometricity of the Taylor map works only if one knows ahead of time that $F$ is in $\mathcal{H}L^2(K_C;\mu_t)$: Instead, then, one estimates the growth of $F$ and gets bounds (Theorem 12) sufficient to show that $F \in \mathcal{H}L^2(K_C;\mu_s)$ for all $s < t$. Then using the Taylor isometry at time $s$, one shows that the norm of $F$ at time $s$ is bounded as $s$ increases to $t$. It is then possible to show that the norm of $F$ at time $t$ is finite as well. (See [Dr, Thm. 5.7].)

5.3. The Hermite expansion. Although the Hermite expansion is just the composition of the Segal-Bargmann transform and the Taylor map, it is illuminating to give a direct proof of its isometricity that does not explicitly involve the complex group $K_C$. As in (5.1) in Section 5.1, the norm of a function $f \in L^2(K,\rho_t)$ may be computed as

$$\|f\|_{L^2(K,\rho_t)}^2 = e^{t\Delta_K/2} \left( \left. \frac{\partial}{\partial x} f \right|_{x=y=e} \right).$$

If we formally expand the heat operator $e^{t\Delta_K/2}$ in powers of the Laplacian, then we will have to apply powers of the Laplacian to the product $\bar{f}f$. This will involve applying the product rule repeatedly. The use of the product rule can be organized as follows:

$$X_k \left( \frac{\partial}{\partial x} f \right|_{x=y=e} \right) = \left( X_k + Y_k \right) \left( \left. \frac{\partial}{\partial x} f \right|_{x=y=e} \right),$$

where $X_k$ means a derivative in the $x$-variable and $Y_k$ means the same derivative but in the $y$-variable. Applying this idea repeatedly, we see that

$$\Delta_K \left( \frac{\partial}{\partial x} f \right|_{x=y=e} \right) = \sum_{k=1}^{\dim t} \left( X_k + Y_k \right)^2 \left( \left. \frac{\partial}{\partial x} f \right|_{x=y=e} \right),$$

and more generally

$$\Delta_K^n \left( \frac{\partial}{\partial x} f \right|_{x=y=e} \right) = \left( \sum_{k=1}^{\dim t} \left( X_k + Y_k \right)^2 \right)^n \left( \left. \frac{\partial}{\partial x} f \right|_{x=y=e} \right).$$

Thus formally we may write

$$e^{t\Delta_K/2} \left( \left. \frac{\partial}{\partial x} f \right|_{x=y=e} \right) = \exp \left( \frac{t}{2} \sum_{k=1}^{\dim t} \left( X_k + Y_k \right)^2 \right) \left( \left. \frac{\partial}{\partial x} f \right|_{x=y=e} \right).$$

(5.6)
Since all the $X_k$'s automatically commute with the $Y_i$'s (since they act on different variables) we have

$$
\sum_{k=1}^{\dim t} (X_k + Y_k)^2 = \sum_{k=1}^{\dim t} X_k^2 + \sum_{k=1}^{\dim t} Y_k^2 + 2 \sum_{k=1}^{\dim t} X_k Y_k.
$$

But $\Sigma X_k^2$ is a bi-invariant operator on $K$, and so it commutes with each $X_i$. Thus in fact all three terms on the right side of (5.7) commute. So we may (formally) factor the exponential on the right in (5.6) into a product of three exponentials. If we let the terms with $X_k^2$ and $Y_k^2$ act first, then one will act only on $\tilde{f}(x)$ and one will act only on $f(y)$. So we get

$$
e^{t \Delta_K/2} (\tilde{f} f)(e) = \exp \left( t \sum_{k=1}^{\dim t} X_k Y_k \right) \left[ e^{t \Delta_K/2} \tilde{f}(x) \right] \left[ e^{t \Delta_K/2} f(y) \right]_{x=y=e}.
$$

Now we may expand out the exponential involving $X_k Y_k$ to give

$$
\|f\|_{L^2(K,\rho_t)}^2 = e^{t \Delta_K/2} (\tilde{f} f)(e)
$$

$$
= \sum_{n=0}^{\infty} \frac{t^n}{n!} \sum_{k_1,\ldots,k_n=1}^{\dim t} X_{k_1} \cdots X_{k_n} e^{t \Delta_K/2} \tilde{f}(x) Y_{k_1} \cdots Y_{k_n} e^{t \Delta_K/2} f(y)_{x=y=e}.
$$

Once we evaluate everything at $e$ there is no need to use different letters for the $x$-derivatives and the $y$-derivatives, and we get simply

$$
\|f\|^2 = \sum_{n=0}^{\infty} \frac{t^n}{n!} \sum_{k_1,\ldots,k_n=1}^{\dim t} \left| X_{k_1} \cdots X_{k_n} e^{t \Delta_K/2} f(e) \right|^2.
$$

This is nothing but the statement of the isometricity of the Hermite expansion from Theorem 13.

If $K$ is simply connected, then one can argue directly for the surjectivity of the Hermite expansion as in [Hi1, Hi2]. So we let $\xi$ be an element of $J^0$. We want to construct a function $f$ such that $\xi$ encodes all of the derivatives of $e^{t \Delta_K/2} f$ at the identity. Using “Taylor expansion along paths” as in the last subsection, we can produce a function $F$ whose derivatives at the identity are given by $\xi$. (This is where the simple connectedness of $K$ is used.) We think of $F$ now as simply a function on $K$, even though $F$ extends to a holomorphic function on $K \mathbb{C}$. We have to prove that there exists a function $f \in L^2(K,\rho_t)$ such that $F = e^{t \Delta_K/2} f$. Hijab argues first that for all $s < t$ there exists $f_s$ with $e^{s \Delta_K/2} f_s = F$. Then using the isometricity of the Hermite expansion at time $s$, he argues that the norm of $f_s$ remains bounded as $s$ increases to $t$, in which case one may show that $f = \lim_{s \uparrow t} f_s$ exists with $e^{t \Delta_K/2} f = F$.
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