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We study the intermittency of fluid velocities in porous media and its relation to anomalous dispersion.

Lagrangian velocities measured at equidistant points along streamlines are shown to form a spatial

Markov process. As a consequence of this remarkable property, the dispersion of fluid particles can be

described by a continuous time random walk with correlated temporal increments. This new dynamical

picture of intermittency provides a direct link between the microscale flow, its intermittent properties, and

non-Fickian dispersion.
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The heterogeneity of natural flows strongly affects trans-
port, mixing, and chemical reactions, including contami-
nant spreading, effective reaction kinetics, and biological
activity (e.g., Refs. [1–9]). In porous media, the complexity
of flow arises from the heterogeneous medium structure
[10]. This induces non-Gaussian velocity distributions,
which can lead to a persistent non-Fickian dispersion
regime [3,11–13]. Various stochastic models have been
proposed to represent this property, with very different
underlying mechanisms, such as mobile-immobile mass
exchange, long-range correlated spatial motions, or
heavy-tailed trapping time distributions [14–18]. These
different models may provide equally good fits to data,
such as first passage time distributions [19,20]. Yet, their
implications can be dramatic when transport controlled
processes are considered, such as chemical reactions or
biofilm growth [7,19]. A key challenge is to relate these
upscaled flow models to the microscale flow properties. In
this Letter, we demonstrate the existence of persistent inter-
mittent properties of Lagrangianvelocities in porousmedia,
and we formulate a new dynamical picture of intermittency
based on the spatial Markov property of Lagrangian
velocities. The resulting upscaled transport model is a
correlated continuous time random walks (CTRW), which
is fully consistent with the microscale flow dynamics.

We consider a two-dimensional porous medium com-
posed of circular grains, with a polydispersed size distri-
bution and a porosity � ¼ 0:42 (Fig. 1). Flow is described
by the Navier-Stokes equation. No-slip conditions are
applied at the fluid-solid interface. A constant pressure
gradient from left to right induces fluid flow in the pore
space. Periodic boundary conditions are applied for the
flow velocity at all boundaries. The flow problem is solved
using smoothed particle hydrodynamics (SPH). SPH is a
Lagrangian particle method that represents elementary

fluid volumes as fluid particles, which advect with the
flow. In the pore-scale flow simulations, we used the
sixth-order Schoenberg spline function with the support
of the weighting function h ¼ 1. The size of the domain
was 512� 128, with 16 particles per pixel; thus, the total
number of particles is N ¼ 1 048 576. The number of fluid

FIG. 1 (color online). (a) The amplitude of the pore scale
velocity field normalized by the average Lagrangian velocity.
Space is rescaled with respect to the average pore size d ¼ 10.
The trajectory of a Lagrangian particle is shown with dots at
equidistant time increments �t ¼ 6� 10�2tA. Time is rescaled
with respect to tA ¼ d=v, the mean advection time over the
mean pore size. (b) and (c) are, respectively, the time series of
the Lagrangian velocity and acceleration for the particle trajec-
tory displayed on the top.
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particles is N �� ¼ 1 048 576� 0:42 ¼ 440 402. Full
details of the method as applied to the current configuration
are available in Ref. [21]. Streamlines of the flow field are
given by the Lagrangian trajectories xðtÞ ¼ ½xðtÞ; yðtÞ�T of
the fluid particles. Figure 1(a) shows the simulated pore-
scale velocity field. It is characterized by high velocity
channels and localized low velocity regions.

The spreading of the fluid particles, a measure for purely
advective hydrodynamic dispersion, is characterized by
the mean-squared longitudinal displacement �2

xðtÞ ¼
h½�xðtÞ � h�xðtÞi�2i with �xðtÞ ¼ xðtÞ � xð0Þ. Angular
brackets denote the average over all fluid particles.
Dispersion of the fluid particles is found to be superdiffusive
over 2 orders of magnitude in time, which means that �2

x

evolves faster than linearly [15], see Fig. 2. Moreover, the
higher-order moments of the displacement of fluid particles
indicate that the dispersive process is strongly anomalous
[22] because the scaling exponent �ðqÞ defined by

hj�xðtÞ � h�xðtÞijqi � tq�ðqÞ

is such that �ð2Þ> 1=2 and q�ðqÞ is not a linear function of
q. Notice that this anomalous behavior is expected to persist
until time equal to the largest velocity correlation time is
exceeded, as discussed below.

A sample particle trajectory is displayed in Fig. 1(a).
The time series of longitudinal Lagrangian velocities vðtÞ
and accelerations aðtÞ along the trajectory are plotted as a

function of travel time in Figs. 1(b) and 1(c). The temporal
behavior of Lagrangian acceleration is intermittent,
switching between low variability periods and strongly
fluctuating periods. The first behavior corresponds to low
velocity regions, where Lagrangian longitudinal velocities
and accelerations are small and strongly correlated. The
second behavior corresponds to high velocities in flow
channels, where acceleration fluctuations are large.
Similar intermittent behaviors have been observed in a
series of dynamical systems including turbulent flows
[23–26], fluidized beds [27], and earthquake occurrences
[28] (see also the review by Friedrich et al. [7]). While this
process has not been documented to date for flow in porous
media, we argue that it is a key to understanding the persis-
tence of anomalous transport regimes in such systems. To
quantify the correlation and statistics of Lagrangian accel-
erations, we define the Lagrangian velocity increment asso-
ciated to the time lag � as

��v ¼ vðtþ �Þ � vðtÞ: (1)

The variance of the ��v is denoted in the following
by �2

�vð�Þ. The probability density function (PDF) of

longitudinal Lagrangian velocity increments normalized
with respect to the standard deviation of increments
P½��v=��vð�Þ� is plotted in Fig. 3 for different time lags
�. For small �, the distribution of Lagrangianvelocity incre-
ments is characterized by exponential tails and a sharp peak
close to zero acceleration due to the low velocity areas
where particles are almost at rest. As � increases, the slopes
of the tails increase and the sharpness of the peak decreases,

FIG. 2 (color online). Normalized mean-squared longitudinal
displacement of purely advected particles versus normalized
time. The result of the pore scale simulations is shown as dots,
the solid line overlaying the dots is the prediction of the
correlated CTRW model, the solid line below is the prediction
of the uncorrelated CTRW model. The Fickian scaling is not
reached during the simulation time. � is the correlation length of
the velocity field, see Fig. 5. Inset: black crosses represent the
scaling exponents q�ðqÞ of the moments of the displacement �x
for the pore scale model; the uncorrelated CTRW model is
illustrated by the circles overlaying the straight dashed line,
the correlated CTRW model predicts a non-linear dependence
on q as indicated by the circles below.

FIG. 3 (color online). Probability distributions of normalized
Lagrangian longitudinal velocity increments �v=��vð�Þ for the
time lags (from above to below) � ¼ �0, 2�0, 5�0, 7�0, and 9�0
(�0 ¼ 6� 10�2tA). The curves are shifted along the y axis for
clarity. Dots represent the pore scale SPH simulations data and
the solid lines the result of the correlated CTRW model. As the
time lag increases, the probability distributions approach, with-
out reaching a Gaussian distribution represented by the thick
dashed line. The thin dashed line represents the result of the
corresponding uncorrelated CTRW model for the case � ¼ 2�0.
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approaching aGaussian distribution. TheGaussian shape is,
however, not reached, even for large �, which is consistent
with the fact the Fickian dispersion regime is not attained
during the simulation time (Fig. 2). Note also that the sharp
peak associated with the zero velocity increment is not
observed for turbulent flows [23]. It is associated here
with the small velocity variations in the stagnation zones
of the porous medium.

The correlation of Lagrangian accelerations aðtÞ ¼
dvðtÞ=dt can be quantified by the correlation function

�að�Þ ¼ h½aðtþ �Þ � hai�½aðtÞ � hai�i
�2

a

; (2)

where �2
a is the variance of Lagrangian accelerations.

Figure 4 displays the autocorrelation of longitudinal
Lagrangian acceleration a and its amplitude jaj. The cor-
relation function �að�Þ decreases rapidly with the time lag
�. The slight anticorrelation at early times is likely due to
the rapid fluctuations of acceleration in high velocity
channels [Fig. 1(c)]. The correlation of the absolute value
of longitudinal Lagrangian acceleration jaðtÞj decays
slowly with an approximate power law decay (Fig. 4).
Intermittency is often associated with an exponential decay
of the acceleration amplitude correlation, which leads to a
fast convergence to Gaussianity [23,24]. The persistent
intermittency observed here implies that the multifractal
formalisms often used for modeling intermittent properties
of time series in dynamical systems may not be relevant
for porous media flows. In order to identify the model that
can describe the observed intermittent behavior, we ana-
lyze the autocorrelation function of the longitudinal
Lagrangian velocity (Fig. 5). Specifically, we consider
the autocorrelation of Lagrangian velocities measured at
equidistant times along trajectories, as well as measured
at equidistant spatial positions. In the first case, the

autocorrelation function is given by �vtð�Þ ¼ h½vðtþ �Þ �
hvi�½vðtÞ � hvi�i=�2

vt. In the second case, it is given by
�vxð�Þ ¼ h½v½tðxþ �Þ� � hvi�½v½tðxÞ� � hvi�i=�2

vx, where
tðxþ�xÞ ¼ tðxÞ þ �x=v½tðxÞ�, see, e.g., Ref. [29]. The
autocorrelation function �vtð�Þ in time is found to decay
slowly, and approximately as a power law with time, �vt /
ð�=tAÞ�0:7. The autocorrelation function in space �vxð�Þ, in
contrary, is well represented by an exponential with corre-
lation length � ¼ d=4 as illustrated in Fig. 5. The oscil-
lations in the correlation function are due to alternation of
pore body and pore throats along particle trajectories over
the mean pore size d. The existence of a finite correlation
length � allows for the definition of a characteristic corre-
lation time �c ¼ �=vmin with vmin the minimum fluid
particle velocity. Thus, the non-Fickian dispersion and
flow intermittency regime is expected to persist until �c.
The short-range spatial correlation of Lagrangian veloc-

ities implies a spatial Markov property for velocity tran-
sitions over the correlation scale �. This leads naturally to
the following correlated CTRW model for the motion of
fluid particles in the x direction [29,30]

xnþ1 ¼ xn þ �; tnþ1 ¼ tn þ �n;

where the transit time �n is a Markov process defined by
the PDF c ð�Þ of transition times and the conditional PDF
c ð�j�0Þ of successive transit times. Both c ð�Þ and c ð�j�0Þ
are determined from the simulated particle trajectories.
The transition time is given by �n ¼ �=vn with vn the
average particle velocity over �. Hence, the waiting
time distribution c ð�Þ is related to the velocity distribu-
tion pvðvÞ derived from pore scale simulations as c ð�Þ ¼
pvð�=�Þ�=�2. Similarly, the conditional density is given in
terms of pvðvjv0Þ as c ð�j�0Þ¼pvð�=�j�=�0Þ�=�2. Note
that this formulation is fully determined by the velocity

FIG. 4 (color online). Comparison between pore scale numeri-
cal simulations (solid lines) and the correlated CTRW model
(dots) for the correlations of acceleration and absolute accelera-
tion. The temporal evolution of the correlation of the absolute
acceleration is plotted on log-log scale in the inset.

FIG. 5 (color online). The dots represent the correlation of
pore scale Lagrangian velocities in rescaled space x0 ¼ x=d. The
solid line is an exponential fit of the data from which
we compute a correlation length of � ¼ d=4. In the inset,
the simulated pore scale Lagrangian velocities correlation in
time t=tA.
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field properties and does not involve any fitting parameter.
The particle density is given by pðx; tÞ ¼ h�ðx� xntÞi,
where nt is the renewal process nt ¼ maxðnjtn � tÞ. The
density pðx; tÞ can be described by the following system of
equations:

pðx; tÞ ¼
Z t

0
dt0

Z 1

t�t0
d�Rðx; t0; �Þ; (3)

Rðx; t; �Þ ¼ �ðx� x0Þc ð�Þ�ðtÞ
þ

Z t

0
d�0Rðx� �; t� �0; �0Þc ð�j�0Þ; (4)

with x0 the initial particle position at time t ¼ 0.
The acceleration an in step n is related to the spatial and

temporal increments � and �n as

� ¼ vn�1�n þ
Z tnþ�n

tn

dt0
Z t0

tn

dt00an; (5)

where vn�1 is the velocity at the end of the previous step.
Assuming a constant acceleration over each CTRW step
and continuity of velocity at turning points, we obtain

an ¼ 2�

�2n
� 2vn�1

�n
; vn ¼ vn�1 þ an�n: (6)

The correlated CTRW model correctly predicts both the
scaling and the magnitude of the dispersion scale �x at all
times (Fig. 2). Furthermore, the distribution of velocity
increments obtained from the correlated CTRW simula-
tions for different time lags � are in good agreement with
those obtained from the full pore-scale simulations
(Fig. 3). The correlated CTRW also predicts correctly the
long-range correlation of the acceleration amplitude and
the slight anticorrelation of acceleration (Fig. 4). Note that
neglecting the correlation of successive transit times in the
CTRW model (uncorrelated CTRW) leads to an under-
estimation of particle dispersion, see Fig. 2. It also leads
to overestimation of the probability of large velocity incre-
ments at small lag times (Fig. 3). The effect of transit time
correlation is to reduce the probability of excessively large
accelerations, which would be physically inconsistent with
flow conservation. Hence, while in many applications the
assumption of uncorrelated temporal increments is conve-
nient and allows for simple developments, for transport in
divergence-free velocity fields it is not valid. Furthermore,
correlations between consecutive velocities, thus, temporal
increments, are expected to impact the scaling properties of
dispersion in CTRW frameworks [29–35].

The correlated CTRW model provides a new dynamical
picture of intermittency and an upscaled transport model,
which is fully consistent with the microscale flow dynam-
ics. At the root of this model is the spatial Markov property
of Lagrangian velocities, which implies that low particle
velocities have a much stronger correlation in time than
high velocities. This approach may therefore be an

alternative for understanding and quantifying intermittent
behaviors in dynamical systems.
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