Name: __________________________________ 

NUMB3RS: How Does it Fit?

A series of sniper shootings has reduced the city of Los Angeles to a virtual ghost town.

To help solve the shootings, the FBI has enlisted the help of Charlie Eppes as well as

Special Agent Edgerton, a sniper instructor from Quantico. When Charlie becomes

frustrated in his attempts to find a pattern in the data, Agent Edgerton suggests that

there are factors that the equations cannot take into account. Later, the same sentiment

is echoed by Charlie’s friend Larry when Charlie comments that he has a “pattern of

paternlessness.” How does Charlie know when the equations are a good fit to the data?

To determine how well a line fits a set of data you will calculate the Pearson Product-

Moment Correlation Coefficient, denoted commonly by the variable R. All values of the

correlation coefficient are between –1 and 1. When R = –1 or 1, this represents data that

are perfectly aligned with the line. The closer the value of R is to either –1 or 1, the

better the data fits the equation. Look at these examples:
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Notice that when the correlation coefficient is positive, the slope of the line of best fit is

positive, and when the correlation coefficient is negative, the slope of the line of best fit

is negative. Also, you can notice that the closer the value is to 1 or –1 the better the line

fits the data.
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When R = 0, this presents a special case. Although we might be tempted to believe that

there is no pattern to our data when R = 0 (as in the graph on the left above), we can

see from the other examples that there can still be a pattern to the data. That is,

although the dispersion of data points is not linear, a pattern may still exist.

In the episode, Charlie is analyzing ballistic data where the x coordinate is the bullet

weight in 100 grains and the y coordinate is the effective distance in 100 yards. Suppose

he has collected the data below.

(2, 3), (3, 9), (4, 5), (5, 11), (6, 6), (7, 16), (8, 15)

How well would a linear equation fit this data?

1. First, determine the value of N, where N is the number of data points.

N = _____

2. Next, complete the table below for each ordered pair.
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3. To find R (the Pearson Product-Moment Correlation Coefficient), use the formula
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.
To make the computations easier, break the formula into three parts:

a. 
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b. Now combine your results to calculate R.

R = __________________

4. Estimate the regression with ForecastX™. Plot the actual and predicted results here (or hand draw it). Based on 

your value of R, how well do you think the regression line

fits the data? How is the R related to the R2 on your printout? What is the regression equation? 
