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Biphasic signals during nanopore translocation
of DNA and nanoparticles due to strong ion
cloud deformation

Sebastian Sensale, a Zhangli Penga and Hsueh-Chia Chang *a,b

We report a theory for biphasic ionic current signals during DNA and nanoparticle translocation through a

solid-state nanopore that produces scaling results consistent with those of finite element simulations

(FEM), molecular dynamics (MD) simulations and experiments. For standard nanopores designed for

potential rapid sequencing applications, the electric field is enhanced by orders of magnitude due to field

focusing and can severely deform the ion-cloud around the charged DNA. Highly fore-aft asymmetric

space charge distribution leads to a universal quasi-steady comet-like structure with a long tail. In contrast

to previous biphasic theories, the charge density and length of the tail, which are responsible for the

negative resistive pulse, are shown to depend sensitively on the dimensionless applied field, the Peclet

number Pe, with a ∓1 scaling, due to a balance between tangential migration and normal diffusion. An

optimum Pe is predicted where the negative pulse has the maximum amplitude.

Introduction

Solid-state nanopores (3–100 nm in diameter) allow a much
higher throughput for DNA translocation than 1.5 nm protein
nanopores1 and this is suggested as a better nanopore techno-
logy than that of soft protein nanopores for sequencing, bio-
sensing and molecular memory applications. However, the
faster translocation comes with highly transient and complex
ionic current signals that have so far defeated any attempt to
decipher the sequence or even the length of the DNAs. Some
recent attempts that use surface modification and corner field
pinning can decipher the difference between short (∼20 base)
single-stranded and double-stranded nucleic acids, but only if
other nucleic acids have been removed.2,3 The key reason why
larger solid-state nanopores produce far more complex ion
current dynamics than their smaller (and shorter) protein
counterparts is the distortion of the ion cloud around the
highly charged DNA by the focused applied electric field. For
spherical colloids, it is known that a highly distorted ion cloud
can produce a negative resistive pulse.4–7 This negative pulse is
typically preceded by a positive resistive pulse, resulting in a
biphasic resistive signal. Similar biphasic signals have been
observed for DNA translocation.8 A theory for such a biphasic
signal for DNA translocation through a solid state nanopore

has been advanced by Das et al.,9 although it is based on exter-
nal concentration polarization by the ion-selective DNA-pore
gap rather than distortion of the DNA ion cloud, with a very
different description of the biphasic signal that is sensitive to
the pore surface charge density and cannot explain biphasic
signals by spherical nanocolloids or the most common solid-
state nanopores at common DNA buffers, with a gap size
much larger than the Debye length. There are other potential
mechanisms for complex ion current dynamics during mole-
cular translocation through large solid-state nanopores, such
as adsorption/desorption and DNA conformation changes
within the pore,10,11 but these mechanisms do not contribute
to the unique biphasic signals. In this article, we report the
first scaling theory for the distortion of the ion cloud around a
linear DNA molecule, due to electrophoretic distortion of the
counterion cloud, by the high field in the pore and without
electrostatic interaction with the solid-state nanopore, and
show that the closed-form estimate is in good agreement with
finite element simulations (FEM), molecular dynamics (MD)
simulations and experimental data. It also predicts an
optimum applied field for the maximum amplitude of the
biphasic signal, which is confirmed by numerical simulations.

Results
Boundary layer theory

Consider a dielectric cylinder (our model for DNA, as seen in
Fig. 1) with a uniform surface charge density Σ, radius a and
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length L immersed in a symmetric univalent electrolyte solu-
tion with an ionic concentration C∞ at large distances from
the particle, ionic diffusion coefficient D, and permittivity ε. As
is true of all boundary layer theories, ours is valid for mole-
cules of any geometry, so long that their macroscopic length
scale L is much larger than their boundary layer thickness
(Pe ≫ 1), but we will present our results for a cylindrical rod
for simplicity.

There is considerable debate on the surface charge density
of the translocating DNA. For translocation through protein
nanopores, particularly with unzipping action, a very low
charge density of 0.1e− per base has been reported.12,13 This
charge density seems to be a strong function of the ionic
strength and the specific protein nanopores,10,13–16 due to the
interaction between the DNA and the protein, particularly for
the much more flexible single-stranded fragments. However,
for larger solid-state nanopores, there seems to be a consensus
of 0.5e− charge density for double-stranded DNAs that is inde-
pendent of pore dimension and ionic strength.1,17 This
effective charge density is consistent with the classical
Manning condensation theory for compensation of a cylinder
by counter-ions,18 given the bare DNA charge density of 2e− for
completely dissociated phosphate functional groups. We will
hence focus on the translocation of double-stranded DNAs
through solid-state nanopores and will validate our theory for
effective charge densities ranging from 0.5 to 2e−.

Upon exposure of the system to an external electric field
E∞, ions far from the particle move with a uniform velocity, u =
(DF/RT )E∞, where F is the Faraday constant, R is the gas con-
stant and T is the temperature of the system.19 (Since we will
be considering a thin boundary layer theory for the space
charge, the same theory applies for a sphere by simply repla-
cing both a and L by the radius and diameter of the sphere,
modulo a universal constant, as is consistent with the classical
advection–diffusion boundary layer theory. Other molecular
geometries also yield the same results.) After the axis of the
DNA molecule aligns with the electric field,20 the external field
E∞ becomes tangent to the cylinder and begins to disrupt the
Boltzmann equilibrium within the Debye layer around the
cylinder. This equilibrium is established when normal
diffusive flux of both ions is equal to their respective normal

electromigration flux due to the surface field Es = Σ/ε, resulting
in no temporal variation in either ion concentration. The
largest possible surface field for an uncompensated double-
stranded DNA molecule, with a bare charge of 2e− (electrons)
per base pair, is ∼0.15 V nm−1 after accounting for the cylind-
rical geometry. When the Debye length λD is much smaller
than the DNA radius a, the space charge density in the equili-
brium Debye layer decays exponentially to zero away from the
surface even when the Debye–Huckel linearization cannot be
applied.21 Hence, the surface field is screened accordingly,
and the normal field also decays exponentially towards the
bulk over a length scale corresponding to the Debye slip length

λD ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
εRT=2F2C1

p
. As such, the tangential electromigration

becomes much larger than the normal electromigration at the
outer boundary of the Debye layer. Near the surface, however,
the surface field still dominates within a Stern length of about
RT/FEs ≈ 0.17 nm.21 Consequently, the highly conductive Stern
layer becomes a source-like layer for the boundary layer
outside it, with both within the original Debye layer. The thin-
ness of the boundary layer stipulates that the normal diffusive
flux remains dominant over the tangential diffusive flux.
Consequently, the non-equilibrium “diffusion” boundary layer
is the one determined by a balance between tangential
migration and normal diffusion. The tangential flux “down-
stream” (following the electromigration flux surrounding the
particle) increases the thickness of the boundary later at the tail
of the particle, where charges accumulate. This gradient in ionic
charge density produces a highly distorted and thin boundary
layer ion cloud around the cylinder, as shown in Fig. 1.

For a symmetric electrolyte, the Nernst–Planck equations of
the two ions can be transformed into two equivalent equations
for the local conductivity σ and mobile ionic charge density
ρ 19,21 in an inertial referential frame moving with the DNA,

D∇2ρ ¼~u∇ρ� ∇ � ðσ∇ϕÞ; ð1Þ

D∇2σ ¼~u∇σ � DFz′
RT

� �2

∇ � ðρ∇ϕÞ: ð2Þ

where ~u ¼ μ~E1 is the electrophoretic velocity of the DNA with
electrophoretic mobility μ. For molecules with large enough
surface charge densities, the EDL is mostly formed by counter-
ions and hence the conductivity can be related to the charge
density σb ≈ DFz′ρ/RT, ρ ≈ Fz′C+. As a result, these two equations
reduce to one equation for the mobile charge density

D∇2ρ ¼~u∇ρ� DFz′
RT

� �
∇ � ðρ∇ϕÞ: ð3Þ

Upon exposure of the system to an external electric field ~E1
tangent to the molecule, counter-ions far from the surface
move with uniform velocities ðDFz′=RTÞ~E1 while the DNA
molecule moves in the opposite direction with a velocity μ~E1.
These velocities are parallel and antiparallel to the longitudi-
nal z direction, with the ion velocity being much higher than
the DNA velocity. Due to the slenderness of the boundary layer
at a large Peclet number and for a slender molecule L ≫ a (see

Fig. 1 Distribution of counter-ion concentration C/C∞ surrounding a
negatively charged cylindrical particle moving in an electric field E∞ =
8.33 × 107 V m−1 (C∞ = 0.01 M) obtained from finite element method
(FEM) simulations. (L = 22.44 nm, Σ = 0.0275 C m−2, a = 5.925 nm).
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Fig. 1), the gradient in the mobile charge density is mostly in
the radial direction r. At the outer edge of the boundary layer,
the external field is much larger than the normal field due to
the surface charge and the external field remains constant
such that ∇2ϕ = 0. Hence, in the frame moving with the
DNA, the final screening term in the above equation becomes
(DFz′/RT )E∞(∂ρ/∂z) and, using the local Cartesian coordinate to
simplify ∇2ρ ∼ ∂2ρ/∂r2, we obtain

D
@2ρ

@r2
¼ ũ

@ρ

@z
: ð4Þ

The typical Debye screening term of a one-dimensional
Nernst–Planck equation that arises from normal electromigra-
tion has been replaced by a tangential electromigration term
by the external field, with the velocity now containing both the
electrophoretic velocity of the counterion and the DNA, ũ =
(DFz′/RT )E∞ + μE∞. The ion velocity is typically much larger
than the DNA velocity. As a result, instead of a Boltzmann equi-
librium between diffusion and normal (radial) electromigration,
we have a non-equilibrium steady state between radial diffusion
and tangential electromigration in the diffusion boundary layer.
Closer to the surface, the normal field is higher than the tan-
gential field and a one-dimensional Boltzmann equilibrium
exists in the inner Stern layer. Counter ions are fed into this
inner layer continuously from the tip of the DNA to maintain
this Boltzmann equilibrium. The counter-ions in the inner
Stern layer then diffuse through the diffusion boundary layer
and are convected to the tail region as governed by (4). These
two regions are “matched” in the subsequent analysis.

Because the applied external field is much larger than the
normal field by the surface charge in the diffusion boundary
layer, the tangential field is not screened and ũ is position inde-
pendent. The distance z along the axis of the particle takes
values from z = 0 (the depleted front of the cylinder) to z = L
(the downstream enriched end). Electro-osmotic and curvature
effects are neglected due to the thin boundary layer with a thick-
ness much smaller than the Debye hydrodynamic slip length.

Since the tangential field E∞ is much larger than the
screened normal field due to the charge, its screening by the
charge in the diffusion layer is negligible and the convection
velocity ũ is a constant independent of position. Consequently,
the classical “free-surface” boundary-layer analysis can then be
applied for high Peclet numbers Pe = ũL/D ≫ 1. A simple
scaling shows that the width of this layer varies downstream as
δ(z) ∼ (zL/Pe)1/2. We also observe that the advection–diffusion
equation yields a self-similar solution ρ = f (ω) with ω = (r − a)/
δ(z), leading to an analytical expression for the space charge
density ρ in the surrounding of the cylinder,

ρðr; zÞ ¼ δðzÞΣ
λD2 1� erf

r � a
2δðzÞ

� �� �
ð5Þ

for r ≥ a and z∈[0,L], where erf is the error function

erfðxÞ ¼ 1ffiffiffi
π

p
ðx
�x

expð�t2Þdt. We have used the electroneutral

conditions in the bulk, ρ(r → ∞) = 0, as well as the Debye–

Huckel approximation for the charged diffusion layer due to
the thinness of the boundary layer at large Peclet numbers. As
the diffusion layer still shows a balance between diffusion and
electromigration, although the latter is now in the tangential
direction, a quasi-Boltzmann equilibrium distribution still
exists within it which, in the Debye–Huckel limit, can be
expressed as ρ ∼ −ϕε/λD2. The electric potential ϕ is the poten-
tial within the diffusion layer and its value at the surface ϕ(a,z)
represents the normal potential drop across the charged
diffusion layer at a particular position z. Because the Debye–
Huckel approximation can be made within the diffusion layer,
this surface potential can be related to the surface field due to
the surface charge (or effective surface field due to Stern layer
screening), ϕ(a,z) = Esδ(z). This matching then determines the
space charge density at the surface boundary of the diffusion
layer in (5),

ρða; zÞ � EsδðzÞε
λD2 ¼

P
δðzÞ
λD2 ; ð6Þ

which is in good agreement with the numerical data in the
large applied field limit (Pe > 20) shown in Fig. 2A. We note in
Fig. 2A that the simulated surface space charge density under-
goes a discontinuous change when Pe is below 20. The classi-
cal Debye layer Boltzmann equilibrium with an opposite
scaling (independence) with respect to the applied field
appears below this critical Pe. The charged diffusion boundary
layer and the tail it produces hence appear abruptly beyond a
critical Pe.

Integrating the space charge density from (5) along the
length of the cylinder, the net space charge surrounding the
cylinder can be estimated through:

qs ¼
ðL
0

ð2π
0

ðþ1

a
ρðr; zÞrdrdθdz � qp Pe

λD
L

� �2� ��1

; ð7Þ

where qp is the total charge of the cylinder qp = 2πaLΣ and the
universal pre-factor is estimated to be ≈0.65. Since qs must be
smaller than qp, we are restricted to the limit of Pe(λD/L)

2 ≫ 1.
The key Pe−1 scaling arises because the space charge density
ρ scales proportional to the diffusion layer thickness in (6), ρ ∼
δ ∼ LPe−1/2, and the total space charge around the cylinder
requires integration of this density over the polarized diffusion
layer thickness, where rdr–adr in the thin layer high-Pe limit. The
net space charge around the cylinder decreases with the electric
field as Pe−1, as the counter-ions are convected to the tail by elec-
tromigration. The agreement of this asymptotic approximation
with the numerically evaluated qs is illustrated in Fig. 2B. MD
simulations can only resolve up to Pe(λD/L)

2 ∼ O(1) but they are
consistent with the numerical data in that region, which gener-
ates data for Pe(λD/L)

2 ≫ 1 that is well fitted by (7).
The space charge on the cylinder (7) suggests that electro-

neutrality is not achieved in z∈[0,L] and thus a tail of counter-
ions with charge qp − qs will lag behind the particle. In the tail
region, without the charge source from the Stern layer, there is
no diffusion in the normal direction and the infinite Pe limit
of (4) stipulates that the space charge density is uniform in the
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tail. Imposing continuity of the flux of counter-ions at the end
of the cylinder, ũρ(a,L)[(a + δ(L))2 − a2] ≈ ũρ(r,z)a2 for z ≥ L and
r ≤ a + δ(L), the space charge density at the end of the cylinder
can be estimated through ρ(r,z) ≈ ρ(a,L)2δ(L)/a ∼ 2(Σ/a)
(L2/PeλD

2) for z ≥ L. In the thin layer high-Pe limit, the cylindri-
cal tail has a radius of a and a simple global electroneutrality
constraint, qp = qs + qt where qt is the net charge in the tail, pro-
viding an estimate for the tail length Lt ∼ (λD

2/L)Pe. At high Pe,
Lt/L is much larger than unity and the tail of the DNA comet is
much longer than the DNA length, as most of the charge is
swept into the tail even when the tail charge density decreases.

Biphasic signals in nanopores

Two competing effects dominate the conductance during DNA
and nanoparticle translocation in nanopores: the volume
exclusion of ions in the pore by the translocating entity, which
decreases the conductivity, and the introduction of new ions
brought into the pore by its respective ionic cloud, which
increases the conductance.5 Nanoparticles with a low surface
charge do not bring a large number of counter-ions. Thus,
volume exclusion dominates the whole resistive pulse and the
particle size can be characterized from a drop in the current.4

Particles with a higher surface charge and with a large surface
charge to volume ratio bring a larger number of counter-ions.
Thus, depending on the number of charge carriers already inside
the pore, the translocation event can either decrease or increase
the ionic current above the baseline.1,6 It is typically assumed
that these effects are independent of the electric field.5 However,
as previously shown, high electric fields can alter the distribution
of ions surrounding a DNA or nanoparticle significantly, leading
to a field-dependent number of counter-ions inside the pore and

affecting the magnitude of the entire resistive pulse.4,5,7 At high
field Pe ≫ 1, most of the counter-ions around the DNA are swept
into the tail and the tail is responsible for increasing the conduc-
tance of the pore to produce the negative resistive pulse into the
tail and the tail is responsible for increasing the conductance of
the pore to produce the negative resistive pulse at the end of the
biphasic signal (see Fig. 3).

This positive peak has been predicted to occur in cases
where the thickness of the electrical double layer of a DNA or
nanoparticle is comparable to the pore dimensions9,10 such
that the Debye layer of the DNA overlaps with the Debye layer
of the surface to form an ion-selective annular region.
However, recent experiments and simulations have shown that
this condition is not necessary for its existence.4,7,8 The posi-
tive peak occurs even for large nanopores at high ionic
strengths when the two Debye layers do not overlap. Hence, it
must be a result of ion cloud distortion by the external field.

Hence, we focus on this negative resistance region by
assuming that the DNA has exited the pore and only the tail
remains. This allows us to omit the volume exclusion effect
and only focus on how the tail of the counter-ions enhance the
pore conductance. Under these conditions, the resistance
inside a pore of length Lp and radius rp ≫ a + λD with a negli-
gible surface charge can be written as22 R = 2Raccess + Rchannel,
where the access resistance Raccess at the ends of the pore can
be estimated through 1/4σprp. This access resistance, although
significant, is assumed to remain constant during transloca-
tion, as the DNA does not interfere with the field focusing
outside the pore. For a typical case of Lt ≫ L ≫ Lp, where only
the tail of the counter-ions is in the pore, the
resistance inside the channel Rchannel can be estimated

Fig. 2 (A) Space charge density ρ evaluated at the surface of the cylinder from FEM simulations as a function of the theoretical δ(z)/λD. Ionic
strengths were varied from 0.1 mM to 1 M and external field amplitudes were varied from 8 kV m−1 to 8 V nm−1. Σ = 0.0275 C m−2, a = 1.185 nm, and
L = 11.22 nm and ρ was evaluated at z = L/2. (B) Normalized screening charge qs/qp surrounding the cylinder (z∈[0,L]) obtained from FEM simulations
(circles) for a∈{1.185, 2.37, 5.925} nm, Σ∈{0.0275, 0.055, 0.11, 0.22} C m−2 and ionic strengths and external field amplitudes correspond to the
diffusion-layer scaling regions of (A). The dotted line is our high Peclet estimate from (4). Triangles represent the normalized screening charge sur-
rounding a double stranded DNA molecule with 22 base-pairs from molecular dynamics (MD) simulations for molar strengths 0.01, 0.05, 0.1, 0.5 and
1 M and external fields E∞ from 0.01 to 1 V nm−1.
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through
Ð Lp
0

dz

σpπrp2 þ FD
RT

� � Ð 2π
0

Ðþ1
0 ρðr; z þ LÞrdrdθ

, where σp is

the solution conductivity of the uncharged pore σp = 2C∞(F
2D/

RT ). As the co-ions have migrated in the direction away from
the tail, the space charge density within the tail is close to the
concentration of the extra counter-ions and hence will be used
to estimate the conductance change. The azimuthal area inte-
gral of the space charge density in (7) represents the charge per
unit length at the tail of the DNA and hence the differential con-
ductance or inverse resistance. The net space charge in the
tail is just the space charge of the DNA that has migrated down-
stream, qp − qs, and this integral can be approximated
by (qp − qs)/Lt. For high fields, the channel resistance can hence

be simplified to Rchannel � Lp

σpπrp2 þ FD
RT

� �
qp � qs

Lt

� � .

Therefore, the ion current enhancement degree at the end of a
biphasic translocation, when only the tail is in the pore, can be

estimated through χ ¼ ΔI
I0

¼ Lp
σpπrp2

� Rchannel

� �
=R, where I0 is

the baseline current and ΔI = I − I0 is the difference between
the current measured at the end of the translocation event and
the baseline. Therefore, if the number of charge carriers inside
the pore is much larger than the number of counter-ions
brought by the DNA, the enhancement degree can be approxi-

mated through χ � 2Lp
πrp

� �
FD
RT

� �
qp � qs

Lt

� �
=ðσpπrp2 þ 2σprpLpÞ.

Finally, using our expressions for qs and Lt, the amplitude of
the negative resistive pulse for the biphasic signal is

χ � 2Lp
πrp

� � FD
RT

� �
qp
PeL

� � L
λD

� �2

σpπrp2 þ 2σprpLp

2
6664

3
7775 ¼ qp

2FC1LAp

� �
L
λD

� �2

Pe�1;

ð8Þ

where Ap is the area parameter related to the pore, Ap = πrp[πrp2 +
2rpLp]/2Lp. This asymptotic approximation of the amplitude of
the negative resistive pulse fits the numerically evaluated values
of χ in Fig. 4(B) with a universal pre-factor of ≈1.5. It decreases
with the electric field by Pe−1, as the space charge density in the
tail decreases as Pe−1 along a cylinder of radius a.

This tail induced negative resistance pulse also explains the
linear χ scaling in Fig. 3 when the tail is within the pore. Since
the high field region exists only within or close to the nanopore,
the tail exists only when the DNA is within some distance from
the nanopore and its length is much longer than the pore
length. During this interval, the ionic strength of the elongated
tail is roughly constant and the amount of ions that is deposited
within the pore is a linear function of the length of the tail
within the pore. Outside this region, the tail is not fully formed
and the usual Boltzmann–Debye layer, with exponential decay
of the ionic strength with respect to distance, is responsible for
the decay under bulk conditions (χ = 0) as shown in Fig. 3.

Eqn (8) represents the high-Pe limit. Obviously, without field
distortion, χ approaches zero and the low-Pe limit should also
vanish, suggesting an optimum field strength (Pe) where the
amplitude of the biphasic signal exhibits a maximum. Our
numerical study does reproduce this optimum Pe, as shown in
Fig. 4(A). The reported experimental data for χ are consistent
with our numerical data but are on the left side of the optimum,
showing a stronger biphasic amplitude with increasing applied
field. According to (7), the optimum Peclet number should be
Pe(λD/L)

2 ∼ O(1) and is hence larger for higher ionic strengths.
This is qualitatively consistent with the simulated data and rep-
resents a new prediction for the maximum biphasic signal that
has not been reported in earlier theoretical studies of biphasic
signals for DNAs or nanoparticles. Note that if the removal of
the positive resistive pulse is desired, as it may camouflage the
information-rich negative resistive pulse, it would be sufficient
to operate away from this Peclet number. The Peclet number
can still be large so that the high-throughput feature of solid-
state nanopores can still be retained for DNA translocation.

Fig. 3 FEM simulation of the ion current enhancement χ = ΔI/I0 = (I − I0)/I0 during a nanopore translocation event as a function of the DNA center
of mass from the pore center zcm. I0 is the baseline current without DNA (rp = 20 nm, Lp = 60 nm, L = 22.44 nm, V = 10 V, C∞ = 0.01 M, a =
1.185 nm, Σ = 0.0275 C m−2 and uncharged pore walls). The colored area corresponds to instances when DNA is in the pore. The negative resistive
pulse maximum occurs when it has exited.
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Conclusions

We report the first theory for the biphasic ionic current signal,
an important ion current fluctuation during DNA and nano-
particle translocation through solid-state nanopores. Our
theory yields data that are consistent with numerical, MD and
experimental data. We attribute the lagging negative resistive
pulse in the biphasic signal to the intra-pore ion enrichment
by counter-ions shed from the DNA by the electric shear,
which then forms a comet-like structure (with a long tail) to
the molecule. We also predict the existence of an optimal Peclet
number or dimensionless applied field/DNA speed where this
peak has the maximum amplitude. This maximum occurs
because of a balance between the opposite dependence of the
tail length and tail ionic strength with respect to the applied
field, both of which contribute to the negative resistive pulse.
This information can be used to better determine the size and
zeta potentials of nanoparticles like exosomes,23 differentiating
unhybridized ssDNA from their duplexes by their mobility
differences2 and deciphering blocking molecules on a DNA for
memory reading24 and other potential solid-state nanopore
applications in biotechnology. As the biphasic signal is also
accompanied by a drastic change in the DNA or nanoparticle
electrophoretic mobility, this study can also lead to more selec-
tive design of ion-selective membranes for electrodialysis in
medical and waste treatment applications.25,26

Methods
MD and FEM protocols

All finite-element simulations were performed in COMSOL 5.3a 27

using the coupled Multiphysics modules of electrostatics and
transport of diluted species. Molecular dynamics simulations
were performed in NAMD28 with the CHARMM36 force field.29 To

obtain a more proper characterization of the interaction between
the charged and hydrophobic groups of DNA, the CUFIX modifi-
cation of the CHARMM force field was implemented.30

Considering the FEM simulation results in Fig. 2, different
cylindrical particles with surface charge densities Σ∈{0.0275,
0.055, 0.11, 0.22} C m−2, lengths L∈{5.61, 11.22, 22.44, 33.66,
44.88} nm and radii a∈{1.185, 2.37, 5.925} nm were immersed
in the axis of a 2D axial-symmetric geometry (cylinder) with a
length of 120 nm and a radius of 80 nm. The solvent used was
KCl and the ionic strength was varied from 0.1 mM to 1
M. The relative permittivity of the electrolyte ε is 80. A voltage
drop was imposed between the inlet and outlet of the simu-
lation domain, leading to field amplitudes E∞ which were
varied from 8 kV m−1 to 8 V nm−1. The coupled Poisson–
Nernst–Planck (PNP) partial differential equations were solved
and an extra advective term was added into the dynamics of
the ions, equivalent to imposing a referential that moves along
with the particle at a velocity μpE∞, where μp was considered as
10−9 ms V−1 s−1. The diffusion coefficient of both ions was cal-
culated as D = 2 × 10−9 m2 s−1, leading to a mobility D/RT ≫
μDNA. The charge in the surrounding of the cylindrical particle
was estimated by integrating Fz(C+ − C−) along the length of
the particle from the surface of the particle to the surface of
the box. In total 35 402 axisymmetric triangular elements with
18 051 vertices are used for the simulations. The mesh is
refined near the edges of the cylindrical molecule to capture
the boundary layer.

Considering the MD simulations shown in Fig. 2, a single
double-stranded DNA molecule (TAGCTATCAGACTGATGTTGA)
was immersed in a TIP-3P explicit water box31 of dimensions
60 × 15 × 15 nm3. Potassium ions were placed by calculating
the coulombic potential due to the DNA molecule in the
nearby volume and the ions were placed at points of minimal
energy using the cionize plugin of VMD.32 After this place-
ment, sufficient potassium and chlorine ions were added to

Fig. 4 (A) Ion current enhancement χ as a function of Pe both from FEM simulations (L = 22.44 nm, Σ = 0.0275 C−m−2, C∞ = 0.001, 0.01, 0.1 and 1 M)
and experiments on spherical colloids6 (crosses, C∞ = 0.1 M, L is the diameter of the colloid). (B) Comparison of our theoretical χ (5) with those obtained
from FEM simulations. C∞∈{0.0001, 0.001, 0.01, 0.1} M. All results presented in (B) satisfy Pe(λD/L)

2 ≫ 1 (Lp = 60 nm, rp = 20 nm, and a = 1.185 nm).
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the solution in order to obtain the desired molar strengths
({0.01, 0.05, 0.1, 0.5, 1} M). The systems were equilibrated for
10 ns. For the first 9 nanoseconds, the counter-ions were held
close to the DNA molecule and the axis of the molecule was
held in the longest direction of the water box. During the last
nanosecond, both the molecule and ions were left free to
diffuse. After this equilibration, external electric fields were
imposed in the longest direction of the box during 10 ns, with
amplitudes E∞∈{0.01, 0.02, 0.04, 0.08, 0.1, 0.2, 0.4, 0.6, 1}
V nm−1. The temperature of the system was held constant at
295 K using a Langevin thermostat with a damping frequency
of 1 THz. A Nose–Hoover Langevin piston was applied to main-
tain the pressure at 1.01325 bar. A time-step of 2 fs was con-
sidered, and outputs of the trajectory were saved every
5000 steps. A distance cutoff of 12.0 A was applied to short-
range, non-bonded interactions, and 10.0 A for the smothering
functions. The charge in the surrounding of the DNA molecule
was estimated by subtracting the total number of chlorine
ions from the total number of potassium ions inside a
cylinder that extends 3 nm in the radial direction beyond the
radius of the DNA. The direction of the electric field is
considered as the axis of the cylinder and the top and bottom
bases are located at the top and bottom of the molecule. The
charge in the surrounding of the molecule is fitted with an
exponential decaying function y0 + Ae−t/τ, where y0 is the value
considered for qs.

As shown in Fig. 3 and 4, different cylindrical particles with
surface charge density Σ = 0.0275 and 0.11 C m−2, lengths
L∈{11.22, 22.44, 33.66} nm and radii a = 1.185 nm were
immersed in the axis of a nanopore of radius rp = 20 nm and
length Lp = 60 nm built inside a 2D axial-symmetric geometry
(cylinder) with a length of 460 nm and a radius of 200 nm. The
solvent used was KCl and the ionic strength was varied from
0.1 mM to 1 M. The relative permittivity of the electrolyte ε is
80. A voltage drop was imposed between the inlet and outlet of
the simulation domain, leading to field amplitudes E∞ which
were varied from 8 kV m−1 to 8 V nm−1. The coupled Poisson–
Nernst–Planck (PNP) partial differential equations were solved
with zero charge and no flux along the nanopore and cylinder
walls and fixed concentrations of C∞ at the upper and lower
walls of the box. No flux is also imposed on the walls of the
DNA molecule. The diffusion coefficient of both ions was cal-
culated as D = 2 × 10−9 m2 s−1. The DNA molecule was moved
along the axis of the box in increments of 5 nm (1 nm when
the molecule is either partially or completely inside the pore)
and the ionic current is measured in each step by integrating
the current density i = F2E(C+ + C−)(D/RT ) − FD(∇C+ − ∇C−)
along the cross section of the pore. In total 160 113 axisym-
metric triangular elements with 81 864 vertices are used for
the simulations. The mesh is refined near both the edges of
the molecule and the nanopore to capture the BL.
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