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We present numerical methods for a system of equations consisting of the two dimensional Saint-Venant
shallow water equations (SWEs) fully coupled to a completely generalized Exner formulation of hydro-
dynamically driven sediment discharge. This formulation is implemented by way of a discontinuous
Galerkin (DG) finite element method, using a Roe Flux for the advective components and the unified form
for the dissipative components. We implement a number of Runge-Kutta time integrators, including a
family of strong stability preserving (SSP) schemes, and Runge-Kutta Chebyshev (RKC) methods. A brief
discussion is provided regarding implementational details for generalizable computer algebra tokeniza-
tion using arbitrary algebraic fluxes. We then run numerical experiments to show standard convergence
rates, and discuss important mathematical and numerical nuances that arise due to prominent features in
the coupled system, such as the emergence of nondifferentiable and sharp zero crossing functions, radii of
convergence in manufactured solutions, and nonconservative product (NCP) formalisms. Finally we pres-
ent a challenging application model concerning hydrothermal venting across metalliferous muds in the
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presence of chemical reactions occurring in low pH environments.
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1. Introduction

Discontinuous Galerkin finite element methods for modeling
coastal, oceanic and inland flows have substantially matured in re-
cent years [18,20,32,44,46,59,68,69]. Among the many modeling
challenges that the physics of these models impart to the mathe-
matical and numerical subsystems, is the question of how one
should appropriately represent and couple sedimentary transport
that is driven by the dominant flow properties of the associated
hydrodynamic wave characteristics [12,23,37,46,56,57].

The first challenge that presents itself might be said to exist at
the level of the morphodynamic geophysics of the sedimentary
transport representation. In this area, the general theoretical
underpinnings lie in the form of the Exner equation
[15,49,63,64], which can be viewed as a simple balance law for
the conservation of mass in fluvial processes. For layered bathy-
metric bed loads b;, where i < ¢ corresponds to layer i of the possi-
ble ¢ strata in the sedimentary structure (i.e., multiple phases),
these equations satisfy the seemingly straightforward ¢ conserva-
tion laws, d;b; + V- q; = 0 for every positive i < ¢, when diffusive
forces are neglected (note that we use V, to denote the spatial
gradient).
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This superficially simple conservation law, it turns out, is any-
thing but simple, as the discharge fluxes g; end up being not only
highly nonlinear functions of the state space, but in fact highly
irregular mathematic objects that take on different mathematical
forms for different types of sediment (e.g., the stratigraphic granul-
ometry of the bed), different grades of bed slopes, different interac-
tion strengths between the hydrodynamic forcings in the systems
— for example, mudslides, debris flows, avalanches, flowslides,
sturzstrom, sleeches, sullage, gyttja, etc. — and so on [21].

This complicated array of “bed evolution types and forms” leads
to a delicate framework for the strongly coupled system of partial
differential equations in question. For example, when coupling the
Exner-type models to a set of shallow water equations, it is not
clear if the generalized transported quantity (Vy - g;) has a hyper-
bolic signature and should be treated as a primarily advective
operator, or whether it has a strong nonlinear elliptic signature
that transform its basic behavior, etc. Of course this question can-
not be answered in the generalized setting. Moreso, as we discuss
below, the situation is substantially more delicate even than sim-
ply trying to determine the signature behavior of the system of
equations, as the discharge functions are in most common repre-
sentations given by nondifferentiable functions.

Regardless of the mathematical features of these solutions, the
underlying geophysical theories are carefully and thoroughly de-
rived and represent often times extremely accurate empirical mod-
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els tracking sedimentary evolution in specific morphodynamic
contexts [11,21,51,52,66,70]. Moreover, the uncoupled shallow
water equations, which have a relatively solid mathematical foun-
dation, introduce a number of their own delicate features into the
system; such as nonconservative products arising in the predomi-
nantly hyperbolic convective subsystem. This nonconservative
product formulation that arises in the classical derivation of the
most standard form of the shallow water equations, has been thor-
oughly studied and is known to present quite subtle features into
the numerical solution space of the shallow water hydrodynamics,
even without any sedimentary coupling.

In this analysis, we present a strongly coupled solution to such
systems of sedimentary flow that are being primarily driven by
shallow water hydrodynamics. In our approach, we assume a “lin-
earizable” form for the advective flux, such that the resulting Jaco-
bian matrices of the system are computationally and algebraically
“well-posed,” inasmuch as it can be cast into forms with nonsingu-
lar functional representations. When such systems exist, we derive
the eigenproblem of the fully coupled and fully generalized multi-
component two-dimensional system in its most general form.

This analytic decomposition of the problem into advective and
diffusive subsystems is then used to recast the solution in its dis-
crete form. We project the system of equations into a discontinu-
ous basis, and utilize a Roe flux formulation to arbitrary order
accuracy. We should note that recent work [46] was performed
in this general direction, where the solution was restricted to third
order accuracy for only the Grass equation and where a slightly
more diffuse Harten-Lax-van Leer numerical flux was imple-
mented. We additionally utilize the unification framework of Ar-
nold, Brezzi, Cockburn and Marini [3] for our solution to the
parabolic subsystem, and implement a family of strong stability
preserving Runge-Kutta (SSPRK) and Chebyshev (RKC) time dis-
cretization schemes [58,65] to recover potentially truncated eigen-
modes in the discrete solution space.

Finally we show some numerical test cases of the fully coupled
system. First in Section 4 we perform an ideal test case to demon-
strate the expected convergence rates and orders that the system is
expected to satisfy. Then in Section 4.2 we discuss some of the
important underlying subtleties that the ideal test case sufficiently
conceals. Namely, we discuss the delicate balance between trunca-
tion error, sharp analytic zero crossing functions with steep gradi-
ents, path convergence, slopelimiting, and model formulation. In
Section 4.3 we present a standard validation example of the con-
vergent channel problem. Finally in Section 4.4 we present an ide-
alized hydrothermal vent application model. Here we couple the
morphodynamic shallow water system to a chemically active ki-
netic model for shallow water systems, and explore its behavior
when venting concentrated protons in the presence of pliable met-
alliferous muds.

2. General governing equations

We are primarily concerned with the two-dimensional Saint-
Venant system, sometimes referred to as the two-dimensional
shallow water equations, fully coupled to a generalized form of
the Exner equation for sedimentary transport that comprise the

following coupled nonlinear system over the domain
(t,x) € (0,T) x Q, for x = (x,y) and Q C R?,
8tH + VX q = 07
1
G+ V- <q®u+§gH2> =gHV,b + Vi- (nV.q) +, (2.1)

atbi + Vi ¢~Ii - V- (Dvai) =0,

where q = q(t,x) is chosen to satisfy a fairly general and inclusive
flux formulation for the sediment discharge q = q(H, q,b), with the

momentum flux q = Hu. The total height of the water column
H = H(t,x) is a linear combination of the bathymetric bed load
b = b(t,x) with layered strata b = ";b; and the free surface height
{ = {(t,x), such that H = { + b; g is the gravitational constant, 7 is
the eddy viscosity tensor (often treated as a constant n € R"), and
D the sedimentary eddy viscosity tensor (also often treated as a
constant D € R*). The remaining source term S = S(x,t) accounts
for all remaining first order forcings in the system, and often, such
as when S contains the wind forcings in hurricane storm surge mod-
els for example [10,19], is the dominant term. Note that below
when we write b and its corresponding flux in the Exner equation
with no index, we mean to restrict to the case of the single stratum,
l:=1.

Now, let U = ({,Hu,b)" be the state vector of the system (see
below, we will use this state vector U and U = (H,Hu,b)" inter-
changeably by way of (3.15)), and
F=F(U) = (Hu,Huo u +1gH’, i])T the nonlinear flux. For the sin-
gle layer ¢ = 1 this can be split into components and written in ma-
trix form as,

uH vH
Hu + 1gH? Huv
Huv  Ho* +1gH?
0x ay

F=(ff,)= (22)

where we have let the components of the velocity vector be
u = (u,v), and ¢, and q, denote the abstract x and y components
of the sedimentary flux vector q.

The formula that the discharge equation q takes can be quite
complicated, so much so that frequently one comes across fluxes
that lead to ill-posed Jacobian matrices. For example, consider
the standard Grass equation, where q—=A,H '|H 'q|"'q, for
Ag.m € R, where Ay = Ag(s?/m) is a constant factor that includes
the prefactor 1/(1 — ¢), for ¢ = ¢(¢) the layer specified sediment
porosity. Then as q, = Hu and g, = Hv, when m = 3 the flux com-
ponents can be algebraically balanced over x and y,

uH vH
Hu? +1gH’ Huv
F=(fufy)= Huv HY + 1gH?
AH (@2 +1aka, +3a2a,) AH > (a) +16a, +10,a2)

23)

Setting q, = (g2 +342q, + }a2q,) and o, = (g3 + 1424, +1q,a2 ) the
Jacobian matrices then satisfy the following two equations, first in x

0 1 0 0
. gH —u? 2u 0 0
Ty = ny —uv v u 0
“3AH e AHT (362 +a.4,+ %) AHT(5+q,0.) —3AH
(2.4)
and then in y
0 0 1 0
—uv v u 0
Py =nyl oy 42 0 20 0
“3AH e, AHP (Y +a,4) AH(3¢+4,0,+Y) -3A4H ",
(2.5)

This is an algebraically well-balanced formulation (i.e., there is no
first order singular behavior in the Jacobian representation, and
there is algebraic symmetry relative to x and y) even if, as we shall
see below, this formulation is largely driven by stiff nonlinear forc-
ings. However, it should be noted that even for the fairly common
Grass equation, the Jacobian terms can lead to singular behavior,
e.g., signum functions, Dirac delta functions, etc. For example, con-
sider the simple constant in y vector field q = (x,0). Then when
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m =2 and A, = 1, one obtains the vector field § = H '|[H 'x|x, such
that 9,q is formally nondifferentiable at the origin. These concerns
take on a significant practical precedence numerically, and lead to
the necessity of linearization about the formal flux in order to
achieve a stable and robust numerical method.

Though the Grass equation [21] demonstrates first order differ-
ential instabilities, it still might be viewed as one of the simplest
of the possible forms that the classical Exner fluxes take, and also
one of the relatively more “regularized” forms. For example, there
is also the Meyer-Peter & Miiller equation[14,21] for median grain
diameter flows in rivers and channels with gentle slopes (i.e.,
slopes less than 2%), which is given to satisfy

2
q = Agsgn(u) <C1 +0 #) (2.6)

for ¢y, ¢, € R constants and R = R(H) the hydraulic ratio. Note that
in these equations, we assume g2 := |q|>. Furthermore, this formula
demonstrates rudimentary functional irregularity with the (mathe-
matically) alarming appearence of the signum function sgn(u) con-
taining a zeroth order discontinuity at the origin. The appearence of
the signum in (2.6) is nothing but an empirical representative of the
componentwise directionality of the water-particle semi-excursion
in the bed layer [14,48], yet, from a mathematical point of view
introduces jumps in a vector field where zero is frequently achieved
(for example, in a tidal vector field that oscillates through two
opposing directions). In this sense then, sgn(u) is a vector valued
function, and can be computed as sgn(u) = (sgn(u), sgn(v)).

In cases such as (2.6) it is frequently easy in practice to replace
the signum function with a smooth analogue, such as the hyper-
bolic tangent, and thus completely sidestep the question of math-
ematical irregularity at the outset. These type of “easily adjustable
representations” appear in many popular bed transport formulas,
such as the Ferndndez Luque & Van Beek equation [21], the Nielsen
formula [48] and even the Bagnold equation for wind saltation, that
all demonstrate comparable “adjustable” irregularity to the zeroth
order. The van Rijn equation [60-62], in contrast, is a fractional
polynomial equation in H,u and R (i.e., functions comprised of lin-
ear combinations of fractional monomials of any degree d € R), and
as such displays relatively greater nonlinear regularity with re-
spect to its arguments, than do many other formulas.

An example of a more modern approach to sediment transport
is provided by the Restrepo sand-ridge evolution model [51,52] for
fully differentiable data. Here we are tasked with solving a coupled
system of empirically determined auxiliary equations, first for by,
and then, to second order for example, for b, i.e.,

dtbo + CoVxbo = C1bo + ¢, and  9b + byVb = ¢1b +%be§

and so forth to arbitrary asymptotic order. The frozen terms cy, c;
and ¢, serve as parameters here, and represent time-varying wave
characteristics from the eigendecomposition of the flow-coupled
variables, H and ¢, and for accuracy require spectrally resolved
short-wave dispersion models. Of the many notable features of
the model, one of its most important is that it is designed to recover
the semiperiodic dynamic dendritic sand-bar formations observed
in coastal sand-ridges, while additionally preserving a zero mean
slope condition throughout the domain.

Another important and prevalent approach that sidesteps many
of the complications that the above models introduce, are those
driven almost entirely by accumulated empirical relations, such
as the Universal Soil Loss Equation (USLE) in use in the sediment
retention model used by the U.S. Department of the Interior, the
National Aeronautics and Space Administration (NASA), the Soil
Conservation Service of the U.S. Department of Agriculture, the
Association of American Geographers, and the International Geo-
graphical Union [2]. These models are quite dynamic in the range

of features they can address, though they remain largely driven
by large datasets of experimentally determined constants, such
as large datasets of land use and land cover (LULC) maps, which,
though appealing from physical arguments and validation studies,
make them relatively difficult to perform careful code verification
on, as the error ranges in the empirical datasets end up eclipsing
the measurable error bounds in the deterministic features of the
continuum models. Likely these empirical models coupled to, for
example, parameter estimation methods [7] in such a way as to
quantify the stochasticity in the parameter variation, could lead
to powerfully predictive methods with stable theoretical
underpinnings.

Nevertheless, for the remainder of this paper, we will work on a
formalism that assumes that q conforms to a conventional Exner
formalism, and moreso can be linearized about a well-formed Jaco-
bian. In the general formulation, the Jacobian matrices can then be
written in terms of the split components I'' = T" (u) = (Juf ), rela-
tive to the decomposition of the wunit outward normal
n = (n,,n,), such that generally the x-component Jacobian for any
such coupled sediment system is given to satisfy

0 1 0 0
H—-u?> 2 0 0
rn—n | & 2.7)
—uv v u 0
8de 8Huéx 8Hv(jx 8qu
and the y-component to satisfy
0 0 1 0
—uv v u 0
I'y — 2.8
fly =Ty gH-v* 0 2v 0 (2:8)
aqu aHuqy aHv(]y 8bdy

The resulting eiogendecomposition of this problem, which is used
for implmentation, can be found in detail in the appendix.

Finally, let us just mention that the Exner equation is not so
much an equation in the standard sense of the word, as it is a fam-
ily of equations indexed not only by sediment layers i < ¢, but also
by the discharge laws ¢;. In this way, in order to perform the stan-
dard analysis over the complete system (2.1) (for example, com-
puting an LP-stability result on the system) we, in principle, must
work over the entire category of functions satisfying the empirical
laws q;. Since the Exner equation is the functorial object that asso-
ciates the category of solutions of b; to the category of functions q;,
it is perhaps most appropriate to view the Exner equation as, in-
stead of a specified equation, rather the functor that connects the
objects of these two categories to each other.

3. Numerical formulation
3.1. Computational numerics

We recast (2.1) using the state vector U and convective F and
diffusive G fluxes from Section 2 as

U:; +F,— G, =g, given initial conditions Uy_o = Uy, (3.1)

with Robin boundary constraints,

aU;+ VyiUi(di-n+ci- 1) —f; =0, on dQ. (3.2)

Here we have defined the viscous flux matrix as G = G(U, U,) with a
general source term g = g(t,X) = (g;,...,&,), where x ¢ R?> and
t € (0,T). The vectors a,d,c and f are comprised of the four func-
tions, @ =a;(t,x),d; = di(t,x),ci =ci(t,x) and fi=fi(t,x) for
i=1,...,4, where n = (n..n,) denotes the unit outward pointing
normal, and 7 = (14, T,) the unit tangent vector.
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We utilize the unified auxiliary flux formalism of [3] for the par-
abolic subsystem, so the auxiliary variable X allows for (3.1) to be
recast as

Ut""Fx_Gx:ga

with G = G(U, X).

Let us discretize our domain Q. Consider the open set Q c R?
with boundary 6Q, given T > 0 such that 9r = (0,T) x Q. Let T}
denote the partition of the closure of the polygonal triangulation
of Q, which we denote Q, into a finite number of polygonal ele-
ments denoted Q., such that 7, = {Qe,,Qe,,..., e, }, fOr ne e N
the number of elements in ;. Here and below the mesh diameter
h is chosen to satisfy h = min;(d;) for the distance function
d;j = d(x;,x;) and elementwise face vertices x;,¥; € 9Q. when the
mesh is structured and regular. For unstructured meshes we pro-
vide a range and average over the mesh.

Now, let I'; denote the face shared by two neighboring ele-
ments Q, and Q, and fori ¢ I C Z* = {1,2,...} define the index-
ing set r( ) = {j eI:Q is a neighbor of Q}. Let us denote all Q,
containing the boundary 0, by S and lettlng
Iscz” ={-1,-2,...} define s(i) = {j € Iy : §; is a face of Q,} such
that Iy =S; for Q. €Q, when S;edQ,,jelp. Then for
&; = r(i) Us(i), we have

UTs-

0Q, = | JTy, and 0Q, NoQy =
JEE() jes(i)

and X =U,, (3.3)

We are interested in obtaining an approximate solution to U at
time t on the finite dimensional space of discontinuous piecewise
polynomial functions over Q restricted to 7, given as

Sﬁ(QmTh) = {U : U‘Qei (S Pp(Qei) VQe,- € Th}

for PP(Q,,) the space of degree of (at most) p polynomials over Q..

Choosing a set of degree p polynomial basis functions
N, € PP(Q,,) for p=1,...,n, the corresponding degrees of free-
dom, we can denote the state vector at time t over Q.,, by

ZU L(x),

p=1

Upp(t, %) Vx € Q. (34)

where the N;'s_are the finite element shape functions in the DG set-
ting, and the U;J's correspond to the unknowns. We characterize the
finite dimensional test functions

Uip, Wiy € WE9(Q1, T), by #p(x and  wy,(x)

- SN

p=1

- Zwm ©

=1

where 2/ and wi are the coordinates in each Q,,, with the broken
Sobolev space over the partition 7, defined by

W (Qy, Th) = {0 : 0, € WHI(Qg) VQ;, € Th}.

Thus, for U a classical solution to (3.3), multiplying by »;, or
wy, and integrating elementwise by parts yields the coupled
system:

d

— U- vhpdx+/ (F - vpp) dx —
dt in Ql’i QP:

F: v/Pdx
_ / (G- vhp)xdx + G: vf}”dx = / Unp - gdx,
Q, JQ 2;

U:wdx =0, (3.5)

Q,

/ Z~whpdx—/ (U - wy,), dx +
Qei QEi

where (:) denotes the scalar product.

Now, let n;; be the unit outward normal to 0Q,, on I'y, and let
vry and vy, denote the values of v on I'; considered from the
interior and the exterior of Q., respectively. Then by choos-
ing componentwise approximations in (3.5) by substituting in
(3.4), we arrive with the approximate form of the first term of
(3.5):

d d
a /Qﬁ Upp - vppdx = i s U vypdx, (3.6)

the second term using a convective numerical flux @, by

Di(Unpr, . Unplr, Up) = Z/ PUip|r, Unplr» my)

’ vhp|rvd5
/ Z - (1), pr, A 3.7)
Ty =1
and the third term in (3.5) by,
Oi(Upp, Vip) :/ Fy,: vPdx~ [ F:odx. (3.8)
Q, Q,

The remaining source term is then given by

Hil&py: Vip) = /Q Vi Zpllx ~ A Dy - X, (3.9)

€ €

The numerical flux @ is constructed for the purposes of this study as
a Roe flux ®ree [53] using the eigendecomposition from§2. Note that
the source term g in the momentum equation contains the non-
conservative product, gHV,b. This fact has a nontrivial impact on
the behavior of the hyperbolic subsystem. Most notably, the fi-
nite-time formation of discontinuous solutions in the bed b leads
to non-unique paths in the weak formulation of the non-conserva-
tive product. Let us reserve this nuance for the discussion in §4,
while here we proceed by characterizing the standard Roe flux
formalism.

First we need some definitions. The standard jump condition,
relative to the traces on the edges, is given by
([wmp]] = Pplr, — Vhplr,- We further make use of the following diag-
onal matrix

Il 00 0

0 & 0 0

0 0 sl 0 |

0 0 0 gl

as well as the set of Roe-averaged “state variables” wgee, and the set
of Roe-averaged “derived primitives” vgee of the state variables wy,

(such as the velocity which is derived from the state momentum
and column height, g, = Huy), respectively as

Al =

1
WRoe = j (Whp|1-v + Whp|1'ﬂ)7 and URoe

1 ”hp‘r,»j vV uhp‘r,.j + Uhp‘rj,- vV uhp|rji
2 VUl + /Unplr, A

Then the Roe flux @y, is defined by

1(3 1
Droe =5 <’21:(th)1 : (”ij)l”hp|r,,> 5 (VRoe|ARoe\VRoe) [Unpll;
where each matrix (°)g,. indicates a linearized form of the corre-
sponding matrix expressed in terms of the Roe-averaged variables.

Next we approximate the boundary diffusive term of (3.5) using
a generalized diffusive flux G such that,
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Gi(Znp, Unp, Unp) = Z/ g( th|r‘vzhp|rj,»7uhp‘r,-jsUhp|rj,.7"ij)

JEE()

“Upplr, dE ~ Z / - (1), Onp|, dZ, (3.10)
JeE(®) Ly 121
while the second diffusion term is approximated by
/\/i(Ehp,Uhp,vhp) = / th : vﬁpdxz G: l’ilde. (311)
I I

For the auxiliary equation in (3.5) we expand it such that the
approximate solution satisfies,

<

Qi(fl,):hp,Uhp,whp,wﬁp) :/ th~Whde+/ Uhp :wf}”dx
Q

=Y [ Uil Uiy, Wiglr, my)d=. (3.12)
where,
ZZ/ UUhp|ri,vuhp|1'ﬂ7"Vhp|rijv"ij)dE
iel je&(i)

sz/ Z - (ny) Wiy dE

iel jeE(i) Uy 1=1e
given a generalized numerical flux U, such that

/ th-whpdxz/ L wydx, and Uy, - wiPdx
Qei

Qe; Qe;

~ U- Wi'p dx.
Q,

Combining the above approximations and setting X = ZQB er, Xis
while defining the inner product

(@ b)y, = > / al, - byydx,

Qei S i

we arrive at our approximate solution to (3.3) as the pair of func-

tions (Up,, Zpp) for all ¢ € (0,T) satisfying: The semidiscrete discon-

tinuous Galerkin formulation

a) Uy, € C'([0,T);SP), Zyy €SP,

b) & (Unp, Onp)q, + P(Unp, Vhp) — ©(Upy, Vip)
_g(zhp’ Uhp7 vhp) + N(th Uhp-, vhp) =

C) Q(ﬂw Ehm Uhp-, Whp7 wﬁp) = Os

d) Upy(0) = U,

H(ghp7 Upp ) ’

(3.13)

where Iy, is a projection operator onto the space of discontinuous
piecewise polynomials Sf. Below we utilize the standard [*-projec-
tion, given for a function f ¢ € L2(QE[) such that our approximate
projection f o, € L*(Q,) is obtained by solving, Jo. F ontnpdx =
Jo, £ ovmpdx. l

'Before moving to the fully discrete form, we note that a com-
mon feature of shallow water models is that whenever the
bathymetry b is independent of time, the mass conservation
equation from (2.1) naturally takes a form that can be written
only in terms of the free surface {. As such, many codes are writ-
ten utilizing the state vector U = (¢,q,b)" rather than the state
vector U = (H,q,b)". In such a case, one can easily recover the
state vector U= ({,q,b)" by utilizing the following trick.
Neglecting viscous and source terms for the sake of transpar-
ency, notice that we can rewrite the mass equation after multi-
plying by a test function and integrating as

& fgei Unp (Chp + bip )X + eri Unp Vi - qrpdx = 0

. . ) (3.14)
a@ ./QEi Unpbrpdx = — jﬂei Unp Vi - qdx,

such that by substitution we equivalently have:

4 fgei UnpCipdX + Jo Unp Vi - (Gp — qp)dx = 0 (3.15)

% /Q vhpbhpdx == /Q 7/hpvx ' fldx

This is a convenient way of adapting legacy solvers that have built-
in static bathymetry, since now all that needs to be updated to
move to the dynamic bathymetry model along are the adapted
forms that the fluxes take.

The discretization in time follows now directly from (3.13),
where we first employ a family of SSP (strong stability preserving,
or often “total variation diminishing (TVD)”) Runge-Kutta schemes
as discussed in [54,55]. That is, for the generalized SSP Runge-Kut-
ta scheme we rewrite (3.13b) in the form: MU, = £, where
U = (Uy,...,Up) for each element from (3.4), where £ = L(U,X)
is the advection-diffusion contribution along with the source term,
and where M is the usual mass matrix. Then the generalized s stage
of order y SSP Runge-Kutta method (denoted SSP (s, y), SSPRK (s, ),
or RKSSP (s, 7)) may be written to satisfy:

v =u",

v = ii(oc,»,u’ n Arﬁ,-,M”cf), fori=1,....s (3.16)
U :r:((;(s)7

where £" = L(U",X) = L(U", X', t" + §,At) and the solution at the

n-th timestep is given as U" = Uy_» and at the (n + 1)-st timestep
by U™ = Uj_pm1, with t"*1 = t" + At. The o;; and f;, are coefficients,
and the third argument in £" corresponds to the time-lag complica-
tion arising in the constraints of the TVD formalism. That is

= 370ty Where p, = /31r +3! 1 M0, where we have taken
that o > 0 satisfying Z, Ooc,, =1.

To recover the optimal thin region stability (see [58,65]) we
alternatively adopt the finite damped RKC method of second order,
where (3.16) is replaced by the RKC algorithm. In contrast to the
SSPRK schemes where the stage expansion is used to thicken the
stability region along the admissible imaginary axis while reducing
the number of stable negative real eigenvalues along the real axis,
in the RKC methods the stage expansion is used to lengthen the
stability region along the real axis, as discussed at length in [58].
Such temporal discretizations can always be performed, but in
the explicit methodology the timestep restriction often becomes
too severe to efficiently model realistic systems.

Our examples in this paper will all be given in the context of the
discontinuous Galerkin shallow water code described in [9,18,33-
36,46,59], which employs a fully coupled system of (3.13). For
the polynomial basis we choose the hierarchical Dubiner basis,
and our meshes are comprised of triangular elements. Also, please
note that due to the proliferation of variable indices, we will fre-
quently drop the (-),, subscript below, especially when it is clear
from the context that the discrete solution is the object of study.

3.2. Implementing generalizable strategies

The code is implemented using an optimized Fortran code (both
Fortran 77 and Fortran 90) built around the aforementioned discon-
tinuous Galerkin shallow water code described in [9,18,33-
36,46,59]. The primary features added to this code include a fully
parallelized implementation of the system outlined in §2 and
§3.1. In order to work over a “generalized” form of the Exner equa-
tion that relies on solving Jacobian-based Reimann problems, the
numerical implementation has to be made “algebraic.” In other
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words, in order to solve a fully coupled Reimann solver at the edge
boundaries of each element relative to “any” algebraic Exner form,
we must be able to pass around variables as either algebraic sym-
bols (i.e., logical tokens) or as type-specified Fortran variables.
Along these lines, we choose to implement a Python-based pre-
processing wrapper in order to exploit Pythons advanced (though
relatively simple) computer algebra capabilities. In this way we
are able to feed in the “form” of the Exner equation in a parameter
list at the beginning of the simulation. For example, assuming the
Grass equation is satisfied for m = 3, we can merely load the follow-
ing two character strings with respect to a splitting over the “Roe
variables,” ({roe, Proes Groe):
while the prefactor coefficient A, is loaded as a separate parameter.

4. Example systems
4.1. Convergent solutions

In order to test the numerical convergence of (2.1), we construct
a pair of manufactured solutions over the two dimensional domain
[-0.5,0.5]°. First we assume vanishing viscosity and sediment dif-
fusion, such that (2.1) becomes:

OH + V- (Hu) =S,
8:(Hu) + Vy - (Hu@u—&-%gHz) = gHV,b+S,, (4.1)
8[b+vx-q=53,

(ZEROE + bedOE) + % — 3 + ((QXgOE) * 3 +1/2 # ((QXzOE % #2) * QYROE + (QYROE % +2)* QXgOE))
(ZEROE + bedgOE) + * — 3 « ((QYROE) * 3 +1/2 * ((QYROE % #2) * QXgOE + (QXzOE % +2) * QYZOE))

This string is then read into a Python function parser, where
we utilize Python’s built-in SymPy (symbolic Python) library to
compute the corresponding Jacobian matrices in the x and y
components for any algebraically well-formed Exner construc-
tion. These matrices are then stored as character strings and sent
to two files; again in x and y, respectively. Finally, the character
strings are loaded into Fortran and tokenized using a Fortran
function parser that converts the character strings back into
bytecode. It is then trivial to evaluate, for example, the eigen-
value summation (i.e., dot product) ¢, = 9,q-n, as well as to
construct the eigenvector matrices, etc.

In order to parallelize the tokenization, the n MPI processes
must independently initialize the algebraic subsystem (e.g., load
SymPy using a local script). This is done only once for the first
timestep of the computation on each parallel subdomain, which
effectively globally tokenizes the “algebraic form” of the system
for the remainder of the simulation. It should be noted, the alge-
braic differentiation, even for a complicated Exner form, is extre-
mely fast (e.g., requires minimal computational cost) relative
even to the adjacent preprocessing steps. What this accom-
plishes is a fast, or essentially computationally free, way of
implementing a versatile and general form of the coupled Exner
equation in order to accommodate a large array of “algebraic
types” in layered sedimentary transport. In this way, we are able
to avoid restricting to a single representational form of the equa-
tions beyond selecting a parameter input setting, or possible a
linearization and/or mollification/smoothing of the Exner flux
formula. This formalism can also be extended to “domain-depen-
dent sediment modeling,” where the particular Exner form cho-
sen can have a spatial or temporal dependence (a type of
mortaring),

q= {fl‘glx(o‘rl)7fl|gzx(o,rz)7 ..}, for T= UTi and Q= UQ,«A
i i

For example, when mudslides or sturzstrom occur near coastal re-
gions due to strong storm surge forcings such as wind and rain in
one domain Q; at some time point T;, while in areas of deeper
water Q, simpler and more mild forms of the Exner equation can
be maintained over long timeframes, e.g., Vt € T.

where the source terms Sy, S,, and S; are chosen to satisfy the man-
ufactured system.

Now, as a simple test, let us assign the following analytic
solution:

H=Hy, q=w(y,—X), b=bo+fwcos(t), (4.2)
where { = H — b and f = e-¥-¥*)/9_ Here we set @ = 0.001, @ = 0.01
and ¢ = 0.02, and use q = A.q in place of the Grass equation. The ini-
tial water column is Hy =9 and by = 5. Multiplying this through,
and noticing that 9;H and 9:q both vanish by construction, then
we only require the source term, S; = —@f sin(t) in order to test
the convergence properties of the numerical method. Here we as-
sume the natural Dirichlet boundary conditions — where as the
Gaussian function f approximately vanishes to machine precision
on the boundaries, is set to constant values of by and {, = Hy — by
at the boundary. The fluxes at the boundary are given by transmis-
sive conditions o0, = qloo,-

Let us note here that the reason for choosing the Gaussian func-
tion f is that both its gradient V,b|,, ~ 0 and its value b|,, ~ 0
approximately vanish at the boundary. The effective consequence
is that then the boundary error is screened from polluting the con-
vergence rate. The issue of weakly imposed, or L~, first order
boundary layer formation has been extensively addressed in
[40,42].

As seen in Table 1, the error is well-behaved for this simple
example problem. It should however be noted, that even in this
highly idealized setting, the bathymetric jumps [[bs,]] across inte-
rior cells are far from zero even prior to the first timestep, and even
though the initial conditions are quite smooth. This is of course due
to the truncation error in the L*-projection onto a discontinuous
polynomial basis. In fact, this feature of the basis introduces some
subtleties into the solution space whenever the non-conservative
product takes precedence, which we discuss next.

4.2. Nuanced analytic behavior of solutions

Now let us consider a more complicated manufactured solution,
and take the opportunity to address some of the subtleties that
underlie the full system. In this section our aim, rather than revis-
iting the strict convergence behavior already shown in §4.1, is to
expand our understanding of the space of admissible coupled sed-
imentary systems that (4.1) subsumes. As our goal is to develop a
robust and accurate model for a generalized system, we recognize
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Table 1
Here we show the L?-error and convergence rates of the simple analytic model from (4.1) and (4.2) using SSP (6,4) and At = 1.e-5. The * denotes the pre-asymptotic p-convergent
behavior.

e p-convergence p [2-error (brp) ! Rate p 12-error ( Bip) !
,;:\;}\T:;\V p-convergence| 1 6.42x 1078 16 - 1* 6.42 x 108 16
~-18 ‘\\?f:x —linear fit i 1 153 x 108 32 2.06 2 173 % 108 16
5 s 1 372x107° 64 2.04 3 9.72 % 10-10 16
3 o = A2 % : 72 x
o 1 8.73x 107" 128 2.09 4 779 x 1011 16
=
™ 22
24 .
1 2 3 4
p

a need to develop an organized sense for the many subtle underly-
ing features present in the system, which, when ignored and/or
understated, can make modeling these coupled systems difficult,
leading to both unstable and inaccurate results. It is in this spirit
that we explore some of the more salient hazards present in the
system, as well as some popular alternative ways of viewing these
types of systems.

As above in Section 4.1 we assume the form of (4.1) and again

construct a second order approximate vanishing boundary treat-
ment, which is just to say that we choose a solution for the model
state vector to satisfy U|,, ~ 0, as well as fluxes that approximate
ViU|,q = 0. Under these restrictions, we assign the following ana-
lytic representation:
H=H, Hu=fwcost(,¢&), b=bo+fwcos(t), (4.3)
where { = H — b,f = et ¥)/%1 ¢ — tanh(x), and ¢, = tanh(y). Here
again we let @ = 0.01 and o¢; = 0.02, but use instead that Hy = 1
and by = 0.5.

Now, let us choose the Grass-like equation for the sedimentary
flux g, but let us assume that m = 1 such that § = A,H'q. Then
multiplying this through yields the following source terms:
Concurrently, consider a slightly adapted form of our system (4.1)
such that the Grass equation with m = 2 reads, § = A;H '|H 'q|q. If

the discontinuous basis, a fairly steep discontinuity relative to the
jump condition [[byy]] (as captured in the large gradients in (4.3)),
as opposed to the example from §4.1 that has a static rotating vec-
tor field with a constant gradient field. Nevertheless q is an analytic
function, which is just to say that it is equal to its Taylor series
expansion locally, or about the origin its Maclaurin series expan-
sion. In fact, all of the initial state variables are analytic functions
of x,y and t. Further note that the initial conditions for the exact
(4.4) and linearized (4.5) fluxes are equivalent.

Naively, we might expect at this point to observe the full p + 1
rate of convergence in our solution space, as our initial conditions
are analytic functions that satisfy manufactured frameworks in
either exact or fully linearized forms. However, observe Table 2.
It is immediately apparent that the “exact analytic manufactured
solution” to our system (4.1) using (4.4) does not converge at the
expected rate. If we perform a Maclaurin series expansion of the
initial condition in u in one direction (i.e., just in x and holding
the y component constant), we can see that to twelfth order, we
have a polynomial of the form:

u=x—(1x10")x+ (5 x 10Hx° — (2 x 10°)x” 4 (4 x 10°)x°
— (8 x 10")x'" + 0(12).

S = @(1 —tanh (x)*)f — 2w tanh(x)xf/c + @(1 — tanh (y)*)f — 2w tanh(y)yf /o,
Syx= —wtanh(x)f sin(t) + 2@? tanh(x)f2 cos (t)*(1 — tanh (x)*)/H,
—4w? tanh (x)*f2 cos (t)*x/(Hoo) — 4w? tanh(x)f? cos (t)* tanh(y)x/(Hoo)
+@2 tanh(y)f2 cos (t)*(1 — tanh (x)*)/Ho + 2AH cos(t)mxf /g, 4.4)
S,y = —wtanh(y)f sin(t) + 2@ tanh(y)f? cos (t)*(1 — tanh (y)*)/Ho '
—4w? tanh (y)*f2 cos (t)%y/(Hoo) — 4w? tanh(x)f2 cos () tanh(y)y/(He0)
+@ tanh(x)f2 cos (t)*(1 — tanh (y)*)/Ho + 2AgH cos(t)myf /o,
S;= —Agmf(2tanh(x)x — 20 + o tanh (x)* + g tanh (y)* + 2 tanh(y)y)/(H> o).

we linearize about the modulus, then (4.4) is the same, except the
third source term becomes:

S = —Ag|H 'q|wf (2 tanh(x)x — 20 + o tanh (x)*

+ otanh (y)® + 2 tanh(y)y)/(H 0). (4.5)
In this section we will refer to (4.4) as the exact solution, and (4.5)
as the linearized form.

One of the first features of these solutions that stand out, is the
sharp dynamic spike in the initial velocity profile near the origin, as
seen in Fig. 1. This particular feature of the solution represents, in

If we construct the Mercer-Roberts plot of this expansion (see the
appendix to [41]), we find that to twelfth order the approximate ra-
dius of convergence for this function is r ~ 0.05 (viz. for low polyno-
mial order the radius of convergence vanishes). For linear basis
functions then, this suggests that to recover this stability disc we
need a minimum of 12 elements to span the interval (0, r), which
on the regular mesh domain [—1,1] implies that we cannot expect
proper convergence for linear elements before we pass the thresh-
old h = 1/228; the first stable configuration, with the expected con-
vergence rate thereafter (notice that this is exactly the behavior we
observe in 2). It is interesting to note that the difference map from
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Fig. 1. Here we show the steep velocity contours of |u| from (4.3) in the upper left, where the vector field is shown in the upper right. On the bottom image the difference map
|brp — bexact| is superimposed over a slice of the velocity profile. All plots were made using h = 1/256 and p = 1.

Fig. 1 is maximized across the boundary of this disc [0,r), and that
we have also found that the type I dioristic energy regularity measure
from [44] achieves a maximum across the boundary of the disc as
well. This illustrates the first analytic subtlety that arises frequently
in sedimentary systems predicated on formulas with sharp zero
crossings (i.e., points in mathematical functions where the sign
changes), which is: far from all fully analytic representations con-
verge over practical ranges of h, or at all over certain subdomains
at fixed orders of p.

Now let us look at the second case (4.5). Here we have the
same conditions on the initial data, but presumably to make mat-
ters worse, our linearization about the modulus |[H™'g| is analyt-
ically ill-posed. That is, the Maclaurin series expansion of the full
flux function is not analytic at all. For example, consider the solu-
tion along the line y=0 in two dimensions, then
G = Oy (AgH™! |H’1qx|qX2l, which is a nondifferentiable function
at (x,y) = (0,0). Nevertheless, the existence of this type I jump
discontinuity at the origin, as we see in Table 2, has no impact
on the convergence rate of the solution, which, it turns out, is
completely saturated rather by the error from the “envelope of
the oscillatory structure” [41] of the analytic function itself, as
expressed in the disc of convergence of the initial conditions
above.

This brings into focus a number of additional nuances of the
system (4.1). First, it should be noted as a general feature of non-
linear systems, our formulation is constructed to handle arbitrary
forms of the Exner flux q and thus we cannot provide a guarantee
that there are no elliptic modes present in the eigenstructure of the
system. Nevertheless, we might be tempted to infer the hyperbo-
licity of (4.1) by linearization, which raises the important question:
“how does one handle convergence of a solution with large local
gradients managed with and relative to transport via nonconserva-
tive products?”

With regards to “large gradients,” the accuracy concern has
been addressed by our two examples above, and really can not
be overstated. Complementary to the accuracy concerns, the stabil-
ity of the solution is addressed by the ubiquitous problem of pro-
viding slope and flux limited solutions in the discontinuous
Galerkin framework [38,43]. We have addressed this problem in
detail in [43], and will primarily defer any discussion in this paper
to our previous work. Let us simply recall that the salient features
of that analysis were that: (1) generic solutions possessing “large
local gradients” often demonstrate first order truncation error in
the discontinuous basis (as further demonstrated in [5]) even when
the solution is only discontinuous relative to the radius of conver-
gence of a smooth function, (2) most slope limiting regimes satu-



C. Michoski et al. / Advances in Water Resources 59 (2013) 95-110 103
Table 2
Here we show the L*-error and convergence rates for both the “exact analytic model” from (4.1) and (4.4) as well as the linearized form from (4.5), using SSP (6,4) and At = 1e-5.
12 p-convergence p L*-error (by,) h! Rate p L2-error (by,) h!
—— p-convergence 1 143 x 1076 16 - 1 1.43 x 1076 16
14 — linear fit I 1 411x1077 32 1.80 2 2.61x 107 16
<= 16/ ] 1 126 x 1077 64 171 3 2.03x10°° 16
% 1 3.91x10°8 128 1.69 4 1.10 x 107° 16
o 18 1 1.09 x 10°¢ 256 1.84 5 1.45x1071° 16
£ -20f 1 269 x10°° 512 2.02 - - -
-22
-24 !
1 2 3 4 5

rate near first order for sharp gradient solutions, even when specif-
ically constructed for higher order accuracy, and (3) solutions with
varying local spectral order are more stably convergent near large
gradients when reducing their local order (i.e., in a polynomial ba-
sis, the local degree).

Nevertheless there exists a second interesting feature in the
context of sediment transport, which is that of how can one ap-
proach or view the convergent behavior in a “nonconservative
product” (NCP) formalism. The standard answer to this question
has been to create “path consistent” schemes that rely on a correc-
tion term to the standard numerical flux [16,46,50]. In the case of
the Roe flux ®g, the nonconservative product form of the flux
®ncp, can be taken to be:

(th)1 ! (nij)1 vhp‘rij = Unc, S|l‘u >0
Sl +51y;

Onep = { Proe — 5.=s,. | Unc
Ji i

(Frp)y - (Mig) Uplr, + Pnc

S|l-i] < 0 < S|l'ﬁ )

S|rﬂ <
with interfacial wavespeeds in terms of the eigenvalues (7.1),
Sir, = min {ming,.ming;, ), and S|,

= max {H?ga‘lxw‘r,j, nigxgﬁrﬁ}

The signature behavior of the correction term is determined by the
inter-element jumps, as v, = %(O,g{th}[[bhp]]nT,O)T, and here we
have just defined the average at the interface by,
{th} = % (thh_xi + th‘m)-

The elementary observation in a nonconservative hyperbolic
system, is that the nonconservative products mathematical behav-
ior is that of a Borel-measure source term relative to an inhomoge-
neous conservation law [16,29,46,50]. This measure does not
inherit the nascent convergence behavior implicit in the standard
conservation law formalism; which begs the question, “when
might we expect these types of systems to actually converge?”
As shown in the recent papers of [1,26,39], the experimental/
numerical convergence of “path-consistent nonconservative sys-
tems” in one dimension, where the precise path is exactly comput-
able, still may not, in general, converge to the exact (i.e correct)
solution. In these cases, the convergence of the “consistent path”
does not uniquely approach the “exact path” in the limit. This
means, of course, that the error about and around local jumps
has a rate of convergence that is predictably nonasymptotic to
the anticipated order, since the path as anticipated by the interior
boundaries is either constant or divergent from the exact solution.
This behavior is seen even when the systems are constructed using

a posteriori entropy consistent methods on the set of admissible
solutions. This is a somewhat disheartening observation, since
the jump conditions [[by,]] are nonvanishing even when projected
over a relatively smooth initial condition.

Though largely beyond the scope of the present paper, it is
worth mentioning that these difficulties in the shallow water
setting have been well-established for some time. What seems
to be a somewhat conventional suggestion, is that the natural
dimensional extension of the Saint-Venant system (2.1) is only
heuristically suitable in systems where the “altitude of the re-
lief” (i.e., the slope of the local bathymetry b) admits only
smooth representations with “relatively small” slopes Vb
[6,8,24,2,30]. By inference then, even just in the case of the Ex-
ner equation representation (nevermind the complications in
the fully coupled hydrodynamic system), this is of course not al-
ways strictly the case, as many popular and common sedimen-
tary flux formulations are in-and-of-themselves presented in
terms of nondifferentiable zero crossing functions, which at the
very least evolve by way of sharp gradient forcings. These func-
tions can be easily smoothed however (even explicitly mollified),
as long as one adopts a flexibility in the approach one takes to
the empirical form of the sedimentary flux representation. This
is a particularly beautiful lesson that the engineering provides
the mathematics.

Moreover, in cases like these, derivations such as ]. Restrepo’s
Sand Ridge model might offer distinct advantages, due to the care-
ful physical arguments that balance admissible bathymetric slopes
before collapsing into smoothly varying sand avalanches with sta-
bilizing viscous terms over characteristic internal wavelengths
[51]. Another general suggestion that seems to have found an audi-
ence in the mathematical modeling community, is to consider
adapted two-dimensional shallow water type systems that are
well-behaved under the extended requisite conditions of the mod-
els (such as when bathymetric slopes become steep) [24]. Inciden-
tally, these new derivations are constructed as to lead to fully
conservative systems, sidestepping the difficulties introduced by
the classical NCP-type formulations in the Saint-Venant model.
They do not, however, come without a cost, as the conserved state
variables are written in terms of, for example, the so-called bottom
profile variable # = —9;b — u - Vb, and somewhat physically non-
intuitive scalar potential functions, such as V = u — 29yb. Likewise,
it is not clear that such strongly coupled models are particularly
well-suited to handle the divergent classes of models arising in
the geophysics underlying the systems; as, for example, is encoded
in the many different forms q takes in the Exner formalism. It is
certainly not ideal (and possibly not even realistic) to have to per-
form a complicated mathematical reformulation each time the
form of q changes.
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At present, it seems unclear what the “best” solution to these
difficult questions might be, particularly with respect to the com-
plex interactions between the underlying mathematics, the
numerical methods, the scientific engineering, and the physics that
all come to bear on the solution to the problem. However, let us
suggest, at present at least, that the upshot of this discussion from
the composite perspective might be summarized as follows:
though it is immediately apparent that numerical jumps in the
solution affect both the path-consistent behavior of the system
as well as introducing truncation error, the following numerical
observation persists in our analysis, and seemingly largely trumps
the antecedent concerns; and that is — NCP formulations generally
do and can converge as seen in Section 4.1 for smoothly varying
bed morphologies when truncation error does not dominate, and
only start to fail to the methods convergence order as the forcings
tend towards numerically steep gradients. From the point of view
of the numerical methods involved, this is an extremely important
observation, that seems to strongly suggest that regardless of
whether the system itself is fully conservative or not, the numeri-
cal method will quite likely become limited by first a TVD-like
principle after projecting the initial state into a discontinuous ba-
sis, and second from error issuing from truncation due to lineariza-
tions in the nonlinear fluxes, long before concerns relating to NCP
path-consistency start to dominate. Thus, unless one wants to use
substantially more complicated numerical techniques to preserve
discontinuities interior to discrete elements or track discontinu-
ities along moving mesh faces (such as in generalized finite ele-
ment methods [4]), being overly concerned with path-
consistency and the error introduced due to the non-uniqueness
of the NCP formalism is likely to lead to somewhat wasted effort
in the generalized application-directed setting. Rather, it seems
that a more productive approach to the problem might be in devel-
oping patching functions between domain-dependent flux repre-
sentations q in the dynamic setting, such that more realistic
application domains can be directly addressed.

4.3. Validation: the convergent channel

Converging channel systems have traditionally been used to
validate morphodynamic processes. We point the reader to [46]
for background in the finite element context, and to [25] for the
original working by Exner to the one-dimensional test bed. For
our example we take nearly the exact same settings proposed in
[46], with a couple of minor changes. As in [46] we set the east
boundary to a vanishing free surface condition { = 0, while the flux
forcing on the west end is g = 5 m/s and chosen to impose a flow
speed of 0.5 m/s on the west and east boundaries, while enforcing
a speed of ~0.87 m/s in the channel’s throat. The north and south
wall boundaries are each set as standard land edge boundaries. The
domain itself is 500 meters from north to south, and 4000 meters
from east to west.

The monolayer bed starts off as uniformly flat, b = 10 meters.
We implement the Grass equation similarly to [46], though instead
of using the coefficient settings in [46], which derive from [11,17],
for simplicity we use the standard Grass equation coefficient rec-
ommended in [21] of A; ~ —3.623 x 10 R"2, where R is the
hydraulic ratio approximated by the height of the approximate
water column H, and the sign convention indicates a bathymetry
measured positive downward from the geiod. The affect of chang-
ing A; moves into subtle and important physics, though has little
impact on the qualitative dynamics of the solution. In fact, the
coefficient A, € (0,1) is primarily indicative of the interaction
strength between the bed and the hydrodynamic forcing at any
particular point in space and time. For larger values, the morpho-
dynamics become strongly coupled to the hydraulic forcings and
the bed evolves more rapidly in those areas, while when A; ap-

proaches zero the interaction strength tends to vanish along with
the evolution of sedimentary flow.

Notice that the geometry we use for the channel is slightly dif-
ferent than that used in [46]. The channel employed here has a
thicker throat with a substantially steeper incline into the throat.
Here the throat from the southern to the northern tip is 300 meters
long, and the curvature of the boundary into the throat covers only
six boundary cells in the coarse grid. This is, in some ways, a more
challenging case than presented in [46], particularly due to the for-
mation and predominance of artificial boundary layers along the
channel curvature (a topic explored in detail in a forthcoming pa-
per [67]).

For the sake of comparison, we run the test case at two resolu-
tions. The coarse mesh is comprised of 635 elements, and the fine
mesh of 2540 elements. In the name of brevity, we test only the
piecewise linear p = 1 solution. To the source term S is included
a bottom friction f, of the form f, = ¢,|lul|> with dimensionless
¢, = 0.0025, while the eddy viscosity coefficient # = 0. The sedi-
mentary eddy viscosity D is set to zero on the first two runs, and
on the second is tested at D = A,/10 with units m?/s. As discussed
in [46] a CFL condition can be estimated for the quasihyperbolic

subsystem, as At < ming, <o, (H/((u -n+./gH)(2p + 1))). Using

this we set At = 0.5 seconds for the coarse mesh timestepping,
and At = 0.25 seconds for the fine mesh timestepping.

In Fig. 2 we plot the results at T =50 days. Our results here
match the standard channel results quite well. It can be seen that
the bed undergoes erosion in the converging part of the channel
due to the accelerating flow field, while accretion occurs in the
divergent throat due to flow deceleration. The erosion and accretion
patterns are not uniform the channel, even in the presence of a uni-
form flow field as discussed in [46]. This nonuniformity is primarily
a ramification of the nonlinearities present in the sediment law, e.g.
Grass’ equation. The different choice of A, does effect the rate of sed-
imentary discharge, but has nearly no impact on the qualitative
dynamics of the flow. This is a notable observation, as A, can become
remarkably complicated (e.g. see [11,17]), and subsequently quite
expensive computationally. We see similar behavior between the
two meshes, as expected, where the fine mesh demonstrates more
resolution about the throat topology, as is common. Finally it is
notable to mention that the solution with sedimentary eddy viscos-
ity D # 0 has the same qualitative behavior at the solution without,
but related results (not included here) have indicated that nonvan-
ishing D can impart a significant relaxation on the CFL restriction.

4.4. Robustness: hydrothermal vents

The application model that we present here, is that of seafloor
hydrothermal vents that frequently develop along submarine land-
forms, such as seamounts, oceanic trenches and submarine ridges.
These structures are of course observed from epipalegic regions
(viz. sunlit or upper subsurface regions) all the way down into ha-
dal zones (viz. deep ocean), where they are more common due to
the relative abundance of upwelling magma in the subsurface.
What characterizes hydrothermal vents from other oceanic chem-
ical seeps (such as brine pools), is primarily their unusually high
temperatures. Hydrothermal vents can approach ~400°C near vol-
canic vents, which of course introduce interesting nonhydrostatic
feature into the thermodynamic systems. These systems are of par-
ticular interest in that they lead to the formation of exotic and del-
icate aquatic ecosystems, that have been used for broad
applications, such as aquatic mining of sulfide deposits, all the
way to quests for understanding extremophile biodiversity (i.e.,
the biodiversity of organisms living under extreme thermody-
namic conditions) and the formation of primitive atmospheres in
understanding the origins of life.
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Fig. 2. Here we show the results from the convergent channel test case. On the left is the coarse mesh, the top and middle is the bathymetry b and velocity |u at T = 50 days,
while the bottom is the same case run at D # 0. The fine mesh on the right corresponds to the same cases at T = 50 days. Note that aspect ratios are not to scale.

It should be noted that we are using a simplified model here.
The main thrust of this section is demonstration of the robustness
of our model regime, and as such, this case should not be viewed as
a validation study. The reason for this, is that in order to justify
using shallow water morphological dynamics to represent hydro-
thermal vent formation, standard scaling analysis is required. For
example, shallow water is a depth-averaged model regime, and
thus whenever the water column is not effectively homogeneous
in both chemical content and water velocity along the water col-
umn, the requisite predicates break down. Thus, for our robustness
test to make any physical sense, we must either assume a shallow
column of water, or assume that a small volume of water “close to”
the vent can be excised from the larger domain in which it is
embedded without significantly altering the relevent dynamics of
the system.

For simplicity, here we simply consider a model hydrothermal
vent at constant temperature, which is to say, we only consider
the region proximal to the vent itself. Our model is meant to elicit
the parameters characteristic of a “black smoker,” which spews hot
plumes of iron monosulfide that leads to its “black smoke” appear-
ance as seen in Fig. 3. The vent velocity is held constant u € R well
below pyroclastic levels, while the bathymetry b and free surface {
vary according to the following chemically active form (see [43,45]
for more background) of the two-dimensional Saint-Venant
system:

0:(Hp;) + Vi - (HBu) — HA; = 0,
O¢(Hu) 4+ Vy - (Hu QU+ %gHz) =gHVb + V- (nV,Hu) + S,

3:b + V- q— Vy - (DVyb) =0,
(4.6)

with mass action law,

A= (V=) <kﬁ'Hﬁ;{r ko [ 5 b>
i=1 i=1

reR
given initial data, Hy = 2,

C0=H0—b07 b0:1+fw7
Bjo=kw for je{1,2},

Uo :fw(éxv ﬁy)/H(h

where all shared variables are the same as in Section 4.1, except for
the fact that there are now two reactive chemical constituents
B; = P;(t,x) for j € {1,2}. These constituents obey the law of mass
action A; = A;(p), with D = 5 = 0.001, while the source term is cho-
sen such that S = 0. Additionally we have set k = e(-¥~¥"/002 3pd
@ = 0.1. The porosity is chosen for the sake of illustration such that
the metalifferous mud p, and seawater p,, densities are approxi-
mate p, ~ p,,. For simplicity we set fully transparent boundary con-
ditions on the domain boundary, such that for any unknown v we
have U, = vlr, with the unit outward pointing normal preserving
direction.

The chemical mass action .4; may also be viewed as a reaction
term in the transport equation where we have neglected the usual
Fickian diffusion to a first approximation, as discussed in our pa-
per. Here, kg, k;, € R™ are the forward and backward reaction rate
constants, and vjfr, vj'; € Z are the corresponding constant stoichi-
ometric coefficients given for reaction r in the reaction space R.
See [13,27,28,45,47] for more details on these basic equations. Fur-
ther note that the mass equation splits into the coupled transport
system,
dH+ Vy - (Hu) =0,

Ofy + - Vi — A = 0. (4.7)
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Fig. 3. Here we show a black smoker from the Mariner vent site in the Pacific
Ocean’s Eastern Lau Spreading Center, reproduced with permission [71].
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As a test bed, we choose our remaining parameters based on the
rainbow vent field located on the mid-Atlantic ridge [22], com-
prised of black smokers. These particular “black smokers” are
hydrothermal vents characterized by mineral and chemical trans-
port across a collection of superheated fissures that materialize
in the form of relatively symmetric mineralized “chimneys” (again,
see the inset in Fig. 3 for example).

As discussed in [22], two important reactions that occur in
these chimneys are iron hydroxychloride formation reactions and
serpentinization reactions [31]. Both of these reactions lead to
large hydron concentrations near the plume center, which have
the effect of generating relatively low pH environments. Two such
reactions are given by:

k,
2MgSiO; (enstatite) + Mg>* + 3H,0 — Mg, Si,05(OH),

(serpentine) + 2H" (4.8)

k,
2FeCl) + 3H,0 —% Fe,(OH),Cl(s) + 3H" + 3CI~

Restricting to the second reaction, the equilibrium constant has
been empirically found to approximately satisfy

Keq ~ [CI][Fe] 2e3PH,

with the measured rainbow vent pH = 2.8,[Cl] ~ 750 mM, and
[Fe] ~ 24000 pM, yielding the forward rate constant k. We rewrite
(4.8),

ki
RNy + Ny 2 95 + 3HT +3C1

with each 9t treated as excess constant bath constituents for pur-
poses of demonstration (note this is chosen for simplicity and due
to the relative stoichiometric weights). This leads to the coupled ki-
netic equations
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Fig. 4. Here we show the evolved metalifferous mud bathymetry and corresponding concentrations [H'] after 1.5 days. On the top we see the RKC solution, and on the bottom

we have the RKSSP solution both at second stage and second order.



C. Michoski et al. / Advances in Water Resources 59 (2013) 95-110

Oy = kg, (W3] 7, fori# ],

which represent the 9,f; = A; part of the second equation in (4.7).
The B’s are measured in molarity, such that the maximal initial
pH determines that max[H''] = 0.01 M. The concentration of iron
rich constituents, on the other hand, are not treated chemically
here, but rather as metalliferous muds that move via the sedimen-
tary aggradation/degradation at the chimney mouth. In this way,
we might view this particular model system as demonstrating the
early development and formation of such a chimney structure from
a seamount initial state.

With this simplified (and possibly unrealistic) setup we are able
to easily track the local oceanic acidification near and around the
mouth of the hydrothermal vent (at least that produced by the sin-
gle reaction pathway we consider). In Fig. 4 we show the proton
concentration around the chimney, which demonstrates how
strongly coupled these concentrations are to the local bathymetry.
Of course, as we have used the Grass equation here, the discharge
flux is largely determined by the local velocity field, which is evi-
dent. All of our examples were run using an h = 1/64 mesh. Further
it is worth noting that both solutions in Fig. 4 are run to second or-
der, but the RKC(2,2) solution exhibits substantially less numerical
diffusion than the RKSSP(2,2) solution. This is entirely expected, as
discussed and shown in detail in [58,65], and is a recurring obser-
vation [45] in Runge-Kutta based DG methods. Finally, in Fig. 5
we show the time evolution of the iron rich mud relatively to the
velocity field forcing using the RKC (2,2) time integrator. The solu-
tion is remarkably stable and robust even under these relatively
strong forcings (no slope limiting has been used here), and serves
to illustrate the potential of the numerical method for studying
complicated multicomponent reactive ocean dynamics.
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5. Conclusion

We have introduced, to our knowledge, one of the first fully
generalized and coupled shallow water systems for sediment evo-
lution. Our solution is based on the two-dimensional extension of
the Saint-Venant formulation, and is formulated to accommodate
any multilayer sedimentary flux that both: (a) satisfies the very
general Exner formalism of geophysics, and (b) can be linearized
in such a way as to have a well-posed numerical representation.
This includes generalizing of the problem is not only novel, but al-
lows the model to simultaneously cover the large variation in bed
morphology that one frequently observes in natural systems.
When the predicate assumptions are met, the exact eigendecom-
position can be implcitily formed in such as way that the resulting
algorithm is automated.

We have chosen a discontinuous Galerkin method to represent
our solution, which is notable in that DG methods are high order
accurate, adaptive, and extremely flexible in their representation
space. The solution is projected onto a degree p modal discontinu-
ous polynomial basis using a standard discontinuous Galerkin
method, where a Roe flux is chosen to solve the strongly coupled
Riemann problem for the quasi-hyperbolic subsystem, and we
use the standard unified formulation for the parabolic subsystem.
To our knowledge, this is the first fully generalized form of sedi-
ment morphology to be generated in such a way. This is extremely
powerful, since using this method, we may now perform high or-
der accurate tests on arbitrary and complicated bed morphology
systems, where the sediment law is merely an input parameter
that can be easily adapted to various types of sedimentary systems
and validation settings.
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Fig. 5. The time evolution of the metalifferous mud bathymetry using the RKC (2,2) scheme, starting at t = 0 and using timesteps of ~ 4 hours, such that the final step is

~ 32 hours into the simulation.
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In Section 4 we introduced some example experiments to
probe the numerical accuracy and systemic nuance of the discrete
solution to (2.1). We have verified, validated and tested the
robustness of the model system in a number of example settings.
The model system we presented here is unique in a number of
notable ways. First, it introduces a way of solving for categorical
laws, such as the sediment laws arising in the Exner equation for-
malism, in a dynamic generalized way that does not become
overly context-specific and specialized, but rather focuses on flex-
ibility of representation and physical variability within compli-
cated model domains. This system is rife with potential
applications, in particular because of the robustness of the repre-
sentation, which though demonstrated, comes as somewhat of a
pleasant surprise. Our future direction is to utilize this method
for forecasting coastal and island erosion during hurricane storm
surge.
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Appendix A

Taking the nonlinear system (2.1) and solving the characteristic
equation det (3>, -n — I¢) = 0 on the boundary 99, the vector
form of the eigenvalues are found to be
Gg=u-n+c, G =u-n Ca=0bq-n.

¢G;=u-n-c, (7.1)

The characteristic wave celerity ¢ = /gH, and in many shallow
water applications it is c that is the dominate eigenmode of the sys-
tem. The corresponding eigenvector matrix V is then given by

(S —cg?)(gp+c—gq)(c2n2—22) 0 (cg2—c3)(gp—c—g4)(c?nd—22) 0
S1071 S3B72
(13=70)(G2+c=5a)(€n2—v?)  (y—cg)ny  (13+74)(Sa—C—Gq)(c2nE—2?) 0
V= oy b3 B2 s
(Sate—ca)(n—v?) (S4—Co)nx (Ga—c—¢a)(Pn—2?) 0
o 1 B
1 1 1 1

where V = V(U) = (c;|cz|c3]€4) such that ¢; is the column eigenvec-
tor associated to the eigenvalue ¢, etc., and the supplemental vari-
ables are all provided below. For the sake of completion, the inverse
of this matrix is given by

_ 2618371 (NyYy +MYatx)3)
o~
cBiiy(c ¢3)

_ o(1=7pC3My ~MxG37q—NxC3Y3+MxS1Ya—MxS173) 0
113B

1616320 =V2V3+74V1+Y371) 0
vl ci(c2—cd)( )
- _ 1S3 Y2 (i y —Mayatnxys) BraS3nx 0
Aty (2 ~cF) 1A

The variables from the eigendecomposition problem are:
B = 1115 (C* Ol + C*Orully + V° Omully) + 1 (C* Oy — UV
— C?Ohuly) + Ny(C*Onully — G30mubx — VORGy — V*Ourlly
+ V2 Omull) + C30mul(ySy — My 0) + (VCOMully — VG2 0muGy
— COnGx)NyMy — (VOuGx + V*Onpx) Ny + (VG2 0mubx — COuG,y

- CuaHudy - CUaHu(Ix)n; — VG30HuGx,

o = My (COo@x + € Oy + V> Oruly) + 1y (C*OnoGy — UVOHGy
- CzaHuax) + ny(CzaHuiIx - C%E)Huih — VOuqy — UZ@Hv@y
+ V*Ouullx) + S10mul(NyG, — ni V) + (cOuqx — vCOmudy
— VG, 0ully) My — (V9 + v Opo@)Nx + (COuy + VS 0ublx
+ CUOuly + V)N — VS Orullx,

V1 =y(C — 07, — vPc— %) + ve — ¢i(Gv — my?) + GG,
Py = Ny(—=C — V2¢, + 2 — G,%) + vc? — G3(Gv — ny2?) + G2,
V3 = muc* — mon,?, 7, =cGU - Cny,

A= niaHuin + aHudx“ﬁ — OtoGx + (Omulx — Onolly)yTy,

1= 7,C3My +NyY1Gq + MxC3Y g + MxC3Y3 — MxG1 Y4 + MxG1 Y3,

13 = —¥S5 — XS4 + 2S25as
Iy = 5(@421 —2G4G; —CCy + Q% +€G,),

I =17 —nc,

2 ~ 2 ~ _ 2.4 2
Is = —0G) + 0ICG, — 0GG + 206Gy — UGy,  Jg = Myc* + €%,

J; = 1362 + yct,

BG3 — 0G5 — oCGy — 2BGyGy + 206,84 + 0CS, + fCSy — 0G]
+ BSi — Bccy,

Js

Jo=s+ 1M+ 1213, B=g+c—G A=G+C—Cy,

D = =940 +1273Je — VaV1do = V3V1do + V172 + (V301)7
94707 = V273)7 F V204G + Vsl * U5 + Va1
T yY3Yla — Ny y)5 14,

E=—71G1Jo = G3V2lo + (=1xC1V3)7 — MG3V37 + MxG1Ya)7 — MeC37a)7
+ 7))y + kG171 15 — NxG37, La,

F=¢173J9 +G3Y3Jg — G1Va)o + G3Vals — V2S3MyJs + (=1 73)7
—G3Y3)7 +G17a7 — C374]7)”32/ —MxG1V3l5 — MxG3)315 + 1kCyY4ls

— NxC3Y4ls + s
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