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Abstract. Numerical algorithms for decomposing the real points of a
complex curve or surface in any number of variables have been developed
and implemented in the new software package Bertini real. These algo-
rithms use homotopy continuation to produce a cell decomposition. The
previously existing algorithm for surfaces is restricted to the “almost
smooth” case, i.e., the given surface must contain only finitely many sin-
gular points. We describe the use of isosingular deflation to remove this
almost smooth condition and describe an implementation of deflation via
Bertini with MATLAB.
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1 Introduction

Polynomial systems appear throughout the sciences, engineering, and mathe-
matics. Given a polynomial system, f(z), with N polynomials in n variables,
a common problem is to find all solutions ẑ in C or in R such that f(ẑ) = 0,
i.e., the solution set of f(z) = 0, also denoted V (f). Such a solution set (for ei-
ther C or R) may consist of points, curves, surfaces, and/or higher-dimensional
components.

In numerical algebraic geometry, there are now several numerical methods
to produce the numerical irreducible decomposition over C of V (f). It is a fun-
damental fact from algebraic geometry that a degree d irreducible algebraic set
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meets a general linear space of complementary dimension in d distinct points.
For each irreducible component A ⊂ V (f) of dimension m, the numerical irre-
ducible decomposition contains a witness set, which is the triplet of f(z), L(z),
and W , where L is a general set of m linear equations, and W consists of nu-
merical approximations to the set of d points A∩V (L). The books [3, 10] discuss
these concepts and the associated algorithms, and many of these methods are
implemented in [4].

Working over R is significantly different than working over C, reflecting a
more complicated geometry. Real slices of real algebraic sets do not behave so
uniformly as their complex counterparts, so there is no simple real analog to
the witness sets that suffice when working over C. Instead, as described below,
we break the real sets into a finite number of pieces, each having a uniform
behavior within. The decomposition of the real subsets within complex curves
was accomplished in [9], while the decomposition of the real subsets within an
adequately nice complex surface was achieved in [5]. In particular, the surface
was required to be ”almost smooth,” meaning that it could contain at most
a finite number of singularities. In this article, we remove the almost smooth
condition from the surface case by incorporating isosingular deflation [6] into
the approach of [5]. The resulting surface method and the method for curves are
both implemented in the software package Bertini real [2].

A fundamental problem with real solution sets of polynomial systems is the
choice of a data type. We have opted for a topological description, a cell de-
composition, of real curves and surfaces, dependent on the (typically random)
choice of two linear projections. The next section provides some basic details on
this data type and the previously known numerical algebraic geometry method
for computing it. Section 3 illustrates the need for isosingular deflation, which
is then described in §4. The inclusion of isosingular deflation is finally briefly
described and illustrated in §5.

2 Cell decomposition

The cell decomposition of an algebraic surface [5] breaks it into a finite number
of regions over which the implicit function theorem holds. The construction is
related to Morse theory and similar in essence to the Cylindrical Algebraic De-
composition [1], although the specifics of the data structure and the algorithms
for computing it are quite different. The decomposition consists of ‘2-cells’ or
faces, which are bounded by ‘1-cells’ or edges, which are themselves bounded by
vertices. Each face and edge is equipped with a generic point in the middle and
a homotopy such that the generic point can be tracked along the face.

This decomposition is computed with respect to two real linear projections,
π1(x) and π2(x), typically chosen randomly, which give rise to the implicit pa-
rameterization of the surface. Each face describes some portion of the surface
with boundary either a curve over which the generic point cannot be tracked or
part of an artificially imposed edge.
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The process for decomposing an irreducible algebraic surface is illustrated in
Fig. 1 for a surface given by the Zitrus system [7]:

f(x, y, z) = x2 + z2 + y3(y − 1)3. (1)

Letting S denote the surface to be decomposed, this process is loosely given as
follows. Given a witness set for S, the techniques of numerical algebraic geometry
allow us to restrict all of the following computations to S, even in the case where
V (f) contains other irreducible components.

1. Compute the critical set C of S with respect to π1, π2. C consists
of points x̂ on S that are either singular or include the direction of the
projection in the tangent space at x̂. The points of C are solutions of the
system 

f(x)

det

 Jf
Jπ1
Jπ2


 = 0,

where J means the Jacobian matrix of partial derivatives. The top and bot-
tom edges of the faces in the eventual surface decomposition will be edges
coming from the curve decomposition of C. See the top left of Fig. 1, where
for the particular projection we illustrate, the critical curve consists of a ring
around the surface and the two singular points at its extremities. The critical
curve is itself decomposed with respect to π1.

2. Intersect with a suitably chosen sphere. Because the surface might be
noncompact, with parts that extend to infinity, we consider only the compact
part of it lying within a suitably chosen sphere. In particular, after computing
the critical curve, the locations of all topologically interesting parts of the
surface are known, so we may choose a sphere containing all critical points of
the critical curve, and intersect it with S. In the Zitrus example, the sphere
intersection curve, i.e., the intersection of S with a sphere, is empty because
the surface is compact.

3. Slice at all critical points of π1, and halfway between. The boundary
of a face is a graph of edges of curve decompositions, the right and left of
which are slices of the surface at critical points under the first projection,
π1. In contrast, the midpoint of each face is the midpoint of an edge of a
midslice, i.e., a slice of the surface at a point halfway between two critical
points under the first projection, π1. Each slice is the intersection of the
surface with a plane corresponding to fixing π1 at a projection value, and
decomposing with respect to π2. This step is the top right in Fig. 1.

4. Connect midpoints to build faces. For each edge of each midslice, track
its midpoint to each candidate edge of each left- and right-bounding critical
slice. Using a specially crafted homotopy which couples the midpoint, top,
and bottom points, as in [5], we establish the network of connections between
midpoints. This step corresponds to the bottom left in Fig. 1, where each
color corresponds to an individual face. After this step is complete we have
a topologically correct triangulation of the surface.
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Compute critical set Slice

Connect Refine

Fig. 1. Computing a cell decomposition of the Zitrus

5. Refine and smooth. The initially computed decomposition is rough, con-
taining only the bare skeleton of the surface. Since each decomposition is
equipped not only with a graph of connecting points, but also with a homo-
topy and generic point, we can refine the decomposition to obtain a more
accurate geometric representation of S. The lower right figure of Fig. 1 is a
moderately fine smoothing of the Zitrus.

3 Singular curves on surfaces

The Zitrus surface described in §2 is almost smooth since it has only two singular
points. In the almost smooth case, the singular points are simply part of the
critical set. In particular, numerical tracking does not need to be performed
starting from such singular points.

In contrast, when the surface contains a curve of singularities, one needs
the ability to numerically track along these singular curves to compute the cell
decomposition. An example of such a curve is the “handle” of the Whitney
umbrella [7], i.e., the z-axis, x = y = 0, in the surface implicity defined by
x2 − y2z = 0. As another example, consider the Solitude surface [7] defined by
the vanishing of

f(x, y, z) = x2yz + xy2 + y3 + y3z − x2z2. (2)

There are two singular lines on this surface, one is defined by x = y = 0 while
the other is defined by y = z = 0. In order to perform tracking on such singular
curves, we use isosingular deflation [6], which is summarized in the next section.
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4 Isosingular deflation

Deflation is a regularization procedure for an irreducible algebraic set X ⊂ CN

which produces a new polynomial system having X as an irreducible component
of generic multiplicity 1. The advantage of such a polynomial system is that it
facilitates numerical path tracking on X. Deflation was first introduced in the
specific setting of polynomial systems in [8]. The following summarizes the more
recent isosingular deflation approach of [6], depending on determinants, as is
currently being used in Bertini real.

Let f : CN → Cn be a polynomial system and S ⊂ V(f) ⊂ CN be an
irreducible surface of generic multiplicity 1. That is, S is an irreducible algebraic
set of dimension 2 such that dim null Jf(x) = 2 for generic x ∈ S, where Jf(x) is
the Jacobian matrix of f at x. Suppose that C is an irreducible curve contained
in the singular set of S, that is,

C ⊂ {x ∈ S | dim null Jf(x) > 2}.

Isosingular deflation results in a polynomial system g(z) such that C is an ir-
reducible component of the solution set of g(z) = 0 of generic multiplicity 1.
Letting c be a generic point of curve C, isosingular deflation proceeds as follows:

1. Initialize g := f .
2. Loop until dim null Jg(c) = 1:

(a) Set r := rank Jg(c).
(b) Append to g the (r + 1)× (r + 1) determinants of Jg(x).

This loop will terminate and produce a polynomial system that can be used to
perform computations on C. If the surface S was of multiplicity greater than
1, a minor modification to the stopping criterion would give a procedure for
deflating S.

The following example illustrates the deflation of the singular curves on the
Solitude surface.

Example 1. Let f be as in (2) and consider C = {(a, 0, 0) | a ∈ C}. For simplicity
of presentation, we take c = (1, 0, 0). Since all first order partial derivatives of f
vanish at c, r = 0 and we add all first partial derivatives to f , yielding

g(x, y, z) =


x2yz + xy2 + y3 + y3z − x2z2

y2 + 2xyz − 2xz2

2xy + x2z + 3y2z + 3y2

x2y − 2x2z + y3


It is easy to verify that dim null Jg(c) = 1 so g has deflated C.

Now, we consider the other curve C ′ = {(0, 0, a) | a ∈ C} with c′ = (0, 0, 1).
The first iteration of isosingular deflation again produces g as above, but since
dim null Jg(c′) = 2, we need to perform another iteration. Adding in the 2 × 2
determinants of Jg(x, y, z) produces a polynomial system g′ : C3 → C22 such
that dim null Jg′(c′) = 1.
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Fig. 2. Comparison of results from decomposition without deflation (left) and with
deflation (right). This is the raw decomposition before refinement.

In the procedure above, the required null space dimension was known a pri-
ori The required determinants are computed via MATLAB with the rank r com-
puted in multiple precision using Bertini. For deflating at points for which the
corresponding dimension may not be known, we use as stopping criterion the
isosingular stabilization test described in [6], as implemented in Bertini.

5 Decomposing surfaces

With isosingular deflation [6], we have now removed the almost smooth restric-
tion from [5] so that this new algorithm can produce a cell decomposition of
the set of real points on a complex surface regardless of the presence of singular
curves on the surface. To demonstrate, Fig. 2 presents the Solitude surface de-
fined by (2). The figure on the left shows the decomposition where the presence
of the singular curves is ignored, demonstrating the failure of the decomposi-
tion method without using isosingular deflation. The figure on the right uses
isosingular deflation to track along the singular curves, yielding a complete de-
composition. In this figure, part of the singular line corresponding to the x-axis
is isolated in that it is not an edge of any face, similar to the “handle” of the
Whitney umbrella [7].

6 Conclusion

The use of isosingular deflation permits numerical path tracking to be performed
on singular sets. We have applied this technique to remove the almost smooth
assumption for the algorithm presented in [5] to allow one to compute a cell
decomposition of the real points of any complex surface. There is no theoretical
limitation on the number of variables. The drawback of using the determinantal
formulation of isosingular deflation is the potentially large number of additional
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polynomials added to the system. We are currently exploring various approaches
for limiting the number of additional polynomials needed to deflate the compo-
nents of interest.
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