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Abstract—Although deep learning has demonstrated its capability in solving diverse scientific visualization problems, it still lacks
generalization power across different tasks. To address this challenge, we propose CoordNet, a single coordinate-based framework
that tackles various tasks relevant to time-varying volumetric data visualization without modifying the network architecture. The core
idea of our approach is to decompose diverse task inputs and outputs into a unified representation (i.e., coordinates and values) and
learn a function from coordinates to their corresponding values. We achieve this goal using a residual block-based implicit neural
representation architecture with periodic activation functions. We evaluate CoordNet on data generation (i.e., temporal super-resolution
and spatial super-resolution) and visualization generation (i.e., view synthesis and ambient occlusion prediction) tasks using
time-varying volumetric data sets of various characteristics. The experimental results indicate that CoordNet achieves better
quantitative and qualitative results than the state-of-the-art approaches across all the evaluated tasks.

Index Terms—\Volume visualization, implicit neural representation, data generation, visualization generation

1 INTRODUCTION

In recent years, the scientific visualization community
has witnessed the power of deep learning in processing
various visualization tasks [36]. Examples include data
generation [10], [23], [42] and visualization generation [5],
[14], [39]. However, these proposed neural network models
only fit in one particular task without the generalization
capability across different tasks, limiting their usefulness.
Yet model generalization over tasks represents an essential
step toward general artificial intelligence and makes deep
learning-based solutions more practical. Therefore, in this
paper, we propose a single learning-based architecture that
processes diverse tasks, including data generation and visu-
alization generation.

Designing this generalized framework poses several
challenges. First, a unified data formulation should be in-
troduced to represent diverse data types, including volumes
and images, which could be time-varying (i.e., data pattern
changes across time). This ensures the framework uses
consistent inputs rather than customized headers to process
different data types. Second, unlike previous single-task
solutions, where various network structures (e.g., encoder,
decoder, and encoder-decoder) and specific designs can be
proposed to solve one particular task, a single network
structure capable of handling different tasks needs to be
established. Third, the framework should be flexible to fit
into various data resolutions with high quality. For example,
synthesizing images with different resolutions (e.g., 256,
512, and 1, 024).
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To address these challenges, we present CoordNet (i.e.,
coordinate-based neural network), a single deep learning
approach for handling diverse scientific visualization tasks.
We formulate various data types as a unified representation,
i.e., a set of coordinates and their values. Then, we utilize
an encoder-decoder based implicit neural representation (INR)
independent of the data resolution to learn the mapping
from coordinates to values. Specifically, the encoder extracts
a dense representation from the coordinate, and the decoder
predicts the value at the coordinate from the representa-
tion. Utilizing task-driven objective functions, CoordNet
can learn this mapping effectively and accurately. Once
CoordNet is trained, it can explore different coordinate
spaces to produce the corresponding values based on the
required task. For example, spatial coordinates for spatial
super-resolution, temporal coordinates for temporal super-
resolution, view coordinates for view synthesis, etc.

We qualitatively and quantitatively evaluate our ap-
proach on four tasks (two data generation tasks and two
visualization generation tasks) using several data sets with
various characteristics. The two data generation tasks are
temporal super-resolution (TSR) and spatial super-resolution
(SSR). The two visualization generation tasks are view syn-
thesis (VS) and ambient occlusion prediction (AOP). For each
task, we compare CoordNet against the state-of-the-art ap-
proaches. Our results show that CoordNet achieves better
visual quality in direct volume rendering and isosurface
rendering. It yields better quantitative scores using the data-
, image-, and surface-level metrics.

The contributions of CoordNet are summarized as fol-
lows. First, our work is the first generalized framework
for processing diverse scientific visualization tasks. Unlike
previous deep learning solutions tailored for a single appli-
cation, CoordNet handles different tasks without changing
the network architecture. Second, instead of leveraging con-
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volutional neural networks (CNNs), we design a powerful,
lightweight, yet simple architecture based on INR with
periodic activation functions. Third, we comprehensively
evaluate our approach on four tasks: TSR, SSR, VS, and AOP.

2 RELATED WORK

This section discusses the related works of deep learning
in volume visualization, implicit neural representation, and
using a single model for processing diverse tasks.

Deep learning in volume visualization. Deep learning
has swept the scientific visualization community in various
tasks, including data generation and visualization gener-
ation. Here we review related work in volume visualiza-
tion. For data generation, Han and Wang designed gener-
ative adversarial networks (GANSs) for generating super-
resolution for time-varying volumetric data at temporal [7]
and spatial [8] domains. Han et al. [10] later presented
an end-to-end solution for generating spatiotemporal vol-
umes. Lu et al. [23] introduced a multilayer perceptron
to compress volumetric data. For visualization generation,
Berger et al. [2] explored the volume rendering image space
through different transfer functions and view parameters
using generative models. He et al. [14] designed a generative
framework to synthesize rendering images by exploring
the parameter spaces (e.g., view, ensemble, and isovalue).
Engel and Ropinski [5] built a 3D U-Net to predict local
ambient occlusion (LAO) volume given an intensity volume
and transfer function. Weiss et al. [38] applied a CNN to
upscale isosurface rendering images by predicting the visual
representations (e.g., normal and depth). Han and Wang [9]
developed a GAN-based solution for volume completion
that synthesizes missing subvolumes using the adversarial
and volumetric losses.

All the above works are task-specific; namely, they are
tailored only for one application, which does not have
the capability to handle different tasks. Therefore, instead
of designing task-specific solutions, we propose a single
framework (i.e., CoordNet) to process diverse tasks.

INR. INR or coordinate-based representation aims to
parameterize a signal as a continuous function that maps
the domain of the signal (i.e.,, coordinate) to the value at
that coordinate (e.g., RGB color of an image). Sitzmann et al.
[34] introduced a scene representation network that encodes
geometry and appearance to reconstruct objects. Mildenhall
et al. [25] utilized a fully-connected deep network to predict
color and density values given 3D spatial locations and
view parameters. Sitzmann et al. [32] combined INR and
meta-learning to learn the 3D shape space. Chan et al. [3]
utilized neural representation and neural volume rendering
to synthesize images under different views. Guo et al. [6]
learned object-centric neural scattering functions to synthe-
size photorealistic scenes.

Instead of using INR for object reconstruction and shape
learning, we leverage this technique to solve data generation
and visualization generation tasks in scientific visualization.

Single model for processing diverse tasks. Hashimoto
et al. [12] designed a joint many-task model for learning
multiple natural language processing tasks. McCann et al.
[24] formulated ten natural language processing tasks as
question answering over a context and proposed a long
short-term memory-based framework to solve these tasks.
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Kaiser et al. [18] presented an encoder-decoder network
that solves translation, image captioning, speech recognition
corpus, and English parsing tasks. Lu et al. [22] leveraged
ViLBERT to learn four different vision and language-related
tasks on large-scale data sets. Pramanik et al. [28] introduced
OmniNet to perform the tasks of part-of-speech tagging,
image captioning, visual question answering, and video
activity recognition.

Our work differs from the above ones. Instead of fo-
cusing on the multiple classification and detection tasks in
computer vision and natural language processing, Coord-
Net aims to tackle diverse data generation and visualization
generation tasks in scientific visualization.

3 BACKGROUND: INR

CNN:s utilize weight-sharing kernels to extract hidden rep-
resentations by accumulating information from neighbor-
hoods. The applications of CNNs include data genera-
tion [7], [11] and visualization generation [2], [14]. However,
there are several disadvantages associated with CNNSs. First,
the performance heavily relies on the receptive fields. There-
fore, CNNs may not process high resolution (e.g., 512%)
data well since modern GPU memory cannot afford such
a resolution. Second, CNNSs treat the signals as discrete ones
(e.g., volumes are discrete grids of voxels). That means the
convolutional operation only performs on these grids rather
than in arbitrary locations. Third, the design of CNNs is
task-dependent. For example, VS requires a pure decoder
structure since the network aims to transform 1D repre-
sentations into 2D representations (i.e., view parameters (¢
and 6) to the corresponding images) [14]. In contrast, TSR
follows an encoder-decoder framework [7], which encodes
the input time steps into hidden features and decodes the
learned representations to the intermediate time steps.
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Fig. 1: Overview of CoordNet. Taking coordinates as input,
CoordNet predicts the values at these coordinates and com-
putes the difference between the prediction and GT.

INR leverages multiple fully-connected layers to map
coordinates to their corresponding values. Compared with
CNNs, INR offers several benefits. First, as a coordinate-
based representation, INR is not coupled with spatial res-
olution, which means it can process data with arbitrary
resolution. Second, INR regards the signal as continuous
functions, interpolating data in arbitrary parameter spaces
(e.g., spatial and temporal). Third, INR operates on differ-
ent tasks by building an encoder-decoder framework. For
instance, both TSR and VS can be formulated as a mapping
from coordinate to value. Namely, (z,vy, z,t) — v for TSR
and (z,y,0,$) — (r,g,b) for VS.

4 COORDNET

This section first provides an overview of our proposed
approach, then introduces the network architecture, training
and inference details, and finally discusses the objective
function.
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Fig. 2: (a) A traditional SIREN-based residual block, where the input dimension equals the output dimension. (b) A SIREN-
based residual block, where the input dimension does not equal the output dimension. (c) The architecture of CoordNet is

composed of multiple SIREN-based residual blocks.

4.1 Overview

Given a set of data D = {Dg,D;,---,Dyn_1}, where
N is the total number of data collections, we represent
eaCh D; as a set of coordinates and their values. Namely,

P = {CHV } where C; = {('TOvyO"")7(xivyi"")7"'}
and V; = {( [$an0a"']) (U [‘Tlaylv"'])v“'}' As an ex-
ample, for an image, C represents the pixel locations, and
V is the pixel values. The goal of CoordNet is to learn a
mapping from coordinates to values, i.e., f(z,y,---) = v. As
shown in Figure 1, given a data D;, we first decompose the
data into a set of coordinates (z,y,---). CoordNet accepts
these coordinates as input and produces the values at these
coordinates. After prediction, the difference between the
predicted value and its ground truth (GT) is measured, and
the parameters of CoordNet are updated by backpropaga-
tion. Once trained, CoordNet accepts unseen coordinates
to predict the corresponding values. With this coordinate-
based formulation, CoordNet solves different tasks based on
diverse input coordinates. We summarize the four evaluated
tasks in Table 1. For both TSR and SSR tasks, the input to Co-
ordNet is (z,y, z,t). The difference is that CoordNet needs
to explore the temporal coordinate (t) or spatial coordinates
(x,y, z) during inference. For VS, CoordNet produces new
rendering images given unseen view parameters (¢, ¢). For
AOP, CoordNet generates LAO values given the new tem-
poral coordinate () and opacity parameter (o). Please refer
to the Appendix for the detailed discussion on applying
CoordNet to these tasks.

TABLE 1: Input and output for each task.

task input output

TSR [7] =z,y,z,t voxel value
SSR [8] Ty, 2, t voxel value
VS [14] z,y,0,0 pixel value
AOP [5] =z,y,z,t,0 LAO value

4.2 Network Architecture

SIREN. The building block of CoordNet is SIREN [33]. It is
a fully-connected layer followed by sin(wz) as the activation
function, where w is a hyperparameter. In this paper, we set
w to 30, as recommended by Sitzmann et al. [33]. Compared
with using other activation functions, such as ReLU, SIREN
has the following advantages. First, the training process is
more stable. Second, the gradient of sinusoidal activations
exists almost everywhere, while others will be close to zero

in some particular regions. This means using sinusoidal
activations can speed up network convergence. Third, using
sinusoidal functions fits complex signals better in both data
and gradient spaces [33], as shown in Figure 3.

(a) ReLU

(b) Sine (c) GT

Fig. 3: Comparison of different activation functions via
volume rendering results for the TSR task using the argon
bubble data set. Top: data. Bottom: gradient.

SIREN-based residual block. We utilize residual
blocks [13] to increase network depth for performance im-
provement. The original residual block design requires the
input and output to have the same dimension. To tackle
the case where the input dimension does not equal that of
the output, we add one more SIREN layer in the residual
block to ensure the input dimension is consistent with the
output dimension. The demonstration is shown Figure 2 (b).
Figure 2 (a) shows the traditional residual block structure.
Furthermore, after adding the input and output from the
residual block, we average the result (i.e., divide it by 2).
The rationale behind this operation is explained as follows.
We use SIREN as the basic block, and the output range of
SIREN is [—1,1]. Without averaging, the value computed
by the residual block lies in [—2, 2], which does not belong
to the data range of sinusoidal activation and makes the
training unstable. Utilizing these residual blocks, we can
build a network with tens or even hundreds of layers to
boost the performance and improve gradient propagation.

CoordNet. The architecture of CoordNet is sketched in
Figure 2 (c). It accepts a coordinate with k£ components as in-
put and predicts the corresponding value at that coordinate.
Note that different data can be decomposed with various
coordinates. For example, the coordinate of time-varying
volumetric data is (z,y, z,t) and the coordinate of the ren-
dered image under different time steps and view parameters
is (z,y,0, ¢). In general, the design of CoordNet follows an
encoder-decoder structure. We first map k coordinates to m
neurons in the encoder by applying one residual block. After
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Fig. 4: Overview of the training and inference stages of CoordNet for the (a) TSR, (b) SSR, (c) VS, and (d) AOP tasks.

TABLE 2: Network parameter details of CoordNet, where k&,
m, d, and p are the dimension of input coordinates, number
of initial neurons, network depth, and output dimension,
respectively.

structure  layer # input neurons  # output neurons
residual block k m

encoder residual block m 2m
residual block 2m im
residual block xd  4m 4m

decoder residual block 4m P

that, two additional residual blocks are followed to increase
the number of neurons in the hidden layers to expand the
network width. Finally, we leverage d residual blocks to
learn the representation of the input coordinates. During
design, we can set a large number of neurons (i.e., m) and
increase network depth (i.e., d) to guarantee that CoordNet
has enough capacity to learn a dense representation of
coordinates. After encoding, we apply one residual block
to generate the value at the coordinate by decoding the
learned representation. For volumetric data, the output has
only one component (i.e., scalar value). For an image, it
has three components (i.e., R, G, B). The parameter detail
is listed in Table 2. In this paper, we set m and d to 64 and
10, respectively. The studies of m and d are discussed in the
Appendix.

4.3 Network Training and Inference

In Figure 4 (a), we show the training and inference processes
of CoordNet for the TSR task without supervision. During
training, CoordNet accepts the coordinates (z,y, z,t) from
the sampled volumes as input and outputs their corre-
sponding voxel values. During inference, CoordNet loops
all candidate coordinates (i.e., the unobserved time steps)
and predicts the voxel values. Figure 4 (b) describes how
CoordNet is trained and inferred in the SSR task in an
unsupervised way. The low-resolution data is obtained by
directly subsampling the high-resolution data. That is, given
an upscaling factor s, for each subvolume in high-resolution
data with s x s x s (there is no overlap among these sub-
volumes), we sample one voxel. During training, CoordNet
is optimized by only using the subsampled coordinates and
voxel values. After that, CoordNet goes through all coordi-
nates and outputs the voxel values. In Figure 4 (c), we sketch
the training and inference stages of our approach for the
VS task. During training, the coordinates (z,y, 0, ¢) are fed

into CoordNet, and the pixel values at these coordinates are
predicted. During inference, we go through different view
parameters to produce the corresponding images. Figure 4
(d) shows how our method is trained and inferred for the
AOQP task. During training, CoordNet accepts the positional
and opacity parameters and produces the LAO values. Once
trained, CoordNet takes new temporal and opacity values to
predict the corresponding LAO value at each voxel.

4.4 Objective Function

To optimize CoordNet, we use mean squared error, which is
defined as

1N—l

where N is the number of training samples, v is the value
at the coordinate (z,y,---), and || - ||2 is L2 norm. Note
that adversarial [11], [14] and feature [7], [14] losses cannot
be applied to optimize CoordNet since the output from
CoordNet is a single voxel or pixel, while adversarial and
feature losses are calculated based on a subvolume.

||f(1',y7"')—’0||2, (1)
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5 RESULTS

In this section, we describe the evaluated tasks and data
sets, provide optimization details and evaluation metrics,
and finally show each task’s quantitative and qualitative
results.

Task description. We briefly describe the evaluated tasks
for CoordNet as follows.

e TSR [7] interpolates the missing time steps in time-
varying volumetric data through sparsely sampled
time steps.

e SSR [8] produces super-resolution time-varying vol-
umes using the corresponding low-resolution ones.

o VS [14] synthesizes rendering images under different
view parameters (i.e., § and ¢).

o AOP [5] predicts the LAO volume given an opacity
volume generated by intensity volume and transfer
function.

Optimization details. We tested CoordNet using the
data sets reported in Table 3. The half-cylinder is an en-
semble data set with three Reynolds numbers (320, 640,
6400). PyTorch was used for implementation. Both training
and inference were performed on a single NVIDIA TESLA
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TABLE 3: The dimensions of each data set.

data set variable dimension (z X y X z X t)
argon bubble intensity 320 x 128 x 128 x 100
combustion MEF, HR, CHI 480 x 720 x 120 x 100
earthquake intensity 256 X 256 x 96 x 598

velocity magnitude (VM)
vorticity (V)

H2,PD, T

velocity magnitude (VM)
vorticity (V)

vorticity

half-cylinder [29]

ionization [40]

640 x 240 x 80 x 100
600 x 248 x 248 x 100
300 x 180 x 120 x 150
128 x 128 x 128 x 90

Tangaroa [27]

vortex

P100 GPU. The input coordinate and output value are scaled
to [—1, 1] to match the value range of sin(-). We initialized
parameters following Sitzmann et al. [33] and utilized the
Adam optimizer [19] for parameter update. The batch size
is set as 32,000 coordinates. The learning rate is started as
1075 with 8; = 0.9, B2 = 0.999 and decayed with 10~6 using
Ly regularization [21]. Each task is trained independently.
We set the training epochs to 300 for all tasks since the
network has been converged, as shown in Figure 5. All
these hyperparameter settings are determined based on
experiments.

Tangaroa (V) ionization (PD)
vortex vortex

50 100 150 200 250 300 350 400 0 50
Epochs

(a) TSR

combustion (CHI) 30 argon bubble
half-cylinder (320,V) Tangaroa (VM)
Tangaroa (V) 25 vortex

100 150 200 250 300 350 400
Epochs

(b) SSR

50 100 150 200 250 300 350 400 300 350 400
chs

(©) VS (d) AOP

Fig. 5: Loss curves of each task using different data sets.

TS0 100 150 200 250
chs

Evaluation metrics. We utilize the data-level metric
peak signal-to-noise ratio (PSNR), image-level metric learned
perceptual image patch similarity (LPIPS) [41], and surface-
level metric chamfer distance (CD) [1] to evaluate the quality
of synthesized data. Using AlexNet [20] as a backbone,
LPIPS computes a weighted average of the activations at
hidden layers to predict relative image similarities, which
correlate well with perceptual judgments. CD measures
the bidirectional overall node-wise distance between two
isosurfaces extracted from synthesized and ground-truth
data. For PSNR, the higher values are better, while for LPIPS
and CD, the lower values are better.

In reference to the GT results, we compare CoordNet
results against the state-of-the-art approaches in each task.
The supplementary video provides the frame-to-frame com-
parison results.

5.1 Task 1: TSR

Baselines. We compare CoordNet against three interpola-
tion approaches for the TSR task.
o Linear interpolation (LERP): LERP is a traditional
approach that linearly interpolates the intermediate
time steps.

5

e SloMo: SloMo [17] is a CNN-based solution for frame
interpolation. It utilizes convolutional layers for fea-
ture learning, average pooling for downsampling,
and trilinear interpolation for upsampling.

e« TSR-TVD [7]: TSR-TVD is a recurrent generative
framework for interpolating intermediate time steps
with supervision. We add skip connection between
the encoder and decoder to improve the perfor-
mance.

Quantitative and qualitative analysis. We compare iso-
surface rendering results among LERP, SloMo, TSR-TVD,
and our method using the combustion (MF), ionization (H2),
and Tangaroa (V) data sets, as shown in Figure 6. Overall,
CoordNet outperforms the state-of-the-art approaches in the
evaluated data sets when comparing the isosurface render-
ing images. For example, for the ionization (H2) data set,
LERP produces fewer detailed isosurfaces due to the linear
change assumption. SloMo and TSR-TVD introduce noise
and artifacts because of the limited capability of upscaling
modules in CNN (e.g., deconvolution). Table 4 reports av-
erage PSNR, LPIPS, and CD values. In general, CoordNet
achieves the best scores, with three exceptions out of 15
comparisons.

TABLE 4: Average PSNR (dB), LPIPS, and CD for the TSR
task with an interpolation interval of 3. The chosen isovalues
of each data for computing CD are 0.1, —0.4, —0.7, —0.9, and
—0.75, respectively. Note that the selected time steps for the
earthquake data set are non-uniform, which does not meet
the assumption for using SloMo and TSR-TVD.

data set method PSNRt+ LPIPS| CD/]
LERP 29.42 0.238 204
. SloMo 36.50 0.152 1.10
combustion (MF) TSR-TVD  37.34  0.162 098
CoordNet 37.82 0.127 0.96
LERD a1.05 0.086 167

earthquake ?lsolla\i[ "IC")VD : : :

CoordNet 42.85 0.107 1.62
LERD 35.22 0.056 6.99
. SloMo 4427 0.019 1.25
half-cylinder (640, V) top 1vp 4629 0017  1.04
CoordNet 42.38 0.012 1.34
LERD 36.52 0.183 127
fonization (H2) SloMo 47.11 0.112 0.57
TSR-TVD  48.22 0.116 0.48
CoordNet 49.05 0.110 0.45
LERD 39.01 0.097 1.09
Tangaroa (V) SloMo 44.92 0.042 0.54
& TSR-TVD  45.08 0.043 0.52
CoordNet 45.32 0.041 0.50

Evaluation of interpolation interval. We investigate
the performance of CoordNet under different interpolation
intervals. The isosurface rendering results are displayed in
Figure 7. With interpolating 3 time steps, both LERP and Co-
ordNet produce results close to GT, but CoordNet preserves
more details at the top-right corner. When interpolating 5
and 7 time steps, the isosurface generated by CoordNet
is more similar to GT. In addition, we also observe that
CoordNet recovers even more details for the corresponding
isosurface with an interpolation interval of 7, compared with
the isosurface generated by LERP under the interpolation
interval of 5. Table 5 reports average PSNR and LPIPS values
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(a) left obs. (b) LERP (d) SloMo (d) TSR-TVD  (e) CoordNet (f) GT (g) right obs.

Fig. 6: Isosurface rendering results for the TSR task with an interpolation interval of 3. Top to bottom: combustion
(MF), ionization (H2), and Tangaroa (V). The chosen isovalues are 0.1, —0.9, and —0.75. respectively. Top to bottom: the
interpolated time steps are 95, 75, and 147. Left and right observations are the sampled time steps used for interpolation or
network training. From top to bottom, they are 93 and 97, 73 and 77, 145 and 149. The quantitative scores are reported in

Table 4.

under different settings, which confirms the effectiveness of
CoordNet for the TSR task.

TABLE 5: Average PSNR (dB) and LPIPS for the TSR task
under different interpolation intervals using the vortex data
set.

interval method PSNR 1+ LPIPS |
3 LERP 30.45 0.165
CoordNet 38.92 0.066
5 LERP 26.86 0.248
CoordNet 30.73 0.159
- LERP 24.68 0.304
CoordNet  27.01 0.236

Non-uniform sampling. Unlike TSR-TVD, which as-
sumes the selected time steps are uniformly sampled, our
approach interpolates intermediate time steps through non-
uniform sampling. We apply an importance-driven ap-
proach [37] to non-uniformly select 50 time steps from the
total of 598 time steps using the earthquake data set. Table 4
reports average PSNR and LPIPS values. Although LERP
produces a lower LPIPS value, CoordNet achieves a higher
PSNR value. In terms of visual quality, the volume render-
ing results are displayed in Figure 8. As we can observe,
compared with LERP, CoordNet produces closer rendering
results compared with GT, for example, the epicenter (i.e.,
the red and blue parts) and the boundary of the earthquake.

&z
7]

' \
B

s,

(a) L. obs. (b) LERP (c) CoordNet (d) GT

Fig. 7: Isosurface rendering results for the TSR task under
different interpolation intervals (top to bottom: 3, 5, and 7)
using the vortex data set. The chosen isovalue is —0.1. The
displayed time step is 54. From top to bottom, left and right
observations are 52 and 56, 51 and 57, 50 and 58.

(e) r. obs.

5.2 Task 2: SSR

Baselines. We compare our method against three interpola-
tion approaches for the SSR task.

» Bicubic interpolation (BI): Bl is a traditional approach
for spatial upscaling. We use reflective padding in BI
during upscaling.

e ESPCN [31]: ESPCN is a CNN-based solution for
SSR. It consists of several convolutional layers and
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(a) LERP (b) CoordNet (c) GT
Fig. 8: Volume rendering results for the TSR task using the
earthquake data set. Top to bottom: time steps 88, 89, and

90. We interpolate 548 time steps from the 50 non-uniformly
selected time steps.

e

TABLE 6: Average PSNR (dB), LPIPS, and CD for the SSR
task with an upscaling factor of 4x. The chosen isovalues for
computing CD are 0.4, —0.4, —0.3, and —0.1, respectively.

data set method PSNRt LPIPS| CDJ
BI 1007 0090 071

. ESPCN 3568  0.151  1.10
combustion (HR)  gop Tvp 3977 0140  1.55
CoordNet 42.25 0.064 0.57

BI 228 0098  2.98

onization °p)  ESPCN 4222 0.47 1.8
SSR-TVD 4291 0114  1.36

CoordNet 50.26  0.028  0.30

BI 1076 0108 076

L ESPCN 3855  0.184  1.24
fonization (T) SSR-TVD 3623 0201 181
CoordNet 43.26  0.069  0.42

BI 3237  0.188  1.39

vortex ESPCN 3652  0.109  0.90
SSR-TVD  39.56  0.072  0.52

CoordNet 36.64 0.089 0.40

two pixel shuffle layers that upscale four times along
each dimension.

e SSR-TVD [8]: SSR-TVD is a supervised deep learning
solution for the SSR task. It leverages a generator
to upscale low-resolution volumes. Besides, a spatial
and a temporal discriminator are designed to judge
the realness of the synthesized data in the spatial and
temporal dimensions, respectively.

Quantitative and qualitative analysis. We compare vol-
ume rendering results among BI, ESPCN, SSR-TVD, and
CoordNet using the combustion (HR), ionization (T), and
vortex data sets, as shown in Figure 9. CoordNet achieves
the best performance compared to the other approaches in
terms of visual quality. For example, for the combustion
(HR) data set, BI presents artifacts in the zoom regions
because of its simple interpolation mechanism, and ESPCN
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and SSR-TVD show fewer details due to the limited recep-
tive fields for large volumetric data. Table 6 reports average
PSNR, LPIPS, and CD values. Out of 12 comparisons, Co-
ordNet achieves the best scores in all but one case.

Evaluation of upscaling factor. We study the perfor-
mance of our approach under different upscaling factors.
The volume rendering results are shown in Figure 10. With
an upscaling factor of 2x, both approaches achieve similar
rendering results, but CoordNet produces a sharpened im-
age closer to GT. When upscaling 4x and 8x, BI cannot
faithfully recover the volumes, for example, the middle
branching structure. However, CoordNet still preserves the
volume with high fidelity. The overall shape can be recon-
structed even with upscaling 8x. Table 7 shows average
PSNR and LPIPS values for different upscaling factors.
These values confirm the effectiveness of CoordNet for the
SSR task.

TABLE 7: Average PSNR (dB) and LPIPS for the SSR task
under different upscaling factors using the ionization (PD)
data set.

factor method PSNR 1+ LPIPS |
9% BI 53.45 0.032
CoordNet 53.57 0.019
Ax BI 42.28 0.131
CoordNet  50.26 0.028
8 BI 36.32 0.256
CoordNet 41.15 0.095

SSR-TVD performance variation. We find the perfor-
mance of SSR-TVD degrades when the volume resolution is
large. This is because, for large volumes, SSR-TVD cannot
have enough receptive fields due to GPU memory limi-
tations. Besides, we find BI outperforms SSR-TVD for the
ionization (T) data set in terms of PSNR and LPIPS. The
possible reason is that the distribution shifts more from the
early to later time steps compared with other data sets.

5.3 Task 3:VS

Baselines. We compare CoordNet against LERP, NeRV [4],
and InSituNet [14] for the VS task. NeRV is a CNN for video
compression. Here, we adopt this architecture for the VS
task, where view parameters are input to generate rendering
images with different resolutions. InSituNet accepts the
view parameters as input and produces the corresponding
rendering images using a set of convolutional and fully-
connected layers. Adversarial and perceptual losses are
computed during training. The original version generates
images with 256 resolution. One additional upscaling block
is inserted into InSituNet to synthesize images with 512 im-
age resolution. For 1, 024 image resolution, we insert two ad-
ditional upscaling blocks. Since InSituNet does not consider
temporal input, for a fair comparison, we do not input the
temporal coordinate (t) to CoordNet. We uniformly sample
the view parameters to generate 200 rendering images for
training. We also produce 600 rendering images under new
view parameters for evaluation.

Quantitative and qualitative analysis. In Figure 11, we
compare the visual quality of the images synthesized by
InSituNet and our method using the combustion (CHI), half-
cylinder (320,V), Tangaroa (V), and vortex data sets. As the



IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS

(b) ESPCN

(c) SSR-TVD

(d) CoordNet

Fig. 9: Volume rendering results for the SSR task with an upscaling factor of 4x. Top to bottom: combustion (HR), ionization

(T), and vortex. The quantitative values are shown in Table 6.

rendering images indicate, CoordNet preserves the shape
and texture better than the other methods. For instance,
for the combustion (CHI) data set, the image generated by
CoordNet preserves the better shape and lighting details,
while those produced by NeRV and InSituNet are more
blurry and contain noise. Table 8 reports the average PSNR
and LPIPS values for each data set. Although LERP achieves
better PSNR values, our approach produces lower LPIPS
values and better visual quality. On the other hand, we
find that all deep learning solutions produce more or less
blurry results compared with GT. One possible cause is the
visual components in the rendering images with different
opacities, posting challenges for the networks to learn.

5.4 Task 4: AOP

Baselines. We compare CoordNet against Hernell et al.
[15], V2V [11], and deep volumetric ambient occlusion
(DVAO) [5] for the AOP task. V2V is a GAN for variable
translation. Here, we use this architecture to produce the

TABLE 8: Average PSNR (dB) and LPIPS for the VS task
under 256 image resolution.

data set method PSNR 1+ LPIPS |
LERP 33.11 0.094
. NeRV 24.19 0.088
combustion (CHI) [ /cinee 2230 009
CoordNet 25.87 0.108
LERP 39.19 0.040
) NeRV 31.41 0.035
half-cylinder (320, V) IngituNet 29.75 0.033
CoordNet 34.29 0.016
LERP 36.69 0.055
Tangaroa (V) NeRV 26.52 0.053
& InSituNet  27.23 0.045
CoordNet 31.40 0.032

LAO volume given the opacity volume. DVAO is a 3D U-
Net with Mish activation function [26] based solution that
accepts the intensity volume and transfer function as input
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(a) BI

(b) CoordNet (c) GT

Fig. 10: Volume rendering results for the SSR task under
different upscaling factors using the ionization (PD) data
set. Top to bottom: 2x, 4x, and 8x.

and outputs the LAO volume. It is optimized using a 3D
structural dissimilarity index and the mean squared error.
We randomly sample 30% data for training and 70% for
inference. Following Engel and Ropinski [5], we use Monte
Carlo simulation with 196 rays and 10% of the volume di-
ameter as a radius restriction to generate GT LAO volumes.
We also cast 196 rays when applying Hernell et al.

Quantitative and qualitative analysis. In Figure 12, we
compare volume rendering results of LAO volumes among
Hernell et al., V2V, DVAO, and CoordNet using argon
bubble, half-cylinder (6400, VM), Tangaroa (VM), and vortex
data sets. CoordNet generally achieves closer rendering
results compared with GT, as the zoom regions indicate.
Refer to the Appendix for the volume rendering results with
LAO. Table 9 reports average PSNR and LPIPS values for
the AOP task. Again, CoordNet achieves the best PSNR and
LPIPS values, except LPIPS for the vortex data set.

5.5 Comparison of Deep Learning Approaches

In Table 10, we report the average training and inference
time of each method for different tasks. The time to train
and infer using CoordNet depends on the data or image
resolution, the number of input coordinates, and the number
of output values. Specifically, VS with a 1,024 image reso-
lution requires the longest training time, while AOP takes
the shortest time to optimize. In Table 10, we summarize
the supervision of different methods for the evaluated tasks.
CoordNet can perform data generation tasks in an unsuper-
vised manner while it requires supervision for visualization
generation tasks. The data generation tasks aim to learn
the data itself, which can be operated without supervision,
while visualization generation tasks require additional in-
formation. For example, VS needs view parameters rather
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than only relying on the positional coordinates to synthe-
size rendering images. Furthermore, we comprehensively
compare CoordNet against the state-of-the-art approaches
in other aspects, as shown in Table 10. While CoordNet
requires a longer training time than these approaches, it
still provides the following advantages. (1) It processes both
3D and 2D data. (2) It can produce arbitrary data reso-
lutions (e.g., interpolating arbitrary time steps in the TSR
task, generating super-resolution volumes with arbitrary
upscaling factors, and synthesizing rendering images with
arbitrary resolutions). This is impossible for CNN-based
networks because convolutional operations only allow an
integer upscaling factor (e.g., 2 or 4) instead of a floating-
point one (e.g., 1.5 or 3.1). (3) CoordNet can tackle diverse
tasks without modifying network architectures. (4) Coord-
Net only takes around 6MB for model storage, while others
require tens or hundreds of MB.

TABLE 9: Average PSNR (dB) and LPIPS (rendering of LAO
volume) for the AOP task.

data set method PSNR 1+ LPIPS |
Hernell et al.  29.86 0.015
argon bubble V2V 42.17 0.014
DVAO 27.76 0.053
CoordNet 47.16 0.008
Hernell et al.  30.42 0.081
earthquake V2V 25.61 0.077
DVAO 16.07 0.142
CoordNet 33.31 0.074
Hernell et al. 20.24 0.062
half-cylinder (6400, VM) \1437\20 ?ég? gggg
CoordNet 30.23 0.027
Hernell et al.  20.90 0.106
Tangaroa (VM) DVAO iS4 0190
CoordNet 41.90 0.032
Hernell et al. 23.66 0.222
vortex V2v 30.92 0.165
DVAO 30.06 0.153
CoordNet 31.94 0.154

6 DISCUSSION AND LIMITATIONS

What tasks can CoordNet not tackle? To demonstrate its
effectiveness, we validate CoordNet on four data genera-
tion and visualization generation tasks. However, CoordNet
cannot tackle tasks requiring global data information, for
example, viewpoint recommendation [30]. This is because
such a task needs to consider the whole image rather than a
few pixels to predict the corresponding viewpoint. Another
task that CoordNet cannot tackle is ensemble generation.
That is, given ensemble simulation parameters, we aim
to synthesize the corresponding data. We have used the
ensemble fluid data set with 8,000 Reynolds numbers [16]
to produce new ensemble data. However, the quality is
unsatisfactory. A potential reason is that the ensemble space
is much more complex to explore than spatial and temporal
spaces.

Limitations. Although CoordNet processes diverse data
generation and visualization generation tasks without
modifying network architecture and outperforms existing
learning-based solutions quantitatively and qualitatively, it
still has two limitations. (1) Training time: Compared with
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Fig. 11: Comparison of synthesized volume rendering images under 256 image resolution for the VS task. Top to bottom:
combustion (CHI), half-cylinder (320,V), Tangaroa (V), and vortex. The quantitative metrics are listed in Table 8.

TABLE 10: Comparison of training time, inference time, supervision, and others for different deep learning methods. A ‘—’
indicates that the corresponding method cannot be applied. The model size is in MB.

SloMo TSR-TVD ESPCN SSR-TVD NeRV InSituNet V2v DVAO CoordNet
TSR 0.3 ~ 1.46 1~3 — — — — — — 0.5~ 3.5
training time ~ SSR — — 0.05 ~ 0.4 1~4 — — — — 1~4
(days) VS — — — — 0.04~0.14 05~2 — — 1.5~5
AOP — — — — — — 0.2 ~1.25 0.3~ 1.5 0.5~2
TSR 0.32 ~80.45 0.41 ~100.33 — — — — — — 4.89 ~ 258.14
inference time ~ SSR — — 0.35 ~127.16  0.52 ~ 1200.67 — — — — 4.67 ~ 259.02
(seconds) VS — — — — 0.08 ~2.05 0.10~2.56 — — 0.12 ~4.13
AOP — — — — — — 0.42 ~60.76 0.33 ~ 76.53 4.56 ~ 26.89
TSR supervised supervised — — — — — — unsupervised
supervision SSR — — supervised supervised — — — — unsupervised
\E] — — — — supervised  supervised =~ — — supervised
AOP — — — — — — supervised supervised supervised
data type 3D 3D 3D 3D 2D 2D 3D 3D 3D+2D
others arbitrary res.  no no no no no no no no yes
task TSR TSR SSR SSR Vs Vs AOP AOP all four
model size 224.60 41.40 10.70 50.05 169.28 166.64 36.10 143.90 5.68

CNN-based solutions, which treat one volume or image as a
training sample, CoordNet regards each coordinate as a train-
ing sample. This treatment significantly increases the num-
ber of training samples, leading to a longer training time,
as shown in Table 10 (2) Image generation quality: Although
CoordNet outperforms LERP, NeRV, and InSituNet in the VS
task, the synthesized images are still somewhat blurry and
present artifacts, which may require improvement for image
analysis purposes. (3) Data range recovery: Our method can-
not recover the inferred data to their original data range for
certain tasks such as TSR where the resolved time steps are
not simulated (so no minimum and maximum values can be
obtained for rescaling). This may prevent domain scientists
from analyzing data in some specific applications.

7 CONCLUSIONS AND FUTURE WORK

We have presented CoordNet, a simple yet versatile deep
learning framework for tackling diverse tasks in scientific
visualization. Through building an INR-based neural net-
work, CoordNet processes different data generation and vi-
sualization generation tasks in both 2D and 3D cases. More-
over, the data generation pipeline fits the in-situ scenarios
well. That is, the simulation data can be sparsely stored
and recovered during post-processing. Compared with the
state-of-the-art approaches in each task, CoordNet produces
higher-quality results, both qualitatively and quantitatively.

The future work of CoordNet includes two directions.
(1) Multi-task analysis for better network initialization: Cur-
rently, we train each task from scratch. In the future, we
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Fig. 12: Volume rendering results of LAO volumes for the AOP task. Top to bottom: argon bubble, half-cylinder (6400, VM),
Tangaroa (VM), and vortex. The quantitative scores are displayed in Table 9.

would like to explore better initialization algorithms (e.g.,
meta learning [35]) by considering the relationship among
different tasks. (2) Acceleration for coordinate-based networks:
CoordNet takes a significant amount of time to optimize,
which is not comparable to CNN-based solutions. We plan
to speed up the training process by utilizing hash tables to
build a dictionary from coordinates.
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APPENDIX

1 ADDITIONAL RESULTS
1.1 VS

Evaluation of image resolution. In Figure 1, we evaluate the
capability of CoordNet, NeRV, and InSituNet in generating
images with different resolutions using the vortex data set.
Both CoordNet and InSituNet produce satisfactory results
under 256 image resolution. However, taking a closer com-
parison, the image generated by InSituNet includes noise,
and the features are not preserved well, for example, at
the bottom region. Using the resolutions of 512 and 1,024,
CoordNet is the clear winner, while InSituNet does not
produce acceptable results. This is because InSituNet only
has hundreds of training images, and most GAN-based
architectures do not have enough capacity to generate high-
resolution images (e.g., 512 and 1,024) [1], [2], [3], [4].
Besides qualitative analysis, Table 1 reports average PSNR
and LPIPS values. Compared with NeRV and InSituNet,
CoordNet achieves the best PSNR and LPIPS values under
different image resolutions.

TABLE 1: Average PSNR (dB) and LPIPS for the VS task
under different image resolutions using the vortex data set.

resolution method PSNR 1+ LPIPS |
NeRV 20.96 0.144

256 InSituNet 19.38 0.162
CoordNet 22.84 0.083

NeRV 20.89 0.201

512 InSituNet 19.50 0.190
CoordNet 23.30 0.105

NeRV 19.75 0.255

1,024 InSituNet 20.36 0.193
CoordNet 23.74 0.129

Additional results. Figure 2 displays the synthesized
images under different view parameters using the Tangaroa
(V) data sets. As these images show, CoordNet preserves the
overall shapes and details under diversified view parame-
ters.

1.2 AOP

Figure 3 shows the volume rendering results with LAO.
The difference image is displayed in the top-left corner for
each approach. As the difference images indicate, CoordNet
produces fewer differences than other methods.

1.3 TSR

Unsupervised time interpolation. Since CoordNet treats
the coordinates as a continuous function; it can interpolate
an arbitrary number of intermediate time steps, which is
impossible with TSR-TVD. We produce six non-integer time
steps between two neighboring time steps and compare
their temporal coherence with LERP. The isosurface render-
ing results are shown in Figure 4. We can observe how the
isosurfaces smoothly grow (refer to the red ellipses) and
merge (refer to the blue ellipses) based on the rendering
results generated by CoordNet, while LERP does not exhibit
such smooth temporal variations.

Volume rendering results. Figure 5 shows the volume
rendering results among TSR-TVD, CoordNet, and GT. For
the combustion (MF) data set, TSR-TVD does not produce
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Fig. 1: Comparison of synthesized volume rendering images
for the VS task under different image resolutions using the
vortex data set. Top to bottom: 256, 512, and 1,024 image
resolutions.

the green part at the bottom-left corner and the yellow part
at the top-right corner well, while CoordNet preserves those
details. For the half-cylinder (6400,V) and ionization (H2)
data sets, both methods produce similar rendering results
compared with GT. But taking a close comparison, the image
produced by TSR-TVD contains more artifacts.

Slice of volume rendering results. Figure 6 shows a slice
of volume rendering results for the TSR task. These results
indicate the sharpness of the synthesized data generated by
CoordNet.

Discussion. Compared with TSR-TVD, CoordNet
achieves better visual quality (direct volume rendering and
isosurface rendering) and better quantitative scores. Besides,
CoordNet has the following advantages. (1) The interpola-
tion process is unsupervised, which means CoordNet does
not require to see the complete subsequence of early time
steps for training. (2) Given two time steps, CoordNet can
synthesize arbitrary numbers of time steps with coherent
and high-quality results, while TSR-TVD needs to perform
this recursively (i.e., the synthesized time steps are fed into
TSR-TVD to produce new time steps), and the performance
cannot be guaranteed due to error accumulation in the
recursive process. (3) CoordNet can operate in non-uniform
sampling cases, while TSR-TVD only assumes the time steps
are selected uniformly.

1.4 SSR

Unsupervised space interpolation. Because CoordNet pro-
cesses the SSR task without supervision, it can produce
higher-resolution volumes. That is, we can assume the
original volumes (e.g., 128%) are subsampled from higher-
resolution volumes (e.g., 512%), utilize these original vol-
umes to train CoordNet, and inferCoordNet to synthesize
higher-resolution ones. We use the vortex (128 x 128 x 128)
and ionization (PD) (600 x 248 x 248) data sets to train
CoordNet and produce volumes with higher-resolution (i.e.,
vortex with 512 x 512 x 512 and ionization (PD) with



(@) (9,45) (b) (27,18)

(c) (45,324)

(d) (90,297) (e) (135, 306)

Fig. 2: Volume rendering results for the VS task under different view parameters (6, ¢) using the Tangaroa (V) data set.

Top: CoordNet. Bottom: GT.

(a) GT wo. LAO

(b) Hernell et al. (c) V2V
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Fig. 3: Zoom-in volume rendering with LAO results for the AOP task. Top to bottom: argon bubble, earthquake, half-

cylinder (6400, VM), and Tangaroa (VM)

2400 x 992 x 992). We compare our results against Bl. As
displayed in Figure 7, CoordNet produces sharper results
with fewer artifacts compared with BI (refer to the arrows
in the images).

Additional results. Figure 8 displays the volume render-
ing results of the argon bubble, earthquake, and Tangaroa
(VM) data sets. Compared with BI, CoordNet produces
closer results in both shape and texture.

Slice of volume rendering results. Figure 9 shows a
slice of volume rendering results for the SSR task. These
results indicate that CoordNet preserves the sharpness and
smoothness of the synthesized data.

Isosurface rendering results. Figure 10 shows the iso-
surface rendering results among SSR-TVD, CoordNet, and
GT. Both SSR-TVD and CoordNet produce close isosurface
results of the combustion (HR) data set compared with
GT, but SSR-TVD misses some isosurfaces at the top-right
corner. For the ionization (PD) data set, SSR-TVD extracts
the isosurfaces with artifacts and does not preserve the
isosurface’s shape in the feature region. For the vortex data
set, CoordNet generates more similar isosurfaces compared
to GT. For example, SSR-TVD cannot reconstruct the isosur-
faces at the top-left corner.

Discussion. Compared with SSR-TVD, CoordNet
achieves better visual quality and similar quantitative val-
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Fig. 4: Zoom-in isosurface rendering results for the TSR task using the half-cylinder (640,V) data set. Top: LERP. Bottom:
CoordNet. We generate 576 time steps from sparsely sampled 25 time steps. The chosen isovalue is —0.7.
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ues. Still, CoordNet offers the following benefits. (1) The
upscaling operation is completed in an unsupervised fash-
ion. This means we do not need to store high- and low-
resolution pairs for optimization. (2) CoordNet can upscale
high resolution (e.g., 600 x 248 x 248) to higher resolution
(e.g., 2400 x 992 x 992).

2 HYPERPARAMETER STUDY

We further study the hyperparameters of CoordNet in the
following aspects.
2.1 Sample Size (N)

To study the impact of sample size, we train CoordNet using
different N for the TSR task. Table 2 reports the average

(c) CoordNet

(e) right observation

(d) GT
Fig. 5: Volume rendering results for the TSR task with an interpolation interval of 3. Top to bottom: combustion (MF),

half-cylinder (640,V), and ionization (H2). The displayed time steps are 95, 75, and 75, respectively. From top to bottom,
left and right observations are 93 and 97, 73 and 77, 73 and 77.

PSNR, LPIPS, and training time under different sample
sizes. The average PSNR and LPIPS are improved as we
sample more voxels. However, the improvement becomes
marginal as the sample size reaches 128K. In addition, as
shown in Figure 13, the quality of rendering results benefits
from the larger sample size. However, once N reaches 256K
and 512K, the performance degrades since CoordNet begins
to overfit the training data. Therefore, we suggest that the
sample size should be 128K.

2.2 Number of Initial Neurons (m)

We optimize CoordNet using different numbers of m for
the SSR task to determine an appropriate number of initial



o

(c) TSR-TVD

(a) LERP (b) SloMo

1nput b) BI

Fig. 7. Zoom-in volume rendering results for the SSR task.
Top: ionization (PD). Bottom: vortex. For the ionization (PD)
data set, we generate 2400 x 992 x 992 volumes from 600 x
248 x 248 ones. For the vortex data set, we generate 512 x
512 x 512 volumes from 128 x 128 x 128 ones.

c) CoordNet

neurons. Table 3 reports the average PSNR, LPIPS, training
time, and model size under different numbers of m. In
general, the average PSNR and LPIPS can be improved if a
larger number of neurons is set. However, it takes longer to
train, and more parameters need to be saved. Moreover, as
shown in Figure 11, the quality of the rendering result is the
best with 64 initial neurons. Beyond that, CoordNet could
jump into overfitting, which decreases the performance.
Therefore, we suggest that the number of initial neurons
should be 64.

2.3 Choice of Network Depth (d)

To choose an appropriate network depth, we apply different
d to train CoordNet for VS task under 512 image resolu-
tion. As displayed in Figure 12, we can observe that as d
increases, the result can be improved. However, there is
no significant difference between d = 10 and d = 15. In

&"%.

(e) GT

&L
(d) CoordNet

Fig. 6: Slice of volume rendering results for the TSR task with an interpolation interval of 3. Top to bottom: combustion
(MF), half-cylinder (640,V), ionization (H2), and Tangaroa (V). The displayed time steps are 95, 75, 75, and 147, respectively.

(a) BI (b‘) CoordNet | (c) GT

Fig. 8: Volume rendering results for the SSR task with
an upscaling factor of 4x. Top to bottom: argon bubble,
earthquake, and Tangaroa (VM).

Table 4, we report the average PSNR, LPIPS, and model size
under different d. The quantitative metrics are better as d
gets larger. However, the increment is small when d changes
from 10 to 15. Thus, we choose the network depth as 10 for
CoordNet.

TABLE 2: Average PSNR (dB), LPIPS values, and training
time per epoch (in second) using the vortex data set under
different numbers of sampled coordinates for the TSR task.

#coordinates PSNR 1 LPIPS| train
32K 31.87 0.143 9.77
64K  35.56 0.103 20.41
128K 38.92 0.066 40.53
256K  39.68 0.058 90.55
512K 40.75 0.051 202.69
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Fig. 9: Slice of volume rendering results for the SSR task with an upscaling factor of 4x. Top to bottom: combustion (HR),
ionization (PD), ionization (T), and vortex.
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Fig. 10: Isosurface rendering results for the SSR task with an upscaling factor of 4x. Top to bottom: combustion (HR),
ionization (PD), ionization (T), and vortex. The chosen isovalues are 0.4, —0.4, —0.3, and —0.1, respectively.
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Fig. 11: Zoom-in volume rendering results for the SSR task
under different numbers of initial neurons using the half-
cylinder (320, VM) data set.
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Fig. 12: Volume rendering results for the VS task under
different network depths using the combustion (CHI) data
set. The image resolution is 512.
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Fig. 13: Zoom-in volume rendering results for the TSR task
under different sample sizes using the vortex data set.
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