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DATA-EFFICIENT AND ROBUST DEEP LEARNING BASED APPROACHES

FOR BIOMEDICAL IMAGE SEGMENTATION AND RELATED PROBLEMS

Abstract

by

Hao Zheng

Image segmentation is a fundamental problem in computer vision and has been

studied for decades. It is also an essential preliminary step for quantitative biomedical

image analysis and computer-aided diagnoses and studies. Recently, deep learning

(DL) based methods have witnessed huge success on various image analysis tasks in

terms of accuracy and generality. However, it is not straightforward to apply known

semantic segmentation algorithms directly to biomedical images due to different imag-

ing techniques and special application scenarios (e.g., volumetric images, multi-modal

data, small amounts of annotated data, domain knowledge from experts). In this dis-

sertation, I develop new deep learning methods to save annotation efforts, improve

model efficacy, and generalize well to different biomedical image segmentation tasks.

First, I introduce advanced model architectures and training algorithms to make

use of abundant 3D information from volumetric images (e.g., MR and CT images)

for delineating detailed structures. The heterogeneous feature aggregation network

utilizes anisotropic 3D convolutional kernels to explicitly extract and fuse contextual

information from orthogonal geometric views. I also devise a new ensemble learning

framework to unify the merits of both 2D and 3D DL models and boost segmentation

performance significantly. Second, I introduce the representative annotation method

to only select the most effective areas/samples for annotation, thus saving manual ef-
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forts. Our method decouples the selection process from the segmentation process and

makes a one-shot suggestion. It can achieve comparable performance to full annota-

tion and active learning based methods. Third, noticing that using sparse annotation

leads to huge performance degradation, I introduce two semi-supervised methods to

leverage unlabeled images and utilize automatically generated labels (i.e., pseudo la-

bels) in model training. Specifically, I propose combining representative annotation

and ensemble learning to bridge the performance gap compared with full annotation

methods. I also propose a method to estimate the uncertainty of pseudo labels and

use them to guide iterative self-training. Fourth, I present a new self-supervised

learning framework to extract generic knowledge directly from unlabeled data and

demonstrate its high robustness and efficiency on diverse downstream segmentation

tasks.
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CHAPTER 1

INTRODUCTION

1.1 Background

Biomedical image analysis performs computing on images to obtain qualitative

and quantitative information for biological discoveries [48, 166, 182] and medical re-

search [160, 185]. Applications include image registration, tissue or organ detection

and segmentation, morphological and pathological analysis, disease diagnosis, surgi-

cal planning, and so on [31, 49, 65, 66, 78, 160]. Image segmentation is a fundamental

problem in computer vision that partitions a digital image into multiple segments in

which pixels with the same label share certain characteristics. Automated segmen-

tation methods have significantly advanced the biomedical image analysis.

Deep learning frees people from designing hand-crafted features by data-driven

representation learning (Fig. 1.1 (a)) and has achieved tremendous success in many

domains, including natural language processing (e.g., machine translation and lan-

guage modeling) and computer vision (e.g., classification, detection, and segmen-

tation) [81]. These advances also accelerate the development of biomedical image

analysis [185]. There are two types of challenges in applying deep learning to biomed-

ical image segmentation tasks. (1) Special imaging properties. Medical images have

multiple modalities, such as computed tomography (CT), magnetic resonance (MR),

ultrasound (US), and histopathology images, so image contrast and intensity distri-

bution are very diverse. Volumetric images (e.g., 3D(+T) MR and CT) are routinely

invented and some images are of large size. Medical images are heterogeneous and
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Figure 1.1. (a) The deep learning pipeline. After dataset U (unlabeled) is
collected, experts annotate a certain number of them (i.e., labeled set L).
The neural network is trained with L (and some unlabeled data). A good

model should be able to achieve good performance on unseen data. (b)
Typical biomedical image analysis challenges, which are entangled in

real-world applications.

imbalanced because they are collected at different facilities, by different protocols,

at different times, and the incidence of disease typically has a long-tail distribution.

(2) Limited amount of training data. Because manual annotation requires high ex-

pertise and is labor-intensive and time-consuming, it is usually difficult to collect a

sufficiently large annotated dataset. Moreover, annotation could be inconsistent and

noisy due to various experiences and ambiguities in images. Combining these two

factors together, we usually encounter several difficulties simultaneously when we de-

ploy deep learning algorithms in real-world applications (e.g., five common obstacles

we encounter are shown in Fig. 1.1 (b)) and experts always have higher requirements

for us, such as model robustness and interpretability due to medical safety and ethics

concerns.

These challenges hinder the deployment of deep learning models in various health-

care applications and scientific research. There is a great demand for data-efficient

and robust deep learning techniques that can make the most of both labeled and un-
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labeled data and generalize to diverse biomedical tasks without requiring intensive

manual annotation effort.

In this dissertation, I address these challenges from the following three specific

aspects of the deep learning pipeline (Fig. 1.1 (a)): (1) Model training. Given train-

ing data (labeled or unlabeled), we are supposed to utilize them, advanced model

architectures, and training algorithms to achieve as good performance as possible. I

propose a heterogeneous feature aggregation network to explicitly extract and fuse

contextual information from orthogonal geometric views of volumetric data (Chap-

ter 2). And I devise a new ensemble learning framework to unify the merits of both

2D and 3D deep learning models and boost segmentation performance significantly

(Chapter 4). (2) Necessary annotation and efficient training. I introduce the rep-

resentative annotation method to only select the most effective areas/samples for

annotation, thus saving manual effort while maintaining high performance (Chap-

ter 3). Moreover, I leverage unlabeled images and introduce two semi-supervised

methods to (a) bridge the performance gap with respect to full annotation methods

by ensemble learning (Chapter 5), and (b) estimate the uncertainty of pseudo labels

and use them to guide iterative self-training (Chapter 6). (3) Deployment. The

model should generalize well on diverse new data, so I present a new self-supervised

learning framework to extract generic knowledge directly that is beneficial for diverse

downstream segmentation tasks (Chapter 7).

1.2 Overview of Main Results

In this section, I will briefly discuss the motivation, ideas, and main results of

the 3D network architecture design (Section 1.2.1), training method (Section 1.2.3),

annotation selection and efficient training work (Section 1.2.2 and Section 1.2.4),

uncertainty-guided cartilage segmentation (Section 1.2.5), and self-supervised pre-

training framework (Section 1.2.6).
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1.2.1 Heterogeneous Feature Aggregation Network for 3D Cardiovascular Image

Segmentation

Automatic and accurate cardiovascular image segmentation is important in clin-

ical applications. However, due to large variations in different subjects, ambiguous

borders, subtle structures (e.g., thin myocardium), and inhomogeneous appearance

and image quality, parsing fine-grained structures in 3D cardiovascular images is very

challenging.

In Chapter 2, we propose a novel deep heterogeneous feature aggregation network

(HFA-Net) to fully exploit complementary information from multiple views of 3D

cardiac data [180]. First, we utilize asymmetrical 3D kernels and pooling to obtain

heterogeneous features in parallel encoding paths. Thus, from a specific view, dis-

tinguishable features are extracted and indispensable contextual information is kept

(rather than quickly diminished after symmetrical convolution and pooling opera-

tions). Then, we employ a content-aware multi-planar fusion module to aggregate

meaningful features to boost segmentation performance. Further, to reduce the model

size, we devise a new DenseVoxNet model by sparsifying residual connections, which

can be trained in an end-to-end manner. We demonstrate the effectiveness and ro-

bustness of our new HFA-Net on several MRI/CT datasets, achieving state-of-the-art

performance.

1.2.2 Biomedical Image Segmentation via Representative Annotation

Due to the diversity and complexity of biomedical image data, manual annota-

tion for training common deep learning models is very time-consuming and labor-

intensive, especially because normally only biomedical experts can annotate image

data well. Human experts are often involved in a long and iterative process of anno-

tation, as in active learning type annotation schemes.

In Chapter 3, we propose representative annotation (RA), a new deep learning
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framework for reducing annotation effort in biomedical image segmentation [179].

RA uses unsupervised networks for feature extraction and selects representative im-

age patches for annotation in the latent space of learned feature descriptors, which

implicitly characterizes the underlying data while minimizing redundancy. A fully

convolutional network (FCN) is then trained using the annotated selected image

patches for image segmentation. Our RA scheme offers three compelling advantages:

(1) It leverages the ability of deep neural networks to learn better representations

of image data; (2) it performs one-shot selection for manual annotation and frees

annotators from the iterative process of common active learning based annotation

schemes; (3) it can be deployed to 3D images with simple extensions. We evaluate

our RA approach using three datasets (two 2D and one 3D) and show our framework

yields competitive segmentation results comparing with state-of-the-art methods.

1.2.3 A New Ensemble Learning Framework for 3D Biomedical Image Segmentation

Many 2D and 3D deep learning models have achieved state-of-the-art segmenta-

tion performance on 3D biomedical image datasets. Yet, 2D and 3D models have

their own strengths and weaknesses, and by unifying them together, one may be able

to achieve more accurate results.

In Chapeter 4, we propose a new ensemble learning framework for 3D biomedical

image segmentation that combines the merits of 2D and 3D models [181]. First, we

develop a fully convolutional network based meta-learner to learn how to improve

the results from 2D and 3D models (base-learners). Then, to minimize over-fitting

for our sophisticated meta-learner, we devise a new training method that uses the

results of the base-learners as multiple versions of “ground truths”. Furthermore,

since our new meta-learner training scheme does not depend on manual annota-

tion, it can utilize abundant unlabeled 3D image data to further improve the model.
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Extensive experiments on two public datasets show that our approach is effective un-

der fully-supervised, semi-supervised, and transductive settings, and attains superior

performance over state-of-the-art image segmentation methods.

1.2.4 An Annotation Sparsification Strategy for 3D Medical Image Segmentation

via Representative Selection and Self-Training

Data annotation is a big bottleneck to Deep learning (DL) based 3D segmentation

because (1) DL models tend to need a large amount of labeled data to train, and

(2) it is highly time-consuming and label-intensive to voxel-wise label 3D medical

images. Significantly reducing annotation effort while attaining good performance of

DL segmentation models remains a major challenge. We find that, using partially

labeled datasets, there is indeed a large performance gap with respect to using fully

annotated training datasets.

In Chapter 5, we propose a new DL framework for reducing annotation effort

and bridging the gap between full annotation and sparse annotation in 3D medical

image segmentation [183]. We achieve this by (i) selecting representative slices in

3D images that minimize data redundancy and save annotation effort, and (ii) self-

training with pseudo-labels automatically generated from the base-models trained

using the selected annotated slices. Extensive experiments using two public datasets

show that our framework yields competitive segmentation results comparing with

state-of-the-art DL methods using less than ∼ 20% of annotated data.

1.2.5 Embryonic Cartilage Segmentation in High-Resolution 3D Micro-CT Images

with Very Sparse Annotation

Craniofacial syndromes often involve skeletal defects of the head. Studying the de-

velopment of the chondrocranium (the part of the endoskeleton that protests the brain

and other sense organs) is crucial to understanding genotype-phenotype relationships
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and early detection of skeletal malformation as the chondrocranium forms prior to

mineralization of cranial bones of the skull. Our goal is to segment craniofacial carti-

lages in 3D micro-CT images of embryonic mice stained with phosphotungstic acid.

However, due to high image resolution, complex object structures, and low contrast,

delineating fine-grained structures in these images is very challenging, even manually.

Specifically, only experts can differentiate cartilages, and it is unrealistic to manually

label whole volumes for training deep learning models.

In Chapter 6, we propose a new framework to progressively segment cartilages in

high-resolution 3D micro-CT images using extremely sparse annotation (e.g., anno-

tating only a few selected slices in a volume) [182]. Specifically, to deal with such

high-dimensional data, our method consists of a lightweight fully convolutional net-

work (FCN) to accelerate the training and generate pseudo labels (PLs) for unlabeled

slices. Meanwhile, we take into account the reliability of PLs by devising a bootstrap

ensemble based uncertainty quantification method. Next, our framework gradually

learns from the PLs with the guidance of the uncertainty estimation via self-training.

1.2.6 Hierarchical Self-Supervised Learning for Medical Image Segmentation Based

on Multi-Domain Data Aggregation

A large labeled dataset is a key to the success of supervised deep learning, but for

medical image segmentation, it is highly challenging to obtain sufficient annotated

images for model training. In many scenarios, unannotated images are abundant

and easy to acquire. Self-supervised learning (SSL) has shown great potentials in

exploiting raw data information and representation learning.

In Chapter 7, we propose Hierarchical Self-Supervised Learning (HSSL), a new

self-supervised framework that boosts medical image segmentation by making good

use of unannotated data [184]. Unlike the current literature on task-specific self-

supervised pretraining followed by supervised fine-tuning, we utilize SSL to learn
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task-agnostic knowledge from heterogeneous data for various medical image segmen-

tation tasks. Specifically, we first aggregate a dataset from several medical challenges,

then pre-train the network in a self-supervised manner, and finally fine-tune on la-

beled data. We develop a new loss function by combining contrastive loss and clas-

sification loss, and pre-train an encoder-decoder architecture for segmentation tasks.

Our extensive experiments show that multi-domain joint pre-training benefits down-

stream segmentation tasks and outperforms single-domain pre-training significantly.

Compared to learning from scratch, our method yields better performance on various

tasks (e.g., +0.69% to +18.60% in Dice with 5% of annotated data). With limited

amounts of training data, our method can substantially bridge the performance gap

with respect to denser annotations (e.g., 10% vs. 100% annotations).

1.3 Author Contribution

To demonstrate the effectiveness of our methods, we conducted extensive exper-

iments on various public challenge datasets and a real application provided by our

collaborators. The micro-CT mouse images and manual annotations are provided by

Dr. Joan T. Richtsmeier, Dr. Susan M. Motch Perrine, Dr. M. Kathleen Pitirri, and

Dr. Kazuhiko Kawasaki (Department of Anthropology at Pennsylvania State Uni-

versity). All approaches and implementations presented in this dissertation are my

original work, except for the following collaboration. In the ensemble learning frame-

work (Chapter 4), the random-fit module and the experiment on the mouse piriform

cortex dataset should be partially credited to Lin Yang (Department of Computer

Science and Engineering at the University of Notre Dame), and the implementation

and design of the NN-fit module should be credited to Yizhe Zhang (Department of

Computer Science and Engineering at the University of Notre Dame). In the HSSL

framework (Chapter 7), the implementation and experiments of baselines (rotation

and in-painting; MoCo) should be partially credited to Jun Han (Department of
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Computer Science and Engineering at the University of Notre Dame) and Hongxiao

Wang (Department of Computer Science and Engineering at the University of Notre

Dame).

1.4 Organization of the Dissertation

The rest of this dissertation is organized as follows: Chapters 2 presents a new 3D

neural network to explicitly extract and fuse contextual information from orthogonal

geometric views to delineate detailed structures. Chapter 3 presents a new one-shot

representative selection framework to reduce annotation efforts by directly identify-

ing the most diverse and informative samples. Chapter 4 presents a new ensemble

learning framework to unify the merits of 2D and 3D deep learning models for 3D

biomedical image segmentation. Chapter 5 presents a new framework that combines

representative selection and ensemble learning to bridge the performance gap of 3D

biomedical image segmentation between using sparse annotation and full annotation.

Chapter 6 presents a new semi-supervised method that estimates the uncertainty of

generated pseudo labels efficiently and utilizes them for refining segmentation via iter-

ative self-training. Chapter 7 presents a new self-supervised learning framework that

can extract task-agnostic knowledge from heterogeneous unlabeled data. Chapter 8

summarizes the main results and discusses some future directions to follow based on

the work in this dissertation.
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CHAPTER 2

HETEROGENEOUS FEATURE AGGREGATION NETWORK FOR 3D

CARDIOVASCULAR IMAGE SEGMENTATION

A paper published in 2019 22nd International Conference on Medical Image

Computing and Computer Assisted Intervention (MICCAI) [180]

2.1 Backgrounds

Cardiovascular disease is a leading cause of death globally. Segmenting the whole

heart in cardiovascular images is a prerequisite for morphological and pathological

analysis, disease diagnosis, and surgical planning [116]. However, automatic and

accurate cardiovascular image segmentation remains very challenging due to large

variations in different subjects, missing/ambiguous borders, and inhomogeneous ap-

pearance and image quality (e.g., see Fig. 2.1(a-b)).

Recent studies showed that deep learning based methods [45, 90, 93, 168, 181]

can learn robust contextual and semantic features and achieve state-of-the-art seg-

mentation performance. 3D fully convolutional networks (FCNs) are a mainstream

approach for cardiac segmentation due to their ability to integrate both inter- and

intra-slice information in 3D images. However, two key factors have not been well

explored: (1) the imaging qualities in different anatomical planes are not the same,

and thus the degrees of segmentation difficulty from different views are unequal; (2)

subtle structures (e.g., myocardium, pulmonary artery) have different orientations in

different anatomical planes. Symmetrical convolutional and pooling operations may

cause quick diminishment of subtle structures or boundaries, incurring segmentation
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Figure 2.1. Examples of cardiovascular images from (a) the MM-WHS CT
dataset [193] in the axial plane and (b) the HVSMR dataset [116] in the

sagittal plane. (c) Myocardium boundaries in the axial plane are easier to
recognize.

errors. As shown in Fig. 2.1(c), myocardium boundaries in the axial plane are easier

to recognize; with asymmetrical pooling along the longitudinal axis, more comple-

mentary inter-slice information can be kept which in return benefits segmentation in

the axial plane.

Many recent studies tried to tackle the anisotropic issue of 3D biomedical images.

But still, they could not segment myocardium or pulmonary artery well. Known

methods that explored anisotropic 3D kernels in FCNs can be categorized into two

types. (1) The methods in [45, 124] focused on designing repeatable cell structures

and replaced all 3D convolutions systematically, called short-range asymmetrical cell.

However, symmetrical pooling was used and deep features were fused periodically

(with distinctive features vanishing quickly). (2) The methods in [90, 96] dealt with

the anisotropic problem in 3D images using 2D FCNs to extract intra-slice features

and 3D FCNs to aggregate inter-slice features. But, they did not exploit the fact that

complementary information in the other planes (xz- and yz-planes) can also benefit

the xy-plane, especially in less anisotropic 3D data (e.g., when the spacing resolution
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in the z-axis is only 3 ∼ 5× larger than that of the x- and y-axes).

To address the above two key factors, we propose a new heterogeneous feature

aggregation network (HFA-Net), which is able to fully exploit complementary infor-

mation in multiple views of 3D cardiac images and aggregate heterogeneous features

to boost segmentation performance. To handle the issue in [45, 124], we utilize long-

range asymmetrical branches to maintain distinguishable features associated with a

specific view. Besides asymmetrical convolutional operations, we also apply asym-

metrical pooling operations to maintain spatial resolution in the other planes. To

address the issue in [90, 96], we utilize parallel encoding paths to extract heteroge-

neous features from multiple geometric views of the 3D data (i.e., the axial, coronal,

and sagittal planes). There is a good chance that an object can be distinguished

from at least one of the geometric views. Thus, we encourage richer contextual and

semantic features to be extracted. Further, to improve the parameter-performance

efficiency and reduce GPU memory usage, we devise a sparsified densely-connected

convolutional block for our model, and our HFA-Net thus designed can be trained

end-to-end.

Experiments on three public challenge datasets [116, 161, 193] show that our new

method achieves competitive segmentation results over state-of-the-art methods.

2.2 Method

Our HFA-Net has three main components (see Fig. 2.2): (1) Long-range asym-

metrical branches (LRABs) that preserve subtle structures via asymmetrical con-

volutions and poolings; (2) a content-aware fusion module (CAFM) that combines

multiple asymmetrical branches together, utilizing both raw images and feature maps

from LRABs; (3) a new 3D sparse aggregation block (SAB) to reduce GPU memory

usage and enable end-to-end training of the entire network.
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Figure 2.2. An overview of our new HFA-Net framework.

2.2.1 Long-Range Asymmetric Branch (LRAB)

A straightforward way to exploit multiple geometric views of 3D images is to

replace conventional 3D convolutional (Conv) layers by short-range asymmetrical

cell (SRAC) [45, 124]. As shown in Fig. 2.3(a), a 3D Conv kernel is decomposed

into m parallel streams, each having n pseudo 2D kernels and a corresponding

orthogonal pseudo 1D kernel. But, the typical decompositions they exploited are

{m = 1, 2;n = 1, 2}, which may not make the best out of all geometric properties of

3D data. Further, such SRAC only governs the specific layer-wise computation but

neglects the outer branch/network level which controls spatial resolution changes.

Most importantly, feature maps are added together periodically after each SRAC,

which causes homogeneous feature maps in deeper layers and that parallel streams

do not benefit richer feature extraction anymore. To address these issues, our method

aims to fully exploit all the three orthogonal views and encourage extracting hetero-

geneous features from different scales. For this goal, we need to carefully design both

the layer-level and branch-level operations.

Notation. We denote a 3D Conv layer as Conv(Kk1,k2,k3/Ss1,s2,s3), where ki

and si are the kernel size and stride step size in each direction. Conventionally,

k1 = k2 = k3 and s1 = s2 = s3. A 3D kernel K3,3,3 can be decomposed into an
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Figure 2.3. (a) Short-Range Asymmetric Cell; (b) Long-Range Asymmetric
Branch; (c) Content-Aware Fusion Module. I: raw image; F

sj
i : feature

maps (see Sect. 2.2.2).

SRAC (with m = 1 and n = 1) by K3,3,1 ⊗ K1,1,3, K3,1,3 ⊗ K1,3,1, or K1,3,3 ⊗ K3,1,1,

where ⊗ is convolution. Similarly, we denote a 3D deconvolutional (DeConv) layer

as DeConv(Kk1,k2,k3 × Ss1,s2,s3). A pooling layer is denoted as Ps1,s2,s3 .

Fig. 2.3(b) shows the concept of our long-range asymmetrical branch (LRAB).

We utilize three LRABs (m = 3) to operate on three orthogonal geometric views

separately, thus increasing the independency among m parallel encoding paths. The

original symmetrical Conv(Kka,ka,ka/Ssa,sa,sa) is replaced by an asymmetrical coun-

terpart in each branch (i.e., (Kka,ka,1/Ssa,sa,1), (Kka,1,ka/Ssa,1,sa), or (K1,ka,ka/S1,sa,sa)).

Also, the consecutive 3D Conv kernel (Kkb,kb,kb/Ssb,sb,sb) is decomposed in the same
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orientation in each branch. Besides, since in each LRAB, Conv kernels are along

the same orientation, conventional symmetrical pooling is no longer suitable (other-

wise, inter-slice features may vanish quickly before being extracted). In our prob-

lem, cardiovascular segmentation is highly challenging especially due to the miss-

ing/ambiguous boundaries between the regions of interest and background or among

various sub-structures. Thus, asymmetrical pooling (i.e., Ps,s,1, Ps,1,s, or P1,s,s) is

utilized to maintain spatial resolution in the orthogonal direction so that there is a

bigger chance that subtle distinguishable features can be kept in at least one of the

geometric views.

For example, a T × T × T tensor after three P2,2,2 becomes a T
8
× T

8
× T

8
tensor

but becomes T
8
× T

8
× T after three P2,2,1. Hence, additional information of subtle

structures along the z-axis is kept and will be utilized by subsequent processing.

Observe that the designs in [90, 96] can be viewed as special cases of our LRAB since

these methods only used (pre-trained) 2D FCN to extract deep feature maps from 3D

data slice by slice independently with m = 1. Thus, our method is more cautious in

heterogeneous feature aggregation. Specifically, as shown in Fig. 2.2, our first LRAB

is composed of stacking layers of Conv(K3,3,1/S2,2,1), SAB(K3,3,1/S1,1,1), P2,2,1, and

SAB(K3,3,1/S1,1,1), where SAB(K3,3,1/S1,1,1) refers to sparse aggregation block (SAB)

composed of stacked Conv(K3,3,1/S1,1,1). We will present SAB in Sect. 2.2.3. In the

ith LRAB, feature maps from different scales (sj, j = 1, 2, . . . , k) are recovered by

asymmetrical DeConv layers accordingly, denoted by F
sj
i . We will discuss how to

aggregate useful information from these heterogeneous feature maps in Sect. 2.2.2.

2.2.2 Content-Aware Fusion Module (CAFM)

To maximally exploit the extracted heterogeneous features maps F
sj
i from parallel

LRABs, we need to selectively leverage the correct information and suppress the

incorrect one. It is quite possible that each voxel is correctly classified in at least one
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geometric view; thus, a key challenge is how to deal with agreement and disagreement

in different views. For this, we present a content-aware fusion module (CAFM, see

Fig. 2.3(c)) to generate aggregated deep features.

The input of CAFM includes two parts: a raw image I and heterogeneous feature

maps F
Sj
i of the same shape, where i is for the ith LRAB and Sj is for the selected

scales in LRABs. HFA-Net has m = 3 LRABs; thus i ∈ {1, 2, 3}. There are three

scales in each LRAB and we choose the last two scales; thus j ∈ {2, 3}. To recover

the asymmetrical feature maps to the original resolution of the input image I, we

use asymmetrical DeConv accordingly (e.g., we use stacked {DeConv(K4,4,1×S2,2,1),

DeConv(K4,4,1 × S2,2,1)} to obtain F S3
1 for the 1st LRAB). Then we average the fea-

ture maps from the same scale but different branches together to obtain hierarchical

features F Sj = 1
m

∑m
i=1 F

Sj
i . This averaging provides a compact representation of

all F
Sj
i ’s while still showing the image areas where the heterogeneous features have

agreement or disagreement. Next, each F Sj is concatenated with the raw image I and

fed to an encoder SAB, and all the intermediate feature maps are integrated in the

middle of CAFM for extracting better representations. The raw image I provides a

reference for helping further find detailed features and guide the feature aggregation

process.

The loss function is computed as:

`(X, Y ; θ) = `mse(P̃ , Y ) + λ1`mse(P̃aux, Y ) +
∑
i

∑
j

λij`mse(S(F
Sj
i ), Y ), (2.1)

where Y is the corresponding ground truth of each training sample X, `mse is the

multi-class cross-entropy loss and S(·) is the softmax function. Detailed structure of

HFA-Net is shown in Fig. 2.4.
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Data flow
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Figure 2.4. Detailed structure of HFA-Net. F
sj
i : feature maps from the jth scale in the ith long-range asymmetrical branch

(LRAB) (see Sect. 2.2.1). P̃ij: prediction from the jth scale in the ith LRAB; P̃aux is auxiliary prediction in the content-aware

module (CAFM) (see Sect. 2.2.2); P̃ is our main prediction in CAFM. Finally, Eq. 2.1 is computed to train the model.
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2.2.3 Sparse Aggregation Block (SAB)

DenseVoxNet [168] is a state-of-the-art model for cardiovascular image segmen-

tation, built on DenseBlock with dense residual connections. It aggregates all the

previously computed features to each subsequent layer, computed as:

x` = H`([x0, x1, . . . , x`−1]), (2.2)

where x0 is the input, x` is the output of layer `, [·] is the concatenation operation,

and H`(·) is a composite of operations such as Conv, Pooling, BN, and ReLU. The

dense connections help transfer useful features from shallower to deeper layers, and in

turn, allow each shallow layer to receive direct supervision signal, thus alleviating the

gradient vanishment issue in training deep ConvNets and achieving better parameter-

performance efficiency.

However, for a DenseBlock of depth N , the number of skip connections and pa-

rameters grows quadratically asymptotically (i.e., O(N2)). This means that each

layer generates only a few new outputs to an ever-widening concatenation of previ-

ously seen feature representations. Thus, it is hard for the model to make full use of

all the parameters and dense skip connections [192].

To further ease the training of our HFA-Net, we devise a new sparsified densely-

connected convolutional block, called sparse aggregation block (SAB), to improve

parameter-performance efficiency. The output x` of layer ` is computed as

x` = H`([x`−c0 , x`−c1 , x`−c2 , x`−c3 , . . . , x`−ck ]), (2.3)

where c > 1 is an integer and k ≥ 0 is the largest integer such that ck ≤ `. For

an SAB of total depth N , this sparse aggregation introduces no more than logc(N)

incoming links per layer, for a total of O(N log(N)) connections and parameters. We
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H0
(a)

H1 H2 H3 H4 H5 H6 H7 H8 H9 H10 H11 H12

(b)
H0 H1 H2 H3 H4 H5 H6 H7 H8 H9 H10 H11 H12

(c)
H0 H1 H2 H3 H4 H5 H6 H7 H8 H9 H10 H11 H12

Figure 2.5. Comparison between Dense Block and our Sparse Aggregation
Block (SAB), where ⊗ is the concatenation operation. (a) Dense Block:

x` = H`([x0, x1, . . . , x`−1]), which takes all previous layers into
consideration. (b) SAB: x` = H`([x`−c0 , x`−c1 , x`−c2 , x`−c3 , . . . , x`−ck ]), which
only takes selected previous layers into consideration. (c) For example, the

input of H8 is concatenation of feature maps x7, x6, x4, and x0.

TABLE 2.1

DATASETS AND TRAINING DETAILS1

Dataset
Train Test

# Class Optimizer # Iter. Learning rate policy
# stack GT # stack GT

2016 HVSMR [116] 10 3 10 7 2
Adam: β1 = 0.9,

β2 = 0.999, ε = 1e-10

45,000

Lr ×
(
1− iter

#iter

)0.9
2017 MM-WHS CT [193] 16 3 4 3 7 60,000

2017 AAPM CT [161] 36 3 12 7 5 60,000

use c = 2 and N = 12 in all experiments. Fig. 2.5 shows more details of SAB.

1“GT = 7”: the ground truth of the data is kept by the organizers for fair comparison. The
initial learning rate Lr = 5× 10−4.
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2.3 Experiments and Results

Three 3D Datasets. (1) The 2016 HVSMR dataset [116] aims to segment

myocardium and great vessels (blood pool) in cardiovascular MRIs. The results are

evaluated using three criteria: Dice coefficient, average surface distance (ADB), and

symmetric Hausdorff distance. A score S =
∑

class(
1
2
Dice − 1

4
ADB − 1

30
Hausdorff )

is used to measure the overall accuracy of the results and for ranking. (2) The 2017

MM-WHS CT dataset [193] aims to segment seven cardiac structures (the left/right

ventricle blood cavity (LV/RV), left/right atrium blood cavity (LA/RA), myocardium

of the left ventricle (LV-myo), ascending aorta (AO), and pulmonary artery (PA)).

Following the setting in [38], we randomly split the dataset into the training (16

subjects) and testing (4 subjects) sets, which are fixed throughout all experiments.

(3) The 2017 AAPM CT dataset [161] aims to segment five thoracic structures

(esophagus, spinal cord, left/right lung, and heart); esophagus and spinal cord are

highly difficult cases.

Implementation Details. Our proposed method is implemented with Python

using the TensorFlow framework and trained on an NVIDIA Tesla V100 graphics card

with 32GB GPU memory. All the models are initialized using a Gaussian distribution

and trained with the “poly” learning rate policy. We perform data augmentation to

reduce overfitting. More details can be found in Table 2.1.

Quantitative Results. Table 2.2 shows quantitative comparison of HFA-Net

against other methods from the 2016 HVSMR Challenge Leaderboard, including a

conventional atlas-based method [131] and 3D FCN based methods [93, 168]. First,

our re-implementation of DVN achieves the state-of-the-art performance and our S-

DVN with SAB achieves competitive results while reducing the number of parameters

by ∼60% (4.3M vs. 1.6M). Second, recall the two types of the known anisotropic 3D

methods (see Sect. 2.1). We choose at least one typical method from each type for

comparison. The method [45] is based on the short-range asymmetrical cell design,
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which utilizes 3D kernel decomposition on the orthogonal planes to predict a class

label for each voxel. The method [90] extracts features from the xy-plane by a 2D

FCN and applies a 3D FCN to fuse inter-slice information. Our HFA-Net outperforms

these methods across nearly all the metrics with a very high overall score of 0.239.

The results for the 2017 MM-WHS CT dataset are given in Table 2.3. First, our

baselines (DVN and S-DVN) already achieve better results than the known state-of-

the-art methods [38, 121]. Second, our HFA-Net further improves the accuracy on

most the categories across nearly all the metrics, especially for subtle structures such

as LV-myo and AO.

To further show that our method is robust and effective in delineating subtle

structures, we experiment with HFA-Net on the 2017 AAPM CT dataset. Quantita-

tive results in Table 2.4 show promising performance gain, especially for esophagus

and spinal cord (2% gain in Dice coefficient).
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TABLE 2.2

SEGMENTATION RESULTS ON THE 2016 HVSMR DATASET

Method
Myocardium Blood Pool Overall

Score
Dice ADB [mm] Hausdorff [mm] Dice ADB [mm] Hausdorff [mm]

Shahzad et al. [131] 0.747 1.099 5.091 0.885 1.553 9.408 -0.330

3D Unet [93] 0.762 0.943 5.618 0.932 0.826 7.015 -0.016

DVN [168] 0.821 0.964 7.294 0.931 0.938 9.533 -0.161

DVN (ours) 0.829 0.701 3.431 0.933 0.921 8.489 0.078

S-DVN 0.822 0.689 3.729 0.936 0.900 8.770 0.065

Gonda et al. [45] 0.793 0.783 4.002 0.934 0.853 7.043 0.087

Li et al. [90] 0.802 0.876 4.243 0.930 0.978 7.481 0.012

HFA-Net 0.837 0.627 3.301 0.942 0.751 5.875 0.239
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TABLE 2.3

SEGMENTATION RESULTS ON THE 2017 MM-WHS CT DATASET

Model Metrics
Structures

Mean

LV RV LA RA LV-myo AO PA

Payer et al. [121] Dice 0.918 0.909 0.929 0.888 0.881 0.933 0.840 0.900

Dou et al. [38] Dice 0.888 - 0.891 - 0.733 0.813 - -

DVN

Dice 0.942 0.891 0.933 0.879 0.908 0.959 0.824 0.905

Jacard 0.891 0.806 0.874 0.786 0.832 0.922 0.713 0.832

ADB[voxel] 0.084 0.448 0.199 0.459 0.180 0.132 1.710 0.459

Hausdorff[voxel] 6.752 39.156 71.189 101.570 35.422 27.810 59.982 48.840

S-DVN

Dice 0.929 0.890 0.914 0.899 0.895 0.956 0.828 0.902

Jaccard 0.870 0.805 0.843 0.817 0.811 0.916 0.718 0.826

ADB[voxel] 0.610 0.666 1.384 0.307 0.362 0.210 1.594 0.733

Hausdorff[voxel] 21.214 55.473 85.726 73.757 62.053 80.511 77.181 65.131

HFA-Net

Dice 0.946 0.893 0.925 0.897 0.910 0.964 0.830 0.909

Jaccard 0.898 0.810 0.861 0.816 0.836 0.930 0.722 0.839

ADB[voxel] 0.076 0.562 0.210 0.334 0.225 0.103 1.685 0.456

Hausdorff[voxel] 7.148 33.128 42.173 22.903 36.954 12.075 37.845 27.461
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TABLE 2.4

SEGMENTATION RESULTS ON THE 2017 CT AAPM DATASET

Model Metrics
Structures

Mean

Esophagus Spinal Cord Lung R Lung L Heart

DVN [93]

Dice 0.676 0.851 0.960 0.960 0.917 0.873

ADB[mm] 2.227 0.867 1.212 1.295 2.418 1.604

Hausdorff[mm] 7.748 2.298 3.938 4.100 6.781 4.973

HFA-Net

Dice 0.697 0.874 0.962 0.964 0.920 0.883

ADB[mm] 1.974 0.766 1.266 0.967 2.336 1.462

Hausdorff[mm] 5.883 2.190 4.149 3.370 6.557 4.430
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Myocardium Blood pool

Ra
w

 im
ag

e
HF

A-
Ne

t
DV

N

Raw image S-DVNHFA-Net Raw image S-DVNHFA-Net
(a)

(b) LV RV LA RA LV-myo AO PA

Spinal cord
Lung_L
Lung_R
Heart
Esophagus

(c)

Figure 2.6. Visual qualitative results: the 2016 HVSMR dataset (a), 2017
MM-WHS CT dataset (b), and 2017 CT AAPM dataset (c) (some errors

marked by magenta arrows).

Qualitative Results. As shown in Fig. 2.6, our HFA-Net attains better results

and shows a strong capability of delineating missing/ambiguous boundaries.

2.4 Conclusions

In this chapter, we presented a new deep heterogeneous feature aggregation net-

work (HFA-Net) for cardiovascular segmentation in 3D CT/MR images. Our pro-

posed HFA-Net extracts rich heterogeneous features using long-range asymmetri-

cal branches and aggregates diverse contextual and semantic deep features using a

content-aware fusion module. Sparse aggregation block is utilized to give HFA-Net a

better parameter-performance efficiency. Comprehensive experiments on three open

challenge datasets demonstrated the efficacy of our new method.
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CHAPTER 3

BIOMEDICAL IMAGE SEGMENTATION VIA REPRESENTATIVE

ANNOTATION

A paper published in 2019 33rd AAAI Conference on Artificial Intelligence

(AAAI) [179]

3.1 Backgrounds

Image segmentation is a central task in diverse biomedical imaging applications.

Recently, deep learning (DL) has been successfully applied to many image segmenta-

tion tasks and achieved state-of-the-art or even human-level performance [15, 18, 128,

159, 174]. It is well known that the amount and variety of data that DL networks

use for model training drastically affect their performance. However, it is often quite

difficult to acquire sufficient training data for DL based biomedical image segmenta-

tion tasks, because biomedical image annotation highly depends on expert experience

and variations in biomedical data (e.g., different modalities and object types) can be

large. With limited resources (e.g., money, time, and available experts), reducing

annotation efforts while maintaining the best possible performance of DL models

becomes a critical problem.

Currently, there are two main categories of methods for alleviating the burden of

annotation. The methods in the first category aim to utilize unannotated data by

leveraging weakly/semi-supervised learning methods [27, 94, 163]. Though promising,

the performance of such methods is still far from that of supervised learning methods.
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Accuracy in biomedical analysis is of high importance and thus performance is a big

concern.

The methods in the second category aim to identify and annotate only the most

valuable image areas that contribute to the final segmentation accuracy. To achieve

this goal, such methods usually explore the following two properties of biomedical

images. (1) Biomedical images for a certain type of applications are usually similar

to one another (e.g., gland segmentation, heart segmentation). Thus, a great deal

of redundancy may exist in biomedical image datasets. Fig. 3.1(a) and (c) show

some frequent patterns in glands and heart MR images, respectively. (2) Although

regions of interest (ROIs) in biomedical images may have different appearances, we

notice that they can be roughly divided into a certain number of groups (e.g., see

Fig. 3.1(b)). Hence, it is helpful to select representative samples to cover the diverse

cases in order to achieve good segmentation performance.

Up to date, the most popular approaches [67, 162] designed to leverage these two

properties are all based on active learning (AL). In general, AL based approaches

iteratively conduct two steps: selecting informative samples from unlabeled sets and

querying labels from human experts. The ability of AL on reducing annotation cost

while maintaining good learning performance hinges on the fact that it can itera-

tively add the most diverse and influential samples from unlabeled sets for learning a

better model and simultaneously update its selection strategy to help human experts

reduce labeling redundant samples. However, this iterative process is usually quite

time-consuming and not practical in real-world applications for several reasons. (1)

It is implied that human experts should be constantly and readily available for la-

beling whenever new unlabeled samples are queried. (2) The AL process needs to be

suspended until newly queried samples are annotated. (3) In each round of the AL

process, the model needs to be applied to all unannotated images, which can take a

large amount of time, especially for 3D biomedical images.
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(a)

(b) (c)

Figure 3.1. (a)-(b) Example patches showing similarity and diversity in the
gland dataset. The samples in (b) are queried by the active learning (AL)

based method [162]. (c) Similarity in consecutive slices of the 3D heart
dataset of HVSMR 2016 (slices #80, #82, . . . ,#88 in the xz plane).

To address these issues, in this chapter, we propose a new DL framework, repre-

sentative annotation (RA), to directly select effective instances with high influence

and diversity for biomedical image segmentation in one-shot (i.e., no iterative pro-

cess and only training a DL model once). To achieve one-shot selection, we need to

address two main challenges. (1) Comparing to AL, in which the model has access

to manual annotation and can be trained in a supervised manner to extract infor-

mative features, the image feature extraction component in our framework has only

raw image data and can only be trained in an unsupervised manner. (2) AL methods

mainly rely on uncertainty estimation of unannotated images which is not used in

our framework. Instead, we need to develop a new criterion for valuable ROIs.

For the first challenge, we investigate and tune various predominant unsupervised

models that can be applied to extract image features: autoencoder (AE) [130], gen-
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erative adversarial networks (GANs) [46], and variational autoencoder (VAE) [76].

For the second challenge, we develop an effective geometry based data selection ap-

proach that combines a clustering based method and a max-cover based method.

The clustering based method divides the whole dataset into K clusters and selects

the most representative samples from each cluster. To a large extent, it reduces

intra-cluster redundancy, but the number of clusters, K, is usually not given. The

max-cover based method forms a candidate set containing selected samples such that

the coverage score for the whole dataset is maximized, which implies that both influ-

ential samples from large clusters and diverse samples from different clusters have a

chance to be selected. But, the max-cover problem is NP-hard and the performance

of approximation algorithms may degrade a lot when the size of the whole dataset

increases. To combine the advantages of both these methods, we leverage the clus-

tering based method to reduce intra-cluster redundancy and utilize the max-cover

approach to reduce inter-cluster redundancy without sacrificing inter-cluster diver-

sity. In this way, representative (i.e., high influential and diverse) image samples are

selected. Fig. 3.2 outlines our main idea and steps. Further, our one-shot framework

enables efficient annotation selection for 3D images.

We conduct extensive experiments, and the results show that our framework out-

performs state-of-the-art methods.

Our new RA framework reduces annotation efforts for biomedical image segmen-

tation while maintaining good performance. Our main contributions are as follows.

• We decouple representative selection from segmentation, and achieve “one-shot”
selection, alleviating the key issue of keeping human experts standby in AL
schemes.

• We introduce a clustering-based representative selection method to select rep-
resentatives for human annotation.

• Our experiments demonstrate that our approach yields higher efficiency and
considerably improves the results of state-of-the-art methods on two 2D datasets.
Further, we show that our RA framework is effective for a 3D dataset.
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3.2 Related Work

Semantic Segmentation and Network Structures. Since FCNs [99], an

array of DL networks has been proposed and significantly improved performance

by adapting state-of-the-art deep convolutional neural network (CNN) based image

classifiers to semantic segmentation. ResNet-based approaches [52] achieve higher ac-

curacy with substantially deeper structures [15, 128]. To further increase information

flow, DenseNets [61] replace identity mapping in the residual block by concatenation

operation, so that new feature learning can be reinforced while keeping old feature

re-usage. The idea of dense connections has been extended to semantic segmentation

[68, 90, 168]. In line with this view, CliqueNets [164] incorporate recurrent connec-

tions and attention mechanism into CNNs by allowing information flow between any

pair of layers inside each block (of the same scale). In this study, we make use of

most of these advanced techniques to design our 2D/3D FCNs for segmentation.

Active Learning (AL). Active learning was not incorporated with DL for image

classification and segmentation to reduce annotation efforts until recently. Among

various variants, different active selection schemes were proposed to iteratively query

annotators to label the most informative examples from unlabeled data and re-train

the model. Besides the aforementioned inherent drawbacks of AL-based methods,

recent advanced approaches also had their own constraints. Jain et al. [67] needed

a series of preprocessing to generate region proposals and descriptors which are not

always easy to obtain due to large variations in biomedical images. Yang et al. [162]

utilized the last convolutional layer of FCNs to generate image descriptors, and mul-

tiple FCNs were trained to estimate the uncertainty of segmentation results, which

used considerable computational resources. Besides, using random sampling to ini-

tialize their data selection also makes the initialization unstable, which may consid-

erably influence the final performance. Zhou et al. [188] proposed to find worthy

candidates via a combination criterion of the entropy and diversity of patches based
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Figure 3.2. An overview of our representative annotation (RA) framework:
(a) Feature extraction network (FEN) training (Enc: encoder, Dec:
decoder); (b) feature extraction and clustering-based representative

selection (RS); (c) annotation and fully convolutional network (FCN)
training.

on the prediction of CNNs. But, it is not clear how to extend their method from

image classification to segmentation. To overcome these drawbacks, we develop a

new “one-shot” RA framework that consists of an unsupervised feature extraction

network (FEN) and a representative selection (RS) scheme.

3.3 Representative Annotation

Our RA framework (see Fig. 3.2) has three key components: (1) an unsupervised

feature extraction network (FEN) that maps each image patch to a low-dimensional

feature descriptor; (2) a clustering-based algorithm for selecting representatives from
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training data; (3) an FCN for segmentation.

3.3.1 Feature Extraction Networks (FENs)

Clustering methods group similar data into a cluster and can be used to reduce

intra-cluster redundancy [3]. In our problem, to map input data to a clustering-

friendly feature space, data representation learning is vital. Many unsupervised

methods have been proposed for representation learning. We explore the predomi-

nant models (i.e., AE, GAN, and VAE) to design our FEN so that it has good ability

for generalization and is fast and stable to train.

Autoencoder (AE). AE can be used to learn efficient data encoding in an

unsupervised manner [130]. It consists of two networks that encode an input sample

x to a latent representation z and decode the latent representation back to reconstruct

the sample in the original space, as follows:

z ∼ Enc(x) = qφ(z|x), x̃ ∼ Dec(z) = pθ(x|z). (3.1)

Training an AE involves finding parameters {θ, φ} that minimize the reconstruc-

tion loss, LAE, on the given dataset X; the objective is given as:

θ∗, φ∗ = arg min
θ,φ

LAE(X, (φ ◦ θ)X). (3.2)

Generative Adversarial Networks (GANs). GANs [46] are explicitly set up

to optimize for generative tasks. A GAN consists of a generator G and a discriminator

D (similar structures as a decoder and an encoder of AE, respectively). In training,

the generator G = G(z) ∼ pg takes a random noise z ∼ pz as input and generates an

image. The discriminator D takes an image as input and outputs the probability that

the image comes from real data rather than from G. Ideally, at the end of training,

pg can be shown to match pdata (i.e., G converges to a good estimator of pdata). The
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objective function of the min-max game between G and D can be formulated as:

min
G

max
D

V (D,G) = Ex∼pdata(x)[logD(x)] +

Ez∼pz(z)[log(1−D(G(z)))].

(3.3)

Variational Autoencoder (VAE). Although VAE consists of an encoder and

a decoder network, it is quite different from other types of AE models. It makes a

strong assumption concerning the distribution of latent neurons and tries to minimize

the difference between a posterior distribution and the distribution of latent neurons

with the difference measured by the Kullback-Leibler divergence [76]. Typically, the

latent distribution p(z) is a predefined Gaussian distribution, such as z ∼ N (0, I).

The VAE loss is minus the sum of the expected log likelihood (the reconstruction

error) and a prior regularization term:

LV AE = −Eq(z|x)

[
log

p(x|z)p(z)

q(z|x)

]
= Lpixelllike + Lprior (3.4)

with

Lpixelllike = −Eq(z|x)[log p(x|z)] (3.5)

and

Lprior = DKL(q(z|x)||p(z)), (3.6)

where DKL is the Kullback-Leibler divergence.

All these three models are predominant unsupervised representation learning

methods and have been utilized in many applications. One common technique for

evaluating the quality of these methods is to use the feature descriptors extracted by

them on supervised datasets and evaluate the performance on top of these features.

In our scenario, the extracted features reflect how well we capture the characteris-

tics of image data and directly decide how representative our selected images are
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with respect to the whole dataset, thus affecting the final segmentation performance.

Hence, we evaluate these methods by the segmentation performance. To our best

knowledge, we are the first to explore in this direction. We use all these methods as

backbone for feature extractors and conduct extensive experiments to compare their

potentials (denoted by AE-/GAN-/VAE-FEN below). Our VAE-FEN largely follows

the structures in deep convolutional GAN (DCGAN) [125]. We re-use the encoder

and decoder in the AE-/GAN-based FENs for fair comparison. Experimental results

are shown in Table 3.1.

3.3.2 Representative Selection for 2D Images

Our goal is to select a representative set, Sr, from the whole input unannotated

image set, Su, as suggested samples for human annotation. We call this selection

process representative selection (RS). Below we will first analyze two intuitive

methods, clustering based RS (denoted by Cls-RS) and max-cover based RS (de-

noted by MC-RS), and then explain why we propose our geometry based selection

approach (denoted by ClsMC-RS) that combines the benefits of Cls-RS and MC-RS

and addresses their drawbacks.

Cls-RS is a straightforward strategy that utilizes clustering to reduce intra-cluster

redundancy. It first conducts clustering of the input images and then selects one

representative image from each cluster to form Sr. A main drawback of this method

is that we may need to know the number of clusters, K, beforehand, which is usually

unavailable. K directly decides how many images to annotate; thus we should not

choose K arbitrarily. As a result, we may run the risk of over-clustering or under-

clustering, and need to deal with unbalanced data. For example, in the gland dataset,

normal glands are the majority, and are mainly of a roughly round shape and similar

to one another; but, abnormal glands are quite different. Even if we use a large

number of clusters, normal glands are still in one cluster while different abnormal
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glands are distinctly separated. Consequently, in the final candidate set, normal

glands become a minority.

MC-RS is another intuitive strategy, inspired by suggestive annotation (SA) [162].

Each image in Su has a representativeness score, and SA aims to find a subset Sr ⊆ Su

such that, for a given budget |Sr| 6 B, the total coverage score |F (Sr, Su)| is max-

imized. The active learning based SA [162] uses uncertainty estimation to select a

subset Sa ⊂ Su as an intermediate step. In our scenario, since we decouple the feature

extraction process from the supervised FCN model, no such uncertainty estimation

could be used. Thus, SA degenerates to MC-RS: Each time, among all the unanno-

tated images of Su, we select the most representative one to add to Sr such that the

coverage score is maximized over the whole set Su. One advantage of this one-by-one

selection is that it inherently gives an order list of all unannotated images in which

better representative images have higher priorities for manual annotation. But, MC-

RS has two obvious disadvantages. First, the maximum set cover problem is NP-hard

and cannot be approximated within 1− 1
e
≈ 0.632 under standard assumptions [57].

Our experiments show that, without using uncertainty measures, the performance of

the greedy max-cover algorithm is largely jeopardized. Second, MC-RS is applied to

the whole dataset at once; so it still runs the risk of selecting redundant images from

certain groups of large sizes due to unbalanced image patterns.

Hence, based on the above observations and analysis, we propose our two-stage

ClsMC-RS that combines clustering based and max-cover based methods. In the

first stage, we first conduct agglomerative clustering and use the resulted dendrogram

to determine a proper number of clusters, K. Second, we apply the greedy max-cover

strategy to select a certain number of images from each cluster to form a temporal

candidate set, Sc. In this way, (1) we need not know K beforehand (K directly decides

the final Sr), (2) the whole dataset is divided into multiple clusters of smaller sizes,

and max-cover selection works better on smaller sets so that it reduces intra-cluster

35



Algorithm 1: The Representative Selection Algorithm

Input: C = {Ci|i = 1, . . . ,M}, Ci = {Iij|j = 1, . . . , Ni}, δ, r, Sc = ∅, Sr = ∅;
1 for Ci in C do
2 Si1 = ∅, Si2 = Ci;
3 while |F (Si1, Ci)| < δ · |Ci| do
4 s∗ = arg maxs∈Si2(F (Si1 ∪ {s}, Ci)− F (Si1, Ci));
5 Si1 = Si1 ∪ {s∗}, Si2 = Si2 \ {s∗};
6 Sc = Sc ∪ Si1;

7 Sa = ∅, S ′c = Sc, Numc = |Sc|;
8 for i = 1, . . . , Numc do
9 s∗ = arg maxs∈S′c(F (Sa ∪ {s}, Sc)− F (Sa, Sc));

10 Sa = Sa ∪ {s∗}, S ′c = S ′c \ {s∗};
11 L[i][1] = s∗;
12 L[i][2] = PixelRatio(Sa);

13 for i = 1, . . . , Numc do
14 if L[i][2] < r ≤ L[i+ 1][2] then
15 Sr = Sr ∪ L[i][1];

16 return Sr

redundancy while maintaining inter-cluster diversity, and (3) we maintain a balance

among different clusters, so that scarce samples from small-size clusters would not be

neglected in the greedy selection. In the second stage, we apply max-cover selection

on Sc. We select a most representative image from Sc one by one to form the final Sr

(Sr essentially forms an order list). Consequently, (a) since |Sc| < |Su|, the max-cover

algorithm works on a smaller set; (b) many images share similar patterns (e.g., nearly

round shape glands are common) but could still be divided into several clusters, and

this stage helps further reduce inter-cluster redundancy; (c) since considerable intra-

cluster redundancy is reduced in the first stage, the data unbalanced issue is alleviated

for the second stage.

Our ClsMC-RS: Clustering + Max-cover. After training FEN, we can make

use of it by feeding an image patch I to the encoder model; the output feature vector,

If , of the last fully-connected layer (fc) can be viewed as a high-level representation

of I. In Algorithm 1, we can measure the similarity between two images Ii and Ij as:
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sim(Ii, Ij) = Cosine similarity(Ifi , I
f
j ) (3.7)

To measure the representativeness of a set Sx of image patches for a patch I of another

set Sy, we define:

f(Sx, I) = max
Ii∈Sx

sim(Ii, I) (3.8)

It means I is represented by its most similar patch Ii in Sx.

After patch clustering, each cluster Ci (i = 1, . . . ,M) contains some number of

image patches, Ci = {Iij | j = 1, . . . , Ni}. First, we choose a subset, Si1 ⊂ Ci, which

is the most representative for Ci. To measure how representative Si1 is for Ci, we

define the coverage score of Si1 for Ci as:

F (Si1, Ci) =
∑
Ij∈Ci

f(Si1, Ij) (3.9)

When forming a candidate set Sc, it is desired that its overall coverage score approx-

imates a fraction δ of each cluster, i.e., Si1 ⊂ Ci, Si1 ⊂ Sc, and |F (Si1, Ci)| ≈ δ · |Ci|,

where δ controls the size of Sc and the reduced redundancy in the clusters. Empiri-

cally, δ is above the “elbow” point in the coverage score curve (i.e., the coverage score

increases fast at the beginning and is much flatter at the end).

Having obtained the candidate set Sc, we find a subset Sr ⊆ Sc = S ′c that has the

highest coverage score. Iteratively, we choose one image patch from S ′c and put it in

Sr:

I∗ = arg max
I∈S′c

(F (Sr ∪ {I}, Sc)− F (Sr, Sc)) (3.10)

The selection of the patches I∗ essentially sorts the patches in Sc based on their rep-

resentativeness. With more patches selected, the pixel ratio for annotation increases

monotonically. We use an array L to record the order of the selected patches for

annotation and the corresponding pixel ratio.
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Finally, experts can label image patches according to the order of L, until a certain

pixel ratio r is reached. In our comparative experiments of RA, r = 30% or 50%.

3.3.3 Representative Selection for 3D Images

Compared to 2D image annotation, annotating 3D images is more challenging,

partially due to a exponential increase in data volume. Yet, neighboring 2D slices in

3D biomedical image stacks are often quite similar (e.g., see Fig. 3.1(c)); thus one

can potentially exploit this to reduce annotation efforts. Intuitively, there are two

kinds of selection methods for 3D images: sub-volume based selection and slice based

selection. The former method directly extends our 2D patch-based selection method

to 3D datasets. However, this is impractical due to two issues: (1) 3D FEN is very

costly, thus making the size of sub-volumes selected quite small [154]; (2) human

can only label 2D images well. Even if a sub-volume is selected, experts would have

to choose a certain plane (e.g., xy, xz, or yz plane) and label a set of consecutive

2D slices (possibly similar to their neighbors). The latter method, proposed in [28],

trains a sparse 3D FCN model with some annotated 2D slices. But, a key issue to

this method is where to annotate. Besides the redundancy among consecutive slices,

we also observe that some neighboring slices can vary a lot. Our RA can address

these issues. Hence, we propose to directly extend our RA framework to 3D datasets

and select some 2D slices from each orthogonal plane for manual annotation.

Specifically, a 3D image can be analyzed from three orthogonal directions. By

splitting each volume along the xy, xz, and yz directions, we obtain three sets of

2D slices. We train three FENs simultaneously on these three sets of 2D slices. For

example, given an annotation ratio, ra, our budget of annotating slices in the z-axis

is k = bD/rac, where D is the number of voxels along the z-axis. We can use our 2D

RA approach to select the top k representative slices along the z-axis. After obtaining

annotation from human experts, we then train a sparse 3D FCN for segmentation.
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BN: Batch Normalization

BottleNeck Unit 1: Input (NCin)
Conv 3 ✕ 3

Stride=1
(NCout)

Conv 1 ✕ 1
Stride=1
(NCout)

Conv 3 ✕ 3
Stride=1
(NCout)

BN, ReLU

BN

BN

ReLU (NCout)

BottleNeck Unit 2: Input (NC)

Conv 3 ✕ 3, Stride=1
(NC)

BN, ReLU Skip
(NC)

ReLU (NC)

Conv 3 ✕ 3, Stride=1
(NC)

BN

✕ 1 ✕ 2 ✕ 3 ✕ 4 ✕ 5

Figure 3.3. The 2D FCN architecture. “ImageType = 1” if the input image
is a gray-scale image; “ImageType = 3” if the input image is an RGB

image. In the bottleneck structure, if the number of channels of the input
(NCin) is equal to the number of channels of the output (NCout), then

BottleNeck Unit 2 is used; otherwise, BottleNeck Unit 1 is applied.

3.3.4 FCN Models for Supervised Segmentation

2D FCN Model. Since 2D FCNs for biomedical image segmentation are well

studied, we focus on developing our RA framework for annotation in this chapter.

To validate the effectiveness of our framework, we adopt the FCN network architec-

ture as in SA [162] for fair comparison (detailed network architecture is shown in

Fig. 3.3). Our baseline performance using full annotation matches the corresponding

performance given in SA (see Table 3.1).

3D FCN Model. 3D FCN structure design is more challenging, due to the limits

of computing resources that are still not well addressed. Inspired by recent advances

on network architectures, clique block was proposed in CliqueNet [164]. We propose

a new 3D FCN model, CliqueVoxNet, for segmentation. First, it uses the standard

encoding-decoding FCN diagram to fully incorporate 3D image cues and geometric
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Figure 3.4. The architecture of our CliqueVoxNet. It consists of two
CliqueVoxBlocks. The input layer and the Stage-II feature are

concatenated to form the final block feature. The block feature passes
through transition layers (including a convolution and an max-pooling) and

becomes the input of the next block. Left-bottom: An illustration of a
CliqueVoxBlock with 4 layers. Any layer is both the input and output of

another one. Node 0 is the input layer of this block.

cues for effective volume-to-volume prediction. Second, it utilizes the state-of-the-

art clique block to improve information flow and parameter efficiency, and maintain

abundant (both low- and high-level) features for segmenting complicated biomedical

structures. Third, it takes advantage of auxiliary side paths for deep supervision [37]

to improve the gradient flow within the network and stabilize the learning process.

Detailed network architecture is shown in Fig. 3.4

Given sparsely labeled 3D volume, the parameters W of the 3D FCN model are
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optimized by minimizing the following total loss function:

L(X ;W ) =
∑
x∈X

(ψ(x, l(x)) ·∆(x)), (3.11)

where ψ(x, l(x)) denotes the cross entropy loss regarding the true label l(x) for pixel

x in the image space X , and ∆(x) = 1 if and only if x is annotated (otherwise,

∆(x) = 0).

3.4 Experiments

To show the effectiveness and efficiency of our RA framework, we evaluate RA on

two 2D datasets and one 3D dataset: the MICCAI 2015 Gland Segmentation Chal-

lenge (GlaS) dataset [136], a fungus dataset [174], and the HVSMR 2016 Challenge

dataset [116]. For our representative selection (RS), we only need a training set to

train our feature extraction network (FEN). Then we train our FCN with annotated

images and evaluate its segmentation on a test set.

2D GlaS Dataset. The GlaS dataset contains 85 training images (37 benign

(BN), 48 malignant (MT)) and 80 test images (33 BN and 27 MT in Part A, 4 BN

and 16 MT in Part B). Each image is of size 775×522 with pixel-wise annotation. To

train our FEN, we randomly crop patches of size 384 × 384 from the given training

set and downsample into 64× 64 patches, as training data for FEN. Having trained

FEN, we crop patches from each training image with a 75% ratio of overlapping with

neighboring patches, and form a set of 1,530 patches for representative selection. The

results are evaluated with three criteria, F1 score, object Dice index, and Hausdorff

distance [136].

2D Fungus Dataset. The fungus dataset has 84 fully annotated images of size

1658 × 1658. As in [174], we use 4 images as the training set and 80 images as

the test set. We randomly crop patches of size 450 × 450 from the training set and
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downsample into 64× 64 patches to train FEN. We crop patches from each training

image with a step size of 100 pixels and form a set of 784 patches for representative

selection. Results are evaluated using F1 score.

3D HVSMR Dataset. The HVSMR 2016 dataset aims to segment myocardium

and great vessel (blood pool) in cardiovascular MR images. 10 3D MR images and

their ground truth annotation are provided as training data. The test data, containing

another 10 3D MR images, are publicly available; yet their ground truth is kept secret

for fair comparison. The results are evaluated using three criteria: Dice coefficient,

average surface distance (ADB), and symmetric Hausdorff distance. Finally, a score

S, computed as S =
∑

class(
1
2
Dice − 1

4
ADB − 1

30
Hausdorff ), is used to reflect the

overall accuracy of the results and for ranking.

Implementation Details. Our FENs and 2D FCN are implemented with Py-

Torch [119] and Torch7 [30], respectively. An NVIDIA Tesla P100 GPU with 16GB

GPU memory is used for both training and testing. The training of FENs and

FCN uses similar setups as in [125] and [162], respectively. Our 3D CliqueVoxNet is

implemented with TensorFlow [2]. All the models are initialized using a Gaussian dis-

tribution (µ = 0, σ = 0.01) and trained with the Adam optimization [75] (β1 = 0.9,

β2 = 0.999, ε = 1e-10). We also adopt the “poly” learning rate policy with the

power variable equal to 0.9 and the max iteration number equal to 50k. To leverage

the limited training data, we perform data augmentation (i.e., random rotation with

90, 180, and 270 degrees, as well as image flipping along the axial planes) to reduce

overfitting.

3.4.1 Main Experimental Results

We first show the state-of-the-art segmentation performance on all the three

datasets with full annotation, and then show the effectiveness of our representative

annotation (RA) on two aspects: the saved human annotation and the corresponding
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TABLE 3.1

SEGMENTATION RESULTS ON THE GLAS DATASET1

Anno. Method
F1 Score Object Dice Object Hausdorff

Part A Part B Part A Part B Part A Part B

Full

CUMedVision [15] 0.912 0.716 0.897 0.781 45.418 160.347

Multichannel [159] 0.893 0.843 0.908 0.833 44.129 116.821

SA[162] 0.921 0.855 0.904 0.858 44.736 96.976

30%

SA[162] 0.901 0.827 0.894 0.835 – –

AE-RA 0.903 0.810 0.892 0.823 48.7781 111.5563

DCGAN-RA 0.900 0.828 0.883 0.837 56.833 117.088

VAE-RA 0.909 0.843 0.890 0.855 48.611 91.486

50%

SA[162] 0.917 0.828 0.906 0.837 – –

AE-RA 0.911 0.831 0.899 0.826 48.170 120.234

DCGAN-RA 0.914 0.848 0.903 0.852 44.912 99.093

VAE-RA 0.916 0.862 0.897 0.856 45.859 91.922

segmentation performance compared with the state-of-the-art active learning based

method, suggestive annotation (SA) [162]. Specifically, we measure annotation effort

using the number of pixels selected as representatives by our representative selection

(RS) method.

Table 3.1 gives the segmentation results on the GlaS dataset. First, for fairness

of comparison, we use the same FCN model as that in SA and achieve comparable

performance as SA with full annotation. One can see that it attains state-of-the-art

1X-RA stands for using X-based FEN and RS in our RA framework.
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TABLE 3.2

SEGMENTATION RESULTS ON THE FUNGUS DATA2

Anno. Method Recall Precision F1 Score

Full
DAN [174] 0.9020 0.9287 0.9152

Ours (baseline) 0.9118 0.9379 0.9247

30%
VAE∗ 0.9254 0.9211 0.9232

VAE-RA 0.9285 0.9219 0.9252

50%
VAE∗ 0.9268 0.9220 0.9244

VAE-RA 0.9288 0.9226 0.9257

performance. Second, using the same FCN structure, we train FCNs with partial

annotation with different pixel ratios (30% and 50%). Table 3.1 shows that our

approach (VAE-RA) achieves competitive or much better results comparing to SA. It

is worth noting that, compared to SA with 50% of annotated data, our segmentation

results are better than SA (∼ 2.5%) on Part B (which contains more malignant

samples) while retaining nearly the same performance on Part A. More importantly,

our 50% VAE-RA closely approaches the performance of full SA on all the three

metrics (while there are still some gaps between 50% SA and full SA).

Table 3.2 gives the segmentation results on the fungus dataset. First, our FCN

can achieve slightly better performance than the state-of-the-art methods using full

annotation. Second, our framework (VAE-RA) can achieve state-of-the-art perfor-

mance using only 30% of the training data, which implies that the fungus dataset

is probably less challenging than the gland dataset. Indeed, the fungus dataset con-

2VAE∗ = VAE-FEN + Cls-RS; VAE-RA = VAE-FEN + ClsMC-RS.
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tains fewer variations, and its F1 scores on average are higher than those of the GlaS

dataset.

Table 3.3 gives the segmentation results on the 3D heart dataset. First, com-

pared to the state-of-the-art DenseVoxNet, our CliqueVoxNet achieves considerable

improvement on all the metrics. Then, we implement sparse 3D FCN models based

on CliqueVoxNet. We use uniform annotation (UA) as baseline. Let sk denote the

setting of labeling one slice out of every k slices (i.e., the annotation ratio is ∼ 1/k).

In this dataset, a heart almost occupies the entire stack (see Fig. 3.1(c)); thus UA is a

fairly strong baseline. From Table 3.3, one can see: (1) With a lower annotation ratio,

the overall segmentation performance decreases accordingly (the lower, the faster);

(2) the results are not very stable. For example, s10 of UA is slightly better than s2.

The reason is that UA cannot ensure that all the slices selected in the setting s10 also

belong to s2 (due to the b·c operation for computing slice indices). On the contrary,

our RA does not suffer this issue, because inherently it gives an order of slices for

annotation and the slices annotated in sj always belong to si (i < j). As shown in

Table 3.3, overall, our RA achieves much better performance than UA on the same

sampling ratios.

In summary, the segmentation results on all the three datasets demonstrate the ef-

fectiveness of our representative annotation framework (X-FEN + ClsMC-RS), which

achieves state-of-the-art segmentation performance and saves annotation efforts con-

siderably.
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TABLE 3.3

SEGMENTATION RESULTS ON THE HVSMR 2016 DATASET USING

UNIFORM ANNOTATION AND REPRESENTATIVE ANNOTATION

Model
Sample
Rate

Myocardium Blood Pool Overall
Score

Dice ADB[mm] Hausdorff[mm] Dice ADB[mm] Hausdorff[mm]

DenseVoxNet
Full

0.821 0.964 7.294 0.931 0.938 9.533 -0.161

CliqueVoxNet 0.827 0.924 6.679 0.935 0.797 5.032 0.06

Sparse-
CliqueVoxNet

+
Uniform

Annotation (UA)

s2 0.792 0.877 5.050 0.926 0.946 7.601 -0.019

s10 0.814 0.826 4.608 0.931 0.961 7.997 0.005

s20 0.791 0.988 6.470 0.934 0.900 6.437 -0.04

s40 0.780 1.334 11.365 0.930 0.942 8.435 -0.374

s80 0.739 1.472 10.227 0.917 1.082 8.932 -0.449

Sparse-
CliqueVoxNet

+
Representative

Annotation (RA)

s2 0.806 0.928 5.710 0.930 0.871 6.276 0.019

s10 0.812 0.895 5.820 0.928 0.896 6.360 0.016

s20 0.809 0.984 6.874 0.924 0.933 6.470 -0.057

s40 0.786 0.908 4.711 0.916 1.057 8.365 -0.076

s80 0.733 1.250 7.447 0.923 1.010 8.715 -0.276
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3.4.2 Discussions

On FEN Structures. As shown in Table 3.1, using features extracted by VAE-

based FEN is more beneficial for the subsequent representation selection, leading

to better segmentation results. We think the reasons are: (1) Compared with AE,

VAE is a generative model that was originally designed to learn the underlying data

distribution and generate new data, while AE learns how to compress data into a

condensed vector with only reconstruction loss; (2) compared with GAN, the output

of the encoder in VAE is used to generate a new vector for the decoder to generate

a new image, while the output of the discriminator in GAN is fed to a classifier

to differentiate real and fake data. Thus more information could be kept in VAE-

extracted features.

On RS Strategies. As shown in Table 3.4, our ClsMC-RS is better than the

other two baselines. First, clustering of image patches reduces intra-cluster redun-

dancy. Inside each cluster, we select abundant representatives and the number of

patches is controlled by the coverage score (i.e., δ · |Ci|) rather than the size of the

cluster. Thus, much redundancy is eliminated. Second, the “max-cover selection”

incrementally chooses the most representative patches, one by one, which further re-

duces inter-cluster redundancy without sacrificing inter-cluster diversity. Hence, the

final representative set for annotation is both influential and diverse. Besides, our

ClsMC-RS has two more benefits. (1) Inherently, in the second step, our ClsMC-RS

outputs an ordered list, thus enabling experts to label “better” samples incrementally.

(2) After the first step, the size of the candidate set Sc is largely reduced compared

to the whole input set Su (i.e., |Sc| < |Su|), which could help save more time in the

second step.

On Time Efficiency. Compared with the state-of-the-art suggestive annotation

(SA) [162], our RA has better time efficiency. Suppose we need to make annotation

suggestion for 50% of data. The iterative SA training takes 16 rounds, but our
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TABLE 3.4

SEGMENTATION RESULTS ON THE GLAS DATASET USING

DIFFERENT SELECTION SCHEMES.

Anno. Method
F1 Score Object Dice Object Hausdorff

Part A Part B Part A Part B Part A Part B

30%

SA 0.901 0.827 0.894 0.835 – –

Cls-RS 0.908 0.838 0.894 0.846 50.207 101.547

MC-RS 0.906 0.833 0.891 0.834 49.773 106.990

ClsMC-RS 0.909 0.843 0.890 0.855 48.611 91.486

50%

SA 0.917 0.828 0.906 0.837 – –

Cls-RS 0.912 0.855 0.893 0.852 47.565 96.644

MC-RS 0.912 0.850 0.900 0.848 45.628 100.706

ClsMC-RS 0.916 0.862 0.897 0.856 45.859 91.922

training finishes in one-shot. Each SA round takes ∼ 10 minutes to train FCNs;

between every two rounds, experts annotate more data based on SA suggestion.

More importantly, if we directly apply SA to 3D datasets, the waiting time between

two consecutive rounds would increase dramatically. With our method, experts do

not start annotation until FEN and RS complete, and need not wait for FCN training

round after round as in SA. Thus, our training scheme is much more expert-friendly.

Cluster Visualization. Fig. 3.5(a) shows the distribution of 2D points for the

image patches of the GlaS dataset produced by t-SNE in the latent space. Using

the dendrogram of agglomerative clustering, we cluster the set of FEN-extracted

feature descriptors for the GlaS dataset into 10 clusters (see Fig. 3.5(a)). Fig. 3.5(b)
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(a) (b)

Figure 3.5. 2D t-SNE visualization of feature descriptors of the GlaS
dataset: (a) FEN-generated feature descriptors; (b) the corresponding

image patches in cluster-2 (top), cluster-7 (middle), and cluster-8 (bottom)
for (a).

shows the corresponding patches in three typical clusters. One can see that the

consistency within each cluster and the dissimilarity among different clusters are

both high, indicating a desired representative capability of FEN-extracted feature

descriptors.

3.5 Conclusions

In this chapter, we presented a new deep learning framework, representative an-

notation (RA), for reducing annotation effort in biomedical image segmentation. RA

combines unsupervised feature extraction for representative selection and supervised

FCNs for image segmentation. Extensive experimental results on three datasets (two
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2D and one 3D) show that RA achieves competitive performance as the state-of-

the-art suggestive annotation (SA) method [162] while using one-shot selection of

representatives for annotation. Further, RA can be easily extended to 3D datasets

and experimental results show great potentials of our method.
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CHAPTER 4

A NEW ENSEMBLE LEARNING FRAMEWORK FOR 3D BIOMEDICAL

IMAGE SEGMENTATION

A paper published in 2019 33rd AAAI Conference on Artificial Intelligence

(AAAI) [181]

4.1 Backgrounds

3D image segmentation plays an important role in biomedical image analysis (e.g.,

segmenting the whole heart to diagnose cardiac diseases [116, 168] and segmenting

neuronal structures to identify cortical connectivity [84, 132]). With recent rapid ad-

vances in deep learning, many 2D [132, 152] and 3D [17, 28, 168] convolutional neural

networks (CNNs) have been developed to attain state-of-the-art segmentation results

on various 3D biomedical image datasets [116, 132]. However, due to the limitations

of both GPU memory and computing power, when designing 2D/3D CNNs for 3D

biomedical image segmentation, the trade-off between the field of view and utilization

of inter-slice information in 3D images remains a major concern. For example, 3D

CNNs attempt to fully utilize 3D image information but only have a limited field of

view (e.g., 64× 64× 64 [168]), while 2D CNNs can have a much larger field of view

(e.g., 572× 572 [128]) but are not able to fully explore inter-slice information.

Many methods have been proposed to circumvent this trade-off by carefully de-

signing the structures of 2D and 3D CNNs. Their main ideas can be broadly classified

into two categories. The models in the first category selectively choose the input data.

For example, the tri-planar schemes [123, 152] use only three orthogonal planes (i.e.,
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the xy, yz, and xz planes) instead of the whole 3D image, aiming to utilize inter-slice

information without sacrificing the field of view. The models in the second category

first summarize intra-slice information using 2D CNNs and then use the distilled in-

formation as an (extra) input to their 3D network component. For example, in [84],

intra-slice information is first extracted using a 2D CNN (VD2D) and then passed

to the 3D component (VD2D3D) via recursive training. In [18], its recurrent neural

network (RNN) component directly uses the results of 2D CNNs as input to compute

3D segmentation.

However, these methods still have considerable drawbacks. Tri-planar schemes

[123, 152] use only a small fraction of 3D image information and the computation

cost is not reduced but shifted to the inference stage (a tri-planar scheme can only

predict one voxel at a time, which is very slow when predicting new 3D images).

For models that first summarize intra-slice information, the asymmetry nature of

the network design (first 2D, then 3D) may hinder a full utilization of 3D image

information (2D results may dominate since they are much easier to be interpreted

than raw images in the 3D stage).

In this chapter, we explored a different perspective. Instead of designing new

network structures to circumvent the trade-off between field of view and inter-slice

information, we address this difficulty by developing a new ensemble learning frame-

work for 3D biomedical image segmentation which aims to retain and combine the

merits of 2D/3D models. Fig. 4.1 gives an overview of our framework.

Due to the heterogeneous nature of our 2D and 3D models (base-learners), we

use the idea of stacking [151] (i.e., training a meta-learner to combine the results of

multiple base-learners). Given a set of image samples, X = {x1, x2, . . . , xn}, their

corresponding ground truth, Y = {y1, y2, . . . , yn}, and a set of base-learners, F =

{f1, f2, . . . , fm}, a common design of a meta-learner is to learn the prediction of

(xi, ŷi) = fmeta(f1(xi), f2(xi), . . . , fm(xi)), by fitting yi. Since the results from the
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Figure 4.1. An overview of our proposed framework. Red box/planes show
the effective fields of view of the corresponding 3D/2D base-learners. Our

meta-learner works on top of all the base-learners.

base-learners can be very close to the ground truth, training the meta-learner by

directly fitting yi is susceptible to over-fitting. Many measures have been proposed

to address this issue: (1) simple meta-learner structure designs (e.g., in [69], the

meta-learner was implemented as a single 1 × 1 convolution layer, and in [122], the

meta-learner was implemented using the XGBoost classifier [22]); (2) excluding raw

image information from the input [191]; (3) splitting the training data into multiple

folds and training the meta-learner by minimizing the cross-validated risk [142].

However, in our 3D biomedical image segmentation scenario, these meta-learner

designs may not work well due to the following reasons. First, each of our individual

base-learners (2D and 3D models) has its distinct merit; in many difficult image areas,

it is quite likely that only one of the base-learners could produce the correct results.

Thus, our meta-learner should be sophisticated enough in order to capture the merits

of all the base-learners. Second, since extensive annotation efforts are often needed

to produce full 3D annotation, not many 3D training images are available (e.g., 3

in [84] and 10 in [116]) in common 3D biomedical image datasets. Splitting the

already scarce training data can largely lower the accuracy of the base-learners and

meta-learner.
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Hence, we propose a new stacking method that includes (1) a deep learning based

meta-learner to combine and improve the results of the base-learners, and (2) a new

meta-learner training method that can train a sophisticated meta-learner with less

risk of over-fitting.

A Deep Learning Based Meta-Learner. Comparing with image classification,

the output domain of image segmentation is much more structural. However, recent

studies have not leveraged this property to design a better meta-learner for image

segmentation. For example, in [69, 107], only linear combination of base-learners was

explored. We develop a new fully convolutional network (FCN) based meta-learner

to capture the merits of our base-learners and produce spatially consistent results.

Minimizing the Risk of Over-Fitting. A key idea of our meta-learner training

method is to use the results of the base-learners as pseudo-labels [83] and compute

ensemble by finding a balance among these pseudo-labels through the training process

(in contrast to directly fitting yi). More specifically, for each input sample xi, there

are multiple versions of pseudo-labels (from the individual base-learners). During

the iterative meta-learner training process, in each iteration, we randomly choose

one pseudo-label from all the versions and use it as “ground truth” to compute the

loss and update meta-learner parameters. Iteration by iteration, the pseudo-labels

with small disagreement would provide a more consistent supervision and the pseudo-

labels with large disagreement would request the meta-learner to find a balanced

solution by minimizing the overall loss.

Our method can minimize the risk of over-fitting in two aspects. (1) Intuitively,

over-fitting occurs when a model over-explains the ground truth. Since our method

uses multiple versions of “ground truths” (pseudo-labels), the meta-learner is unlikely

to over-fit any one of them. (2) Since our meta-learner training uses only model-

generated results, unlabeled data can be easily incorporated into the training process;

this will allow us to further reduce over-fitting.
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Compared with previous methods that combine 2D and 3D models, our main

contributions are: (a) a new ensemble learning framework for tackling 3D biomed-

ical image segmentation from a different perspective, and (b) an effective meta-

learner training method for ensemble learning that minimizes the risk of over-fitting

and makes use of unlabeled data. Extensive experiments on two public datasets

(the HVSMR 2016 Challenge dataset [116] and the mouse piriform cortex dataset

[84]) show that our framework is effective under fully-supervised, semi-supervised,

and transductive settings, and attains superior performance over the state-of-the-art

methods [17, 132, 168].

4.2 Method

Our proposed approach has two main components: (1) a group of 2D and 3D

base-learners that are trained to explore the training data from different geometric

perspectives; (2) an ensemble learning framework that uses a deep learning based

meta-learner to combine the results from the base-learners. A schematic overview of

our proposed framework is shown in Fig. 4.1.

In Section 4.2.1, we illustrate how to design our 2D and 3D base-learners to

achieve a set of accurate and diverse results. In Section 4.2.2, we discuss our new

deep learning based meta-learner that can considerably improve the results from

the base-learners. In Section 4.2.3, we present our new method for training a more

powerful meta-learner while preventing over-fitting.

4.2.1 2D and 3D Base-Learners

To achieve the best possible ensemble results, it is commonly desired that indi-

vidual base-learners be as accurate and as diverse as possible [191]. In this section,

we show how to design our 2D and 3D base-learners to satisfy these two criteria.

For Accurate Results. Our 2D model basically follows the structure of that
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in [162]. We choose this structure because it is based on a well-known FCN [15]

which has attained lots of successes in biomedical image segmentation and has been

integrated in recent advances of deep learning network design structures, such as

batch normalization [64], residual networks and bottleneck design [52]. It generalizes

well and is fast to train. As for the 3D model, we use DenseVoxNet [168], for three

reasons. First, it adopts a 3D FCN architecture, and thus can fully incorporate 3D

image cues and geometric cues for effective volume-to-volume prediction. Second,

it utilizes the state-of-the-art dense connectivity [61] to accelerate the training pro-

cess, improve parameters and computational efficiency, and maintain abundant (both

low- and high-complexity) features for segmenting complicated biomedical structures.

Third, it takes advantage of auxiliary side paths for deep supervision [37] to improve

the gradient flow within the network and stabilize the learning process. For further

details of these 2D and 3D models, the readers are referred to [162] and [168].

For Diverse Results. Our key idea to achieve diverse results is to let each of our

base-learners have a unique geometric view of the data. As discussed in Section 4.1,

2D models can have large fields of view in 2D slices while 3D models can better

utilize 3D image information in a smaller field of view. Our mix of 2D and 3D

base-learners creates the first level of diversity. To further boost diversity, within

the group of 2D base-learners, we leverage the 3D image data to create multiple 2D

views (representations) of the 3D images (e.g., xy, xz, and yz views). The different

2D representations of the 3D images create 2D models with diverse strengths (e.g.,

large fields of view for different planes) and thus generate diverse 2D results. Note

that the 2D representations are not limited to being orthogonal to each of the major

axes. But, based on our trial studies, we found that the results from the xy, xz, and

yz views are the most accurate (probably because no interpolation is needed when

extracting these 2D slices from 3D images) and already create good diversity.

Thus, in our framework, we use the following four base-learners: a 3D Den-
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seVoxNet [168] for utilizing full 3D information; three 2D FCNs [162] for large fields

of view in the xy, xz, and yz planes.

4.2.2 Deep Meta-Learner Structure Design

Since our base-learners have distinct model architectures and work on different

geometric perspectives of 3D images to produce diverse predictions, for difficult im-

age areas, there is a better chance that one of the base-learners would give correct

predictions (see Fig. 4.3). In order to attain a meta-learner to pick up the cor-

rect predictions, we need a model that is, architecture and complexity wise, capable

of learning robust visual features for jointly utilizing the diverse prediction results

(from the base-learners) as well as the raw image information. It is known that sim-

ple models (e.g., linear models, shallow neural networks) are not powerful enough

to learn/extract robust and comprehensive features for difficult vision tasks [191].

Furthermore, our learning task is a segmentation problem that requires spatially

consistent output. Thus, we employ a state-of-the-art 3D FCN (DenseVoxNet [168])

for building our meta-learner. The input of the network is the base-learners’ results

and the raw image, and the output of the network is the computed ensemble. Below

we describe how to construct the input of our deep meta-learner and the details of

the deep meta-learner’s model architecture.

Given a set of image samples, X = {x1, x2, . . . , xn}, and a set of base-learners,

F = {f1, f2, . . . , fm}, a pseudo-label set for each xi can be obtained as PLi =

{f1(xi), f2(xi), . . . , fm(xi)}. The input of our meta-learner H includes two parts: xi

and S(PLi), where S is a function of PLi that forms a representation of PLi. There

are multiple design choices for constructing S. For example, (1) concatenating all

the elements of PLi, or (2) averaging all the elements of PLi. Concatenation allows

the meta-learner to gain full information from the base-learners (no information is

added or lost). Averaging provides a more compact representation of all pseudo-
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Figure 4.2. Our deep meta-learner (a variant of 3D DenseVoxNet [168]).
Since S(PLi) and xi are of different nature, we use separate encoding blocks
(i.e., DenseBlock 1.1 and DenseBlock 1.2) for extracting information from
S(PLi) and xi, respectively, before the information fusion. The auxiliary
loss in the side path can improve the gradient flow within the network.

labels, while still showing the image areas where the pseudo-labels hold agreement

or disagreement. Furthermore, using the average of all the pseudo-labels of xi to

form part of the meta-learner’s input can be viewed as a preliminary ensemble of

the base-learners. We have experimented with both these design choices and found

that making S an averaging function of the elements of PLi gives slightly better

results. The overall model specification of our proposed deep meta-learner is shown

in Fig. 4.2.

4.2.3 Meta-Learner Training Using Pseudo-Labels

A major goal of our training procedure is to train a powerful meta-learner, while

minimizing the risk of over-fitting. To achieve this goal, instead of using the ground

truth to supervise the meta-learner training, we use the pseudo-labels produced by

our base-learners (as discussed in Section 4.2.1) to form the supervision signals. Be-

cause there are multiple possible targets (pseudo-labels) for the meta-learner to fit,

the meta-learner is unlikely to over-fit any fixed target. The base-learners can also
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be applied to generate pseudo-labels for unlabeled data. Thus, our method is also

capable of using unlabeled data for deep meta-learner training (which can further

reduce over-fitting).

Suppose X, PLi, and S(PLi) are given, for i = 1, 2, . . . , n. Ideally, the learning

objective of the meta-learner would be: (1) finding the “best” pseudo-labels in PLi,

and (2) training the meta-learner H to fit the pseudo-labels found in (1). However,

the best pseudo-labels are not clearly defined and can be difficult to find. Based

on different evaluation criteria, the “best” choices can be different. Even when a

criterion is given, using the most accurate pseudo-labels can likely lead to a higher

chance of suffering over-fitting. Furthermore, when training using unlabeled data,

it is in general quite difficult to determine which pseudo-label gives more accurate

predictions than the others. One could set up a hand-crafted algorithm based on a

predefined criterion to select the “best” pseudo-labels for training. The meta-learner,

however, could very likely over-fit the algorithm’s choices and hence likely not be able

to generalize well to future unseen image data.

Rather than explicitly defining the full learning objective for meta-learner train-

ing, we initially train the meta-learner in order to set up a near-optimal (or sub-

optimal) configuration: The meta-learner is aware of all the available pseudo-labels,

and its position in the hypothesis space is influenced by the raw image and the

pseudo-label data distribution. Next, the meta-learner itself chooses the nearest

pseudo-labels to fit (based on its current model parameters) and updates its model

parameters based on its current choices. This nearest-neighbor-fit process iterates

until the meta-learner fits the nearest neighbors well enough. Thus, our meta-learner

training consists of two phases: (1) random-fit, and (2) nearest-neighbor-fit. We

describe these two training phases below.

Random-Fit. In the first training phase (which aims to train the meta-learner

H to reach a near-optimal solution), we seek to minimize the overall cross-entropy
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Algorithm 2: Random-Fit

Input: (xi, PLi = {f1(xi), f2(xi), . . . , fm(xi)}, S(PLi)) , i = 1, 2, . . . , n;
Output: A trained meta-learner H;

1 initialize a meta-learner H with random weights;
2 mini-batch = ∅;
3 while stopping condition not met do
4 for k = 1 to batch-size do
5 p = rand-int(1, n);
6 q = rand-int(1,m);
7 add training sample {(xp, S(PLp)), fq(xp)} to the mini-batch;

8 update H using training samples in the mini-batch with forward and
backward propagation;

9 mini-batch = ∅;

loss for all the image samples with respect to all the pseudo-labels:

`(θH)=

n∑
i=1

m∑
j=1

`mce(θH(xi, S(PLi)),fj(xi)), (4.1)

where θH is the meta-learner’s model parameters and `mce is a multi-class cross-

entropy criterion. The above loss ensures that the meta-learner training process in

this phase works on all the available pseudo-labels. Since the loss function itself does

not impose any favor towards any particular pseudo-labels produced by the base-

learners, our meta-learner is unlikely to over-fit any pseudo-labels. Exploring the

overall raw image and the pseudo-label data distribution, the meta-learner obtained

by minimizing the above loss may have different tendencies towards different pseudo-

labels.

To effectively optimize the loss function in Eq. (4.1), we develop a random-fit

algorithm. In the SGD-based optimization, for one image sample xi, our algorithm

randomly chooses a pseudo-label from PLi and sets it as the current “ground truth”

for xi (see Algorithm 2). This ensures the supervision signals not to impose any

bias towards any base-learner, and allows image samples with diverse pseudo-labels

to have a better chance to be influenced by other image samples. Our experiments
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Algorithm 3: Nearest-Neighbor-Fit (NN-Fit)

Input: (xi, PLi = {f1(xi), f2(xi), . . . , fm(xi)}, S(PLi)) , i = 1, 2, . . . , n,
meta-learner H (obtained from random-fit);

Output: A refined meta-learner H;
1 mini-batch = ∅;
2 while stopping condition not met do
3 for k = 1 to batch-size do
4 p = rand-int(1, n);
5 ŷ = H(xp, S(PLp));
6 q̂ = arg minq=1,2,...,m Lmce(ŷ, fq(xp));
7 add training sample {(xp, S(PLp)), fq̂(xp)} to the mini-batch;

8 update H using training samples in the mini-batch with forward and
backward propagation;

9 mini-batch = ∅;

show that our random-fit algorithm is effective for learning with diverse pseudo-labels.

Nearest-Neighbor-Fit (NN-Fit). Unlike image classification problems, the

label space of segmentation problems is with high spatial dimensions and not all

solutions in the label space are meaningful. For example, a union or intersection of

two prediction maps (pseudo-labels) may incur a risk of yielding strange shapes or

structures that are quite likely incorrect. Even when all pseudo-labels of a particular

image sample are close to the true solution, the trained meta-learner, if not fitting

any of the pseudo-labels appropriately, can still have a risk of producing new types

of errors.

Thus, to help the model training process converge, in the second training phase,

we aim to train the meta-learner to fit the nearest pseudo-label. Since the overall

training loss is based on cross-entropy, to make NN-fit have direct effects on the

convergence of the model training, we use cross-entropy to measure difference between

a meta-learner’s output and a pseudo-label. The details of our NN-fit algorithm are

presented in Algorithm 3. Our experiments show that NN-fit can effectively improve

the performance of the deep meta-learner (see Fig. 4.3, and Tables 4.1 and 4.2).
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Figure 4.3. Visual comparison of segmentation results (yellow:
myocardium; blue: blood pool). With NN-fit, our meta-learner can achieve

more accurate segmentation of myocardium (red arrows).

4.3 Evaluation Datasets and Implementation Details

We evaluate our approach using two public datasets: (1) the HVSMR 2016 Chal-

lenge dataset [116] and (2) the mouse piriform cortex dataset [84].

HVSMR 2016. The objective of the HVSMR 2016 Challenge [116] is to segment

the myocardium and great vessel (blood pool) in cardiovascular magnetic resonance

(MR) images. 10 3D MR images and their corresponding ground truth annotation

are provided by the challenge organizers as training data. The test data, consisting

of another 10 3D MR images, are publicly available, yet their ground truths are

kept secret for fair comparison. The results are evaluated using three criteria: (1)

Dice coefficient, (2) average surface distance (ADB), and (3) symmetric Hausdorff

distance. Finally, a score S, computed as S =
∑

class(
1
2
Dice− 1

4
ADB− 1

30
Hausdorff ),

is used to reflect the overall accuracy of the results and for ranking.

Mouse Piriform Cortex. Our approach is also evaluated on the mouse piriform

cortex dataset [84] for neuron boundary segmentation in serial section EM images.
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This dataset contains 4 stacks of 3D EM images. Following the previous practice

[84, 132], the 2nd, 3rd, and 4th stacks are used for model training, and the 1st stack

is used for testing. Also, as in [84, 132], the results are evaluated using the Rand

F-score (the harmonic mean of the Rand merge score and the Rand split score).

Implementation Details. All our networks are implemented using TensorFlow

[2]. The weights of our 2D base-learners are initialized using the strategy in [51].

The weights of our 3D base-learner and meta-learner are initialized with a Gaussian

distribution (µ = 0, σ = 0.01). All our networks are trained using Adam [75] with

β1 = 0.9, β2 = 0.999, and ε = 1e-10. The initial learning rates are all set as 5e-4. Our

2D base-learners reduce the learning rates to 5e-5 after 10k iterations; our 3D base-

learner and meta learner adopt the “poly” learning rate policy [168] with the power

variable equal to 0.9 and the max iteration number equal to 40k. To leverage the

limited training data, standard data augmentation techniques (i.e., random rotation

with 90, 180, and 270 degrees, as well as image flipping along the axial planes) are

employed to augment the training data.

For the HVSMR 2016 Challenge dataset, due to large intensity variance among

different images, all the cardiac images are normalized to have zero mean and unit

variance. We also employ spatial resampling to 1mm isotropically. For the mouse

piriform cortex data, since the 3D EM images are highly anisotropic (7× 7× 40nm),

the 2D base-learners in the xz and yz views did not converge well. Thus, we only

use the 3D base-learner and the 2D base-learner in the xy view for this dataset.

4.4 Experiments

Because our meta-learner training does not require any manual-labeled data, our

method can be easily adapted to the semi-supervised and transductive settings. Thus,

we experiment with the following three main settings to demonstrate the effectiveness

of our method.
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1. To achieve fair comparison with the known state-of-the-art methods that cannot
leverage unlabeled data, under the first setting, we train our meta-learner using
only training data (the “only training data” entries in Tables 4.1 and 4.2).

2. We show that our model can be improved under the semi-supervised setting in
which we use additional unlabeled images to train our meta-learner (Table 4.3).

3. We show that improved results can be obtained under the tranductive setting
in which we allow our meta-learner to utilize test data (the “transductive”
entries in Tables 4.1 and 4.2). We emphasize that, although it might be less
common to use test data for training in natural scene image segmentation,
the transductive setting plays an important role in many biomedical image
segmentation tasks (e.g., for making biomedical discoveries). For example, after
biological experiments are finished, one may have all the raw images available
and the sole remaining goal is to train a model to attain the best possible
segmentation results for all the data to achieve accurate quantitative analysis.

4.4.1 Comparison with State-of-the-Art Methods When Only Using Training Data

HVSMR 2016. Table 4.1 shows a quantitative comparison with other methods

in the leader board of the HVSMR 2016 Challenge [116]. Recall the two categories of

the known deep learning based 3D segmentation methods (discussed in Section 4.1).

We choose at least one typical method from each category for comparison. (1) [152]

is based on the tri-planar scheme [123], which utilizes three 2D ConvNets on the

orthogonal planes to predict a class label for each voxel. (2) VFN [155] first trains

three 2D models with slices that are split from three orthogonal planes, respectively,

and then applies a 3D ConvNet to fuse 2D results together. Besides, we compare our

approach with state-of-the-art models (including 3D U-Net [28], VoxResNet [17], and

DenseVoxNet [168]). Without using unlabeled data, our meta-learner outperforms

these methods on nearly all the metrics and has a very high overall score, 0.215 (ours)

vs. −0.161 (DenseVoxNet), −0.036 (tri-planar), and 0.108 (VFN).
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TABLE 4.1

QUANTITATIVE ANALYSIS ON THE HVSMR 2016 DATASET1

Method
Myocardium Blood Pool Overall

ScoreDice ADB [mm] Hausdorff [mm] Dice ADB [mm] Hausdorff [mm]

3D U-Net [28] 0.694 ± 0.076 1.461 ± 0.397 10.221 ± 4.339 0.926 ± 0.016 0.940 ± 0.192 8.628 ± 3.390 -0.419

VoxResNet [17] 0.774 ± 0.067 1.026 ± 0.400 6.572 ± 0.013 0.929 ± 0.013 0.981 ± 0.186 9.966 ± 3.021 -0.202

DenseVoxNet [168] 0.821 ± 0.041 0.964 ± 0.292 7.294 ± 3.340 0.931 ± 0.011 0.938 ± 0.224 9.533 ± 4.194 -0.161

Wolterink et al.[152] 0.802 ± 0.060 0.957 ± 0.302 6.126 ± 3.565 0.926 ± 0.018 0.885 ± 0.223 7.069 ± 2.857 -0.036

VFN∗ [155] 0.773 ± 0.098 0.877 ± 0.318 4.626 ± 2.319 0.935 ± 0.009 0.770 ± 0.098 5.420 ± 2.152 0.108

Base-learner 2D (xy) 0.789 ± 0.076 0.852 ± 0.265 4.231 ± 1.908 0.930 ± 0.016 0.794 ± 0.153 5.295 ± 1.671 0.13

Base-learner 2D (xz) 0.736 ± 0.093 1.000 ± 0.260 5.417 ± 1.604 0.924 ± 0.015 0.932 ± 0.113 7.951 ± 2.820 -0.098

Base-learner 2D (yz) 0.756 ± 0.082 0.870 ± 0.181 4.169 ± 0.632 0.928 ± 0.012 0.812 ± 0.111 5.229 ± 1.721 0.108

Base-learner 3D 0.809 ± 0.069 0.785 ± 0.235 4.121 ± 1.870 0.937 ± 0.008 0.799 ± 0.145 6.285 ± 3.108 0.13

Average ensemble 0.805 ± 0.073 0.708 ± 0.184 3.211 ± 0.923 0.936 ± 0.011 0.752 ± 0.119 5.960 ± 2.526 0.2

Our meta-learner

(Only training data) 0.823 ± 0.060 0.685 ± 0.164 3.224 ± 1.096 0.935 ± 0.010 0.763 ± 0.120 5.804 ± 2.670 0.21

Our meta-learner

(Transductive) 0.833 ± 0.054 0.681 ± 0.178 3.285 ± 1.370 0.939 ± 0.008 0.733 ± 0.143 5.670 ± 2.808 0.234

1VFN∗: For fair comparison, we use DenseVoxNet [168] as backbone, which is the same as our 3D base-learner.
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TABLE 4.2

QUANTITATIVE RESULTS ON THE MOUSE PIRIFORM CORTEX

DATASET

Method V Rand
Fscore

N4 [29] 0.9304

VD2D [84] 0.9463

VD2D3D [84] 0.9720

M2FCN [132] 0.9866

Our 2D base-learner 0.9948

Our 3D base-learner 0.9956

Average ensemble of 2D and 3D 0.9959

Random-fit (only training data) 0.9963

NN-fit (only training data) 0.9967

Random-fit (transductive) 0.9967

NN-fit (transductive) 0.9970

Mouse Piriform Cortex. Owning to the advanced components used in our

base-learners (e.g., ResNet components [52] and DenseNet components [61]), our 2D

and 3D base-learners already achieve better results than the known state-of-the-art

methods (Table 4.2). Nevertheless, from Table 4.2, one can see that our meta-learner

is able to (1) further improve the accuracy of the base-learners, and (2) achieve a

result that is considerably better than the known state-of-the-art methods (0.9967

vs. 0.9866).
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TABLE 4.3

SEMI-SUPERVISED SETTING ON HVSMR 2016 DATASET

Method Method
Myocardium Blood Pool Overall

Score
Dice ADB [mm] Hausdorff [mm] Dice ADB [mm] Hausdorff [mm]

A
Base-learner 3D 0.772 0.923 5.559 0.932 0.862 7.546 −0.036

Meta-learner 0.785 0.874 5.095 0.935 0.805 6.223 0.063

B
Base-learner 3D 0.777 0.886 5.008 0.926 0.942 8.175 −0.045

Meta-learner 0.800 0.825 4.077 0.929 0.882 7.928 0.038
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4.4.2 Utilizing Unlabeled Data

Semi-Supervised Setting. We conduct semi-supervised learning experiments

on the HVSMR 2016 dataset. The training set of HVSMR 2016 is randomly divided

into two groups evenly, Sa and Sb.

We conduct two sets of experiments. Under the setting of “Group A”, we first use

Sa to train base-learners using the original manual annotation; we then use Sa∪Sb to

train our meta-learner with pseudo labels generated by the trained base-learners. For

the overall training procedure, Sa is labeled data and Sb is unlabeled data. Testing

phase utilizes the original test images in HVSMR 2016 dataset. The training &

testing procedures for “Group B” follows the same protocol except that base-learners

are trained with Sb. As shown in Table 4.3, by leveraging unlabeled images, our

approach can improve the model accuracy and generalize well to unseen test data.

Transductive Setting. In this setting, we use the full training data to train our

base learners, and use the training and testing data to train our meta-learner. As

discussed at the beginning of this section, the transductive setting is important for

biomedical image segmentation applications and research. The ability to refine the

model after seeing the raw test data (no annotation for test data) is another advantage

of our framework. From Table 4.1 and Table 4.2, one can see that our meta-learner

can achieve further improvements than using only the training data (0.234 vs. 0.215

on the HVSMR dataset, and 0.9970 vs. 0.9967 on the piriform dataset).

4.4.3 Ablation Study

Average Ensemble vs. Näıve Meta-Learner vs. Our Best. The results

of the average ensemble of all the base-learners (the 2D and 3D models) are shown

in Tables 4.1 and 4.2. One can see that the average ensemble is consistently worse

than our meta-learner ensemble. We also compare our meta-learner with the näıve

meta-learner implementation (in which the outputs of the base-learners are used as
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input and the ground truths of the training set are used to train the meta-learner).

Table 4.4 shows the results (the S1 row). One can see that the näıve meta-learner im-

plementation is even worse than the average ensemble (probably due to over-fitting).

This demonstrates the effectiveness of our meta-learner structure design and training

strategy.

Random-Fit + NN-Fit vs. Random-Fit Alone. Random-fit + NN-fit per-

forms significantly better than Random-fit alone (Table 4.4: S7>S6, S5>S4, S9>S8;

Table 4.2), which demonstrates that NN-fit can help the training procedure converge

and thus improve the segmentation quality.

Model Training Using Pseudo-Labels vs. Ground Truth. One may con-

cern that our meta-learner training method totally discards manual-labeled ground

truth even when it is available. This ablation study shows that our method can

perform better without using any manual ground truth. We explore the following

ways of utilizing ground truth. When using only the training data, we compare the

difference between only ground truth (S2) and only pseudo-labels (S7). Table 4.4

shows that our training method can achieve better results (0.215 > 0.192) when not

using ground truth. When utilizing the test data (the transductive setting), we com-

pare the difference between (1) only ground truth (S3), (2) mix of ground truth and

pseudo-labels, i.e., using ground truth as the 5th version (S4 & S5), and (3) only

pseudo-labels (S8 & S9). In Table 4.4, one can see that (a) using pure ground truth

or pure pseudo-labels achieves better results than mixing them together (probably

due to the different nature of ground truth and pseudo-labels), and (b) using only

pseudo-labels is still better than using ground truth (S8 > S3). We think the reason

that our method can work well with only pseudo-labels is because the pseudo-labels

have already effectively distilled the knowledge from ground truth [55].

69



4.5 Conclusions

In this chapter, we present a new ensemble learning framework for 3D biomedical

image segmentation that can retain and combine the merits of 2D and 3D models.

Our approach consists of (1) diverse and accurate base-learners by leveraging diverse

geometric and model-architecture perspectives of multiple 2D and 3D models, (2)

a fully convolutional network (FCN) based meta-learner that is capable of learning

robust visual features/representations to improve the base-learners’ results, and (3)

a new meta-learner training method that can minimize the risk of over-fitting and

utilize unlabeled data to improve performance. Extensive experiments on two public

datasets show that our approach can achieve superior performance over the state-of-

the-art methods.
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TABLE 4.4

ABLATION EXPERIMENTS ON THE HVSMR 2016 DATASET2

Setting
Inputs Supervision of

Training Set
Transductive

Learning
Supervision of

Testing Set
Training Overall

ScoreRaw Image (xi) S(PLi) Random-Fit NN-Fit

S1 3 GT 0.075

S2 3 3 GT 0.192

S3 3 3 GT 3 PL 3 0.217

S4 3 3 GT + PL 3 PL 3 0.205

S5 3 3 GT + PL 3 PL 3 3 0.224

S6 3 3 PL 3 0.199

S7 3 3 PL 3 3 0.215

S8 3 3 PL 3 PL 3 0.218

S9 3 3 PL 3 PL 3 3 0.234

2“GT” represents ground truth and “PL” represents pseudo labels. Transductive learning setting: Test image data are involved as unlabeled data
in model training.
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TABLE 4.5

DETAILED RESULTS OF THE “ABLATION STUDY” IN THE TABLE 4.4

Method
Myocardium Blood Pool Overall

ScoreDice ADB [mm] Hausdorff [mm] Dice ADB [mm] Hausdorff [mm]

S1 0.742± 0.103 0.905± 0.271 4.665± 1.764 0.930± 0.014 0.811± 0.118 5.285± 1.738 0.075

S2 0.800± 0.074 0.737± 0.189 3.476± 1.100 0.936± 0.010 0.751± 0.107 5.652± 2.385 0.192

S3 0.831± 0.054 0.659± 0.149 3.098± 0.917 0.936± 0.010 0.767± 0.120 6.208± 2.592 0.217

S4 0.820± 0.062 0.686± 0.165 3.200± 0.946 0.935± 0.010 0.766± 0.110 6.100± 2.451 0.205

S5 0.829± 0.058 0.713± 0.183 3.282± 1.129 0.937± 0.009 0.743± 0.145 5.566± 2.829 0.224

S6 0.819± 0.063 0.682± 0.167 3.246± 0.974 0.935± 0.010 0.763± 0.116 6.254± 2.554 0.199

S7 0.823± 0.060 0.685± 0.164 3.224± 1.096 0.935± 0.010 0.763± 0.120 5.804± 2.670 0.215

S8 0.832± 0.053 0.662± 0.136 3.037± 0.870 0.935± 0.010 0.764± 0.118 6.248± 2.515 0.218

S9 0.833± 0.054 0.681± 0.178 3.285± 1.370 0.939± 0.008 0.733± 0.143 5.670± 2.808 0.234
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CHAPTER 5

AN ANNOTATION SPARSIFICATION STRATEGY FOR 3D MEDICAL IMAGE

SEGMENTATION VIA REPRESENTATIVE SELECTION AND

SELF-TRAINING

A paper published in 2020 34th AAAI Conference on Artificial Intelligence

(AAAI) [183]

5.1 Backgrounds

3D image segmentation is one of the most important tasks in medical image

applications, such as morphological and pathological analysis [58, 84], disease diag-

nosis [116], and surgical planning [78]. Recently, 3D deep learning (DL) models have

been widely used in medical image segmentation and achieved state-of-the-art per-

formance [93, 128, 168], most of which were trained with fully annotated 3D image

stacks. The performance of DL models (when applied to testing images) is highly de-

pendant on the amount and variety of labeled data used in model training. However,

obtaining medical image annotation data is highly difficult and expensive, and full an-

notation of 3D medical images is a monotonous, labor-intensive, and time-consuming

job. For example, a typical 3D abdominal CT scan is of size 300 × 512 × 512, and

would take hours of a medical expert to label certain objects of interest in it. How

to reduce annotation effort (e.g., cost, time, and available experts) while attaining

the best possible performance of DL models remains a challenging problem for 3D

medical image segmentation.
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(a)

(c) (b)

Figure 5.1. (a) Examples showing similarity in consecutive slices of the
HVSMR 2016 heart dataset and of the neuron dataset of mouse piriform

cortex. (b) Sparse annotation in a 3D image (top: image, bottom:
annotation); only selected slices are manually annotated to train deep
learning models. (c) Performance on the HVSMR 2016 dataset using

different amounts of annotated training data. Let sk denote the setting of
selecting slices at an equal distance (i.e., label one out of every k slices).

The segmentation performance drops drastically as the annotation ratio sk
decreases.
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A common method to alleviate annotation burden is sparse 3D fully convolutional

networks (FCNs) [28]. As shown in Fig. 5.1(a), there can be a great deal of redun-

dancy in consecutive 2D slices along an axis of a 3D image, and it is unnecessary

to annotate each and every one of them. [28] showed that a small number of an-

notated 2D slices could be used as supervision (see Fig. 5.1(b)) to train a 3D FCN,

and satisfactory segmentation performance was obtained. Compared with conven-

tional 3D FCN models, when calculating the loss, sparse 3D FCN models take only

annotated voxels into consideration and perform back-propagation to optimize the

networks. However, there are two major issues. (1) The more sparsely one annotates

the data, the worse the performance becomes. In our preliminary experiments, we use

equal-interval annotation (EIA) as a baseline. Although unseen testing stacks can be

segmented during inference, the performance decreases drastically if fewer slices are

annotated compared with FCNs trained with full annotation (see Fig. 5.1(c)). (2)

Which slices are most valuable for annotation? This is not well addressed. A subset

of selected slices should be both informative and diverse so that the subset would

cover typical patterns/topology of 3D objects and reduce redundancy. Although a

series of sample selection based methods [162, 179, 187] were proposed to deal with

2D image segmentation, for 3D images, this is not well studied.

Another line of related approaches is based on semi-supervised learning (SSL) [173,

186], where abundant and easily-obtainable unannotated data are utilized for train-

ing to boost performance. However, the focus of conventional SSL-based methods

is somewhat different from our goal to reduce annotation effort: SSL has an under-

lying assumption that annotated data should be representative enough to cover the

true data distribution, but which data samples should be selected for annotation is

neglected in previous work. Besides, selected 3D stacks still need dense voxel-wise

annotation. Our aim is complementary to SSL-based approaches; we can further re-

duce annotation effort, and SSL could in turn improve performance by adding more
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unannotated data in a later stage.

In this chapter, we proposed a new framework to adapt an annotation sparsifica-

tion strategy into semi-supervised segmentation. For an unannotated 3D image, we

select effective slices with high influence and diversity using a representative selection

algorithm, which allows a considerable relief of manual annotation. Then we train

light-weight networks using sparsely annotated data to perform segmentation on the

remaining, unannotated slices and obtain pseudo-labels, which fills the annotation

gap in the 3D image. Finally, we use these pseudo-labels as dense supervision to

conduct self-training with the original training data. To achieve this goal, we need

to address three vital challenges: (1) How to provide useful clues about the most in-

fluential and diverse slices for manual annotation? (2) How to make the most out of

the sparse annotation and generate high quality pseudo-labels? (3) How to conduct

self-training using dense pseudo-labels?

For the first challenge, we leverage a pre-trained network to extract image features,

and devise a max-cover based method to select the most representative slices. For

the second challenge, we observe that the generated pseudo-labels (PLs) by an FCN

with sparse annotation contain noise, and different types of FCNs possess different

characteristics. For example, inferred PLs from 2D FCNs along the three axes may be

inconsistent with one another, but 2D FCNs have a quite large field of view thus large

structures could be recognized. In contrast, inferred PLs from 3D FCNs are much

smoother since 3D image information could be utilized, but some regions-of-interest

may be missing due to their limited field of view. Hence, we adopt the predictions

of both 2D and 3D FCNs as supervision for better knowledge distillation. Such

heterogeneous predictions are likely to get closer to the correct labels of unannotated

slices, and thus the performance gap can be reduced accordingly. For the third

challenge, we utilize a self-training based network to combine the merits of multiple

sets of PLs, which offers the benefits of weakening noisy labels and reducing over-
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fitting.

In summary, our contribution is three-fold. (a) We propose a new training strat-

egy based on representative slice selection and self-training for 3D medical image

segmentation. (b) The most representative slices are selected for manual annotation,

thus saving annotation effort. (c) Self-training using heterogeneous pseudo-labels

bridges the performance gap with respect to full annotation. Extensive experiments

show that using only less than 20% annotated slices, our model achieves comparative

results as fully-supervised methods.

5.2 A Brief Review of Related DL Techniques

3D Medical Image Segmentation. An array of 2D [128, 132, 152] and 3D [28,

93, 168, 180] FCNs has been developed that significantly improved segmentation

performance on various 3D medical image datasets [116, 132]. Scale-level [128] and

block-level [52, 61] skip-connections allow substantially deeper architecture design

and ease the training by alleviating the vanishing gradient problem. Other advances

such as batch normalization [64] and deep supervision [82] also help network training

and optimization. In this study, we utilize these advanced techniques in our 2D and

3D FCNs for segmentation.

Sparse Medical Image Annotation. Sparse annotation was not well addressed

in medical image segmentation until recently. Where to annotate and how to uti-

lize sparse annotation for training are two basic issues. Active learning (AL) based

frameworks [162, 187] reduced annotation effort by incrementally selecting the most

informative samples from unlabeled sets and querying human experts for annotation

iteratively. Recently, [179] decoupled these two iterative steps in AL frameworks by

applying unsupervised networks to encode input samples and extract latent vectors,

and ordering the samples based on their representativeness in one-shot, achieving

competitive performance. These approaches succeeded in dealing with 2D images
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because repeated patterns appear over and over again (e.g., cells, glands, etc), but

are not potent enough for a large portion of 3D image datasets which have more

complex object topology and fewer samples (see Fig. 5.1(a)). A pioneer work [28]

shed some light on sparse 3D FCN training using 2D annotated slices and yielded

good performance. Our framework combines these previous methods to address the

two basic issues for sparse annotation to obtain good segmentation performance.

Weakly-/Semi-Supervised Learning. Weakly-supervised learning (WSL) based

methods explore various weak annotation forms (e.g., points [5], scribbles [94], and

bounding boxes [73, 163, 177]). But, none of them is suitable for a large portion of 3D

medical images. For example, not all cardiovascular substructures are convex and an

object could be wrapped by another (e.g., myocardium and blood pool in Fig. 5.1(a)),

or objects are closely packed and are in arbitrary orientation (e.g., neuron cells in

Fig. 5.1(a)). Semi-supervised learning (SSL) based methods exploit additional unan-

notated images to improve segmentation performance. The self-training approach

is the earliest SSL one and recently became popular in DL schemes [126, 173]. It

uses the predictions of a model on unlabeled data to re-train the model itself it-

eratively. Another array of work is based on multi-view learning [9] which splits a

dataset based on different attributes and utilizes the agreement among different learn-

ers. [186] incorporated multi-view learning using multi-view properties of 3D medical

data to achieve better performance. However, a major limitation of WSL/SSL based

approaches is that they still require annotation of a certain amount of full 3D stacks.

We embed a new annotation sparsification strategy into the self-training scheme

to address the problem. It further makes use of the underlying assumptions of self-

training: the independent and identical distribution of labeled and unlabeled data,

and the smoothness of manifold in high-dimensions [108]. Consequently, sparse an-

notation in each 3D stack would produce accurate pseudo-labels.

78



Conv(kernel=3, stride=1)

DeConv(kernel=4, stride=1) DeConv(kernel=4, stride=2)

MaxPool(kernel=2, stride=2) Fully-connected layer

Tanh activation

2D FCN base-model

3D FCN base-model 3D FCN meta-model

Data flowFixed Parameters

Supervision

xy

yz

xz
Representative 
Slice Selection

Manually 
Annotation

Pseudo 
Labels

Base-Model
3D

Base-Model
yz

Base-Model
xy

Base-Model
xz Meta-Model

Lrec

A( ).

(a) (b) (c)

Figure 5.2. An overview of our proposed framework. (a) Representative
slice selection. (b) Manual annotation and Pseudo-label (PL) generation
from the base-models using sparse annotation. (c) Meta-model training

using PLs.

5.3 Methodology

We propose a new annotation sparsification approach which saves considerable

annotation effort via representative slice selection from each 3D stack and improves

segmentation performance via self-training using pseudo-labels (PLs).

Problem Formulation: Under the fully-supervised setting, given a set of 3D

images, X = {Xi}mi=1, and their corresponding ground-truth Y = {Yi}mi=1, consider

a 3D image Xi ∈ RW×H×D with its associated ground-truth C-class segmentation

masks, Yi ∈ {1, 2, . . . , C}W×H×D, where W , H, and D are the numbers of voxels

along the x-, y-, and z-axis of Xi respectively and Y(w,h,d)
i = [Y(w,h,d,c)

i ]c provides the

label of voxel (w, h, d) as a one-hot vector.

Conventionally, when training a 2D FCN, we can split a 3D volume Xi along an

orthogonal direction. For example, {X V
i = {IVi,n}NVn=1}V ∈{xy,xz,yz}, where NV is the

number of 2D slices obtained from plane V and IVi,n is a 2D slice from plane V (e.g.,

Ixyi,n ⊂ RW×H and NV = D if V = xy). Similarly, {YVi = {YV
i,n}NVn=1}V ∈{xy,xz,yz}. If the
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3D data are approximate-isotropic, we can split each volume in the xy, xz, and yz

planes respectively, and get three sets of 2D slices. Each set S = {(I`,Y`)}L`=1, where

L is the total number of slices. The goal of segmentation is to design a function H so

that Ŷ` = H(I`) is close to Y`. The parameters θH of H are learned to minimize the

segmentation loss Lseg(I`,Y`) = −∑Y`log Ŷ` on the whole set S. Under the sparse

annotation setting, only a subset S ′ ⊆ S is annotated, and the objective is:

min
θH

1

|S ′|
∑
I`∈S′
Lseg(I`,Y`) (5.1)

When training a 3D FCN, the parameters θH are optimized by minimizing the

loss Lseg(Xi,Yi) = −∑Yilog Ŷi over the whole set {(Xi,Yi)}mi=1. Under the sparse

annotation setting, only a part of all the voxels is annotated. Following [28], the

objective function is:

min
θH

1

|M(X)|
∑
Xi∈X

Lseg(Xi,Yi) · M(Xi) (5.2)

where M(Xi) = 1∆(v) and ∆(v) = 1 if and only if a voxel v in Xi is annotated

(otherwise, ∆(v) = 0). Similarly, it is for M(X) in the dataset. As shown in

Fig. 5.2, our proposed approach consists of three steps:

• Step I: Representative Slice Selection. Pre-train an auto-encoder (AE ) using
{X V

i }mi=1, and extract the compressed vector from AE as the feature vector of
each input 2D slice IVi,n. Select image slices according to their representativeness
captured by the feature vectors.

• Step II: Pseudo-Label (PL) Generation. Train 2D and 3D base-models by
Eq. (5.1) and Eq. (5.2) using sparsely annotated 2D slices. The trained base-
models are applied to {Xi}mi=1 to get corresponding PLs {ŶVi }V ∈{xy,xz,yz,3D}.

• Step III: FCN self-training. A 3D FCN is trained with noisy PLs to learn from
multiple-views of the 3D medical images.
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5.3.1 Representative Selection

Intuitively, one could annotate 3D images by a sub-volume based method or a slice

based method. The former method could be impractical in real-world applications for

several reasons: (1) human can only annotate 2D slices well; (2) even if a sub-volume

is selected, experts have to choose a certain plane (e.g., the xy, xz, or yz plane)

and annotate consecutive 2D slices one by one, where a lot of redundancy may exist

(e.g., see Fig. 5.1(a)). The latter method, proposed in [28], trains a sparse 3D FCN

model with some annotated 2D slices, which is more practical and expert-friendly.

Considering that regions-of-interest have various topology shapes and feature patterns

in different views of 3D data, we hence propose to select some 2D slices from each

orthogonal plane for manual annotation.

Feature Extractor with a Pre-trained VGG-19. Auto-encoder (AE) can be

used to learn efficient data encoding in an unsupervised manner [130]. It consists of

two sub-networks: an encoder that takes an input sample x and compresses it into a

latent representation z, and a decoder that reconstructs the sample from the latent

representation back to the original space.

z ∼ Enc(x) = qφ(z|x), x̃ ∼ Dec(z) = pψ(x|z) (5.3)

where {φ, ψ} are network parameters and the optimization objective is to minimize

the reconstruction loss, Lrec, on the given dataset X:

ψ∗, φ∗ = arg min
ψ,φ

Lrec(x, (φ ◦ ψ)x). (5.4)

To accelerate the training process and extract rich features, in our implementa-

tion, we use the VGG-19 [133] model pre-trained on ImageNet [32] as the backbone

network. To further facilitate the customized dataset, we fine-tune the model with
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our medical images. More specifically, we tile a few fully-connected (FC) layers to

the last convolution layer of the VGG-19 network, and add a light-weight decoder to

form an AE. The parameters of the convolution layers of the VGG-19 are fixed, and

the remaining network is fine-tuned with the combination of images from the three

orthogonal planes.

Representative Slice Selection. Having trained the feature extractor, we feed

an image I to the encoder model, and the output feature vector, If , of the last FC

layer can be viewed as a high-level representation of the image I. We can measure

the similarity between two images Ii and Ij as:

sim(Ii, Ij) = Cosine similarity(Ifi , I
f
j ) (5.5)

To measure the representativeness of a set Sx of images for a single image I in another

set Sy, we define:

f(Sx, I) = max
Ii∈Sx

sim(Ii, I) (5.6)

It means I is represented by its most similar image Ii in Sx.

In our scenario, we need to find a subset SVi of slices from every 3D stack along

each plane (i.e., SVi ⊂ X V
i = {IVi,n}NVn=1, where V ∈ {xy, xz, yz}) such that SVi is the

most representative for the corresponding X V
i . To measure how representative SVi is

for X V
i , we define the coverage score of SVi for X V

i as:

F (SVi ,X V
i ) =

∑
Ij∈XVi

f(SVi , Ij) (5.7)

This forms a maximum set cover problem which is known to be NP-hard. Its best

possible polynomial time approximation solution is based on a greedy method with

an approximation ratio 1 − 1
e

[57]. Therefore, we iteratively choose one image slice
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(a) (c) (e)

(b) (d) (f)

Figure 5.3. Pseudo-labels generated with an annotation budget s20. (a) A
raw image X1; (b) manual annotation Y1; (c)-(f) {ŶV1 }V ∈{xy,xz,yz,3D},

respectively.

from X V
i and put it into SVi :

I∗ = arg max
I∈XVi \SVi

(F (SVi ∪ {I},X V
i )− F (SVi ,X V

i )) (5.8)

This selection process essentially sorts the image slices in X V
i based on their repre-

sentativeness decreasingly. We record the order of the selected slices. The better

representative slices have higher priorities for manual annotation.

Under the equal-interval annotation (EIA) setting, we select slices at an equal

distance, i.e., labeling one out of every k slices, denoted by sk. The number of EIA-

selected slices along the z-axis is K = bD/skc, where D is the number of voxels along

the z-axis. Given the same annotation budget, sk, in our representative annotation

(RA) setting, we select the K most representative slices along the z-axis.
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5.3.2 Pseudo-Label Generation

After obtaining sparse annotation from human experts, following [28], we can

train a sparse 3D FCN by Eq. (5.2). Although 3D FCNs can better utilize 3D

image information, they adopt a sliding-window strategy to avoid the out of memory

problem, thus having a relatively small field of view. Compared with 3D FCNs, 2D

FCNs take 2D images as input and can be much deeper and have a larger field of view

using the same amount of computational resources. Hence, we propose to utilize 2D

FCNs as well (by Eq. (5.1)), which make the most out of multiple sets of 2D slices

to capture heterogeneous features from different views of 3D data. Naturally, we can

train three 2D FCNs on three sets of 2D slices separately. The drawbacks are: (1)

multiple versions of 2D models are trained, and (2) each 2D model only observes the

3D volume from a specific view and does not explore full geometric distribution of the

3D data. Thus, we treat the three 2D slice sets {{X V
i }V ∈{xy,xz,yz}}mi=1 equally. In each

forward pass of a 2D FCN model, it randomly chooses a stack Xi and a plane V , and

crops a patch from a slice as input. This resembles data augmentation that forces the

2D model to learn more from the 3D data. During inference, we apply the trained

2D FCNs to all the sets of 2D slices respectively, and obtain three sets of predictions

in the three orthogonal directions respectively, i.e., {{ŶVi }V ∈{xy,xz,yz}}mi=1. Besides,

the trained sparse 3D FCN can produce the fourth set of predictions, {Ŷ3D
i }mi=1.

We use all these as pseudo-labels (PLs) for the next step. As shown in Fig. 5.3,

PLs generated with sparse annotation contain noise, and different types of FCNs

possess different characteristics: PLs from the 2D FCNs are inconsistent in the third

orthogonal direction, but more structures could be recognized; PLs from the 3D FCN

are much smoother, but some regions-of-interest may be missing.
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5.3.3 Self-Training with Pseudo-Labels

In the previous steps, we obtain four sets of PLs, Ŷ = {{ŶVi }V ∈{xy,xz,yz,3D}}mi=1 for

the training set X = {Xi}mi=1. Here we aim to train a meta-model that summarizes

the noisy PLs and attains better prediction accuracy.

Following the practice in [181], our meta-model is designed as a Y-shape DensVoxNet

[168] (see Fig. 5.4), which takes two pieces of input, Xi and A(Ŷi). A(·) is the averag-

ing function that forms a compact representation of Ŷi of the PLs. This representation

shows the image areas where the PLs hold agreement or disagreement (i.e., average

prediction values close to 1 or 0). In addition, using the average of all the PLs of Xi
to form part of the meta-model’s input can be viewed as a preliminary ensemble of

the base-models and ease the training of the meta-model.

Rather than defining a fixed learning objective for the meta-model training, we

train the meta-model in two main stages: (1) Initially, we train the meta-model in

order to set up a near-optimal (or sub-optimal) configuration: The meta-model is

aware of all the available PLs, and its position in the hypothesis space is influenced

by the raw image and the PL data distribution; (2) In the second training stage, we

train the meta-model to fit the nearest PLs to help the training process converge.

More technical details are given below.

In the first training stage, we seek to minimize the overall cross-entropy loss for

all the image samples with respect to all the PLs:

min
θH

m∑
i=1

∑
V

`mce(θH(Xi, A(Ŷi)), ŶVi ), (5.9)

where θH is the meta-model’s parameters and `mce is a multi-class cross-entropy loss.

In every training iteration, for one image sample Xi, we randomly choose a set of

PLs from ŶVi (V ∈ {xy, xz, yz, 3D}) and set it as the “ground truth” for Xi in the

current training iteration. Randomly choosing PLs for the model to fit ensures the

85



C

Conv 3X3X3,/2 DenseBlock
(Conv 3X3X3)Conv 1X1X1

16

16
0

16

76

16
0

30
4

#class
#class

12
8 64 #c

la
ss

Data flow

C Concatenation

Supervision

DeConv 4X4X4,X2

MaxPool

12
6

12

Figure 5.4. The meta-model structure. For readability, BN and ReLU are
omitted, the number of channels is given above each unit, and the number

of Conv units in each DenseBlock is shown in the block.

supervision signals not to impose any bias towards any base-model, and allows image

samples with diverse PLs to have a better chance to be influenced by other image

samples.

In the second training stage, the meta-model itself chooses the nearest PLs to fit

(based on its current model parameters), and updates its model parameters based

on its current choices. This nearest-neighbor-fit (NN-fit) process iterates until the

meta-model fits the nearest neighbors well enough. Since the overall training loss

is based on cross-entropy, to make the NN-fit have direct effects on the convergence

of the model training, we use cross-entropy to measure the “distance” between a

meta-model’s output and a PL.

5.4 Experiments

To show the effectiveness and efficiency of our new framework, we evaluate it

on two public datasets: the HVSMR 2016 Challenge dataset [116] and the mouse
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piriform cortex dataset [84].

3D HVSMR Dataset. The HVSMR 2016 dataset consists of 10 3D MR images

(MRIs) for training and another 10 MRIs for testing. The goal is to segment my-

ocardium and great vessel (blood pool) in cardiovascular MRIs. The ground truth

of the testing data is kept secret by the organizers for fair comparison. The results

are evaluated using three criteria: Dice coefficient, average distance of boundaries

(ADB), and symmetric Hausdorff distance. Finally, an overall score is computed as∑
class(

1
2
Dice− 1

4
ADB− 1

30
Hausdorff ) for ranking, which reflects the overall accuracy

of the results.

Mouse Piriform Cortex Dataset. The mouse piriform cortex dataset aims

to segment neuron boundaries in serial section EM images. This dataset contains 4

stacks of 3D EM images. Following the setting in [84, 132], we split the dataset into

the training set (the 2nd, 3rd, and 4th stacks) and testing set (the 1st stack), which

are fixed throughout all experiments. Also, as in [84, 132], the results are evaluated

using the Rand F-score (the harmonic mean of the Rand merge score and the Rand

split score).

Implementation Details. Our feature extractor network is implemented with

PyTorch. The decoder is initialized with a Gaussian distribution (µ = 0, σ = 0.01)

and trained with 2k epochs (with batch size 128; input sizes 1282 and 2562 for the

HVSMR and mouse piriform cortex datasets, respectively). All our FCNs are imple-

mented using TensorFlow. The weights of our 2D base-models are initialized using

the strategy in [51]. The weights of our 3D base-model and meta-model are initial-

ized with a Gaussian distribution (µ = 0, σ = 0.01). All our networks are trained

using Adam [75] with β1 = 0.9, β2 = 0.999, and ε = 1e-10 on an NVIDIA Tesla V100

graphics card with 32GB GPU memory. The initial learning rates are all set as 5e-4.

Our 2D base-models decrease the learning rates to 5e-5 after 10k iterations; our 3D

base-model and meta-model adopt the “poly” learning rate policy with the power
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variable equal to 0.9 [168]. To leverage the limited training data, standard data aug-

mentation techniques (i.e., image flipping along the axial planes and random rotation

with 90, 180, and 270 degrees) are employed to augment the training data. Due to

large intensity variance among different images, all the images are normalized to have

zero mean and unit variance before feeding to the networks.

5.4.1 Main Experimental Results

Our approach consists of two major components: representative annotation (RA)

and self-training (ST). To evaluate the effectiveness of our proposed strategy, we

first compare our approach using sparse annotation (denoted by RA+ST) with

the state-of-the-art methods using full annotation on the two datasets. Then, we

demonstrate the robustness of our method under different annotation budgets (e.g.,

sk, k = 5, 10, 20, 40, 80 for the HVSMR dataset) comparing to the state-of-the-art

DenseVoxNet (DVN) [168].

Table 5.1 gives the segmentation results on the HVSMR 2016 dataset. Note that

among the state-of-the-art methods on the leaderboard, DVN achieves the highest

Dice score and outdoes others on the overall score. Our re-implementation DVN∗ of

DVN is an enhanced version and outperforms other methods by a large margin. We

use DVN∗ as the baseline for all our experiments, for fair comparison. First, compared

with the fully supervised DVN∗, we obtain a significant improvement on nearly all the

metrics, which demonstrates that our method is more effective. More importantly, if

we measure annotation effort using the number of voxels selected as representatives

by our method, s5 is equivalent to ∼ 60% of all voxels, which shows the efficiency of

our method. Compared with sparse 3D DVN∗, our method bridges the performance

gap between sparse and full annotations. Second, our approach can further save

more annotation effort. We conduct experiments with different annotation ratios; the

results are shown in Fig. 5.5. One can note that the performance gap between the
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sparse- and fully-annotated 3D DVN∗ is reduced by our approach with even sparser

annotation. Our RA+ST-s40 and RA+ST-s20 closely approach or outperform the

fully supervised DVN∗, i.e., our method is able to save up to ∼ 85% of voxel-wise

annotation. Some qualitative results are shown in Fig. 5.6. One can see that our

method (RA+ST) achieves superior performance than the 2D and 3D base-models,

and approaches that of the fully supervised FCN (using more annotation).
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TABLE 5.1

QUANTITATIVE RESULTS ON THE HVSMR 2016 DATASET1

Model
Annotation

Budget
Myocardium Blood Pool Overall

Score (↑)
Dice (↑) ADB[mm] (↓) Hausdorff[mm] (↓) Dice (↑) ADB[mm] (↓) Hausdorff[mm] (↓)

3D U-Net [28]

Full

0.694 1.461 10.221 0.926 0.940 8.628 -0.419

VoxResNet [17] 0.774 1.026 6.572 0.929 0.981 9.966 -0.202

Wolterink et al. [152] 0.802 0.957 6.126 0.926 0.885 7.069 -0.036

DVN [168] 0.821 0.964 7.294 0.931 0.938 9.533 -0.161

DVN∗ 0.809 0.785 4.121 0.937 0.799 6.285 0.13

Sparse DVN∗ w/ RA
s5

0.792 1.024 6.906 0.932 0.898 7.396 -0.095

Sparse DVN∗ w/ RA+ST (Ours) 0.830 0.678 3.614 0.937 0.770 7.034 0.166

1DVN∗: For fair comparison, we re-implement it and achieve better performance than what was reported in the original paper, and we use it as
the backbone in all our experiments. The up arrows (↑) indicate that higher values are better for the corresponding metrics, and vice versa.
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Figure 5.5. Evaluation of several methods on the HVSMR 2016 dataset
with different annotation budgets sk. Given an sk, RA and EIA select

different sets of slices for annotation and FCN training. “Sparse DVN∗ w/
RA” and “Sparse DVN∗ w/ EIA” are baselines. The dashed line is the

performance using the fully supervised DVN∗.

We further evaluate our method on the mouse piriform cortex dataset, using

similar experimental settings as those for the HVSMR 2016 dataset. Table 5.2 shows

such results. First, we compare our method with an array of 3D FCN-based models,

which are all trained with full annotation. Table 5.2 demonstrates that our method

with sparse annotation surpasses each such single 3D FCN with full annotation.

Second, one can see that with different annotation ratios, the performance gap is

reduced consistently. In particular, our RA+ST-s64 < DVN∗-Full < RA+ST-s16,

that is, our method can save up to ∼ 80% of voxel-wise annotation.
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TABLE 5.2

QUANTITATIVE RESULTS ON THE MOUSE PIRIFORM CORTEX

DATASET2

Method Annotation Budget V Rand
Fscore (↑)

N4 [29]

Full

0.9304

VD2D [84] 0.9463

VD2D3D [84] 0.9720

M2FCN [132] 0.9866

DVN∗ 0.9959

DVN∗
s4

0.9970

DVN∗ w/ RA+ST (Ours) 0.9971

DVN∗
s16

0.9940

DVN∗ w/ RA+ST (Ours) 0.9961

DVN∗
s64

0.9951

DVN∗ w/ RA+ST (Ours) 0.9957

5.4.2 Analysis and Discussions

On Representative Annotation (RA). As shown in Fig. 5.5, we compare

our strategy with a different annotation strategy: equal-interval annotation (EIA).

One can see that “RA+ST” is better than “EIA+ST”, which demonstrates that

our representative slice selection algorithm helps select more informative and diverse

samples to represent the data (see Fig. 5.6(c)). Given the same annotation budget,

these RA-selected slices are more valuable for expert annotation.

2The up arrow (↑) indicates that higher values are better for the V Rand
Fscore metric.
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Figure 5.6. Some visual qualitative results on the HVSMR 2016 dataset (some errors are marked by arrows). (a) Results of
the 2D and 3D base-models using annotated slices selected by RA. After self-training using pseudo-labels, our approach

produces more accurate results which are comparative to that generated by 3D FCN with full annotation. (b) By comparing
our strategy RA+ST (the top row of (b)) with EIA+ST (the bottom row of (b)), using slices selected by RA yields superior

performance. (c) We show some slices selected by RA (for an s5 budget) from a 3D stack with the xy-plane. After being
projected to 2D space by t-SNE, each point represents one selected slice and the consecutive points form a curve. Selected

slices are marked with blue dots and those shown along with thumbnails are labeled with their slice IDs. We also indicate the
index positions of the slices selected by RA along the z-axis, as shown by the vertical line on the left of (c) that represents the

z-axis of the stack.

93



On Self-Training. As shown in Fig. 5.5, by comparing “Sparse DVN∗ w/

RA+ST” with “Sparse DVN∗ w/ RA”, and “Sparse DVN∗ w/ EIA+ST” with “Sparse

DVN∗ w/ EIA”, one can see that utilizing pseudo-labels (PLs) for self-training, the

performance is significantly improved. It demonstrate that though PLs generated

from sparse annotation may be noisy, they fill the spatial gaps of voxel-wise super-

vision in the 3D stack. Thus our self-training utilizes the PLs and bridges the final

performance gap with respect to full annotation.

5.5 Conclusions

In this chapter, we proposed a new annotation sparsification strategy for 3D med-

ical image segmentation based on representative annotation and self-training. The

most valuable slices are selected for manual annotation, thus saving annotation effort.

Heterogeneous 2D and 3D FCNs are trained using sparse annotation, which generate

diverse pseudo-labels (PLs) for unannotated voxels in 3D data. Self-training utilizing

PLs further improves the segmentation performance and bridges the performance gap

with respect to full annotation. Our extensive experiments on two public datasets

show that using less than 20% annotated data, our new strategy obtains comparative

results with fully supervised training.
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CHAPTER 6

EMBRYONIC CARTILAGE SEGMENTATION IN HIGH-RESOLUTION 3D

MICRO-CT IMAGES WITH VERY SPARSE ANNOTATION

A paper published in 2020 23rd International Conference on Medical Image

Computing and Computer Assisted Intervention (MICCAI) [182]

6.1 Backgrounds

Approximately 1% of babies born with congenital anomalies have syndromes in-

cluding skull abnormalities [104]. Anomalies of the skull invariably require treatments

and care, imposing high financial and emotional burdens on patients and their fam-

ilies. Although prenatal development data are not available for study in humans,

the deep conservation of mammalian developmental systems in evolution means that

laboratory mice give access to embryonic tissues that can reveal critical molecu-

lar and structural components of early skull development [10, 127]. The precise

delineation of 3D chondrocranial anatomy is fundamental to understanding derma-

tocranium development, provides important information to the pathophysiology of

numerous craniofacial anomalies, and reveals potential avenues for developing novel

therapeutics. An embryonic mouse is tiny (∼ 2cm3), and thus we dissect and recon-

struct the chondrocranium from 3D micro-computed tomography (micro-CT) images

of specially stained mice. However, delineating fine-grained cartilaginous structures

in these images is very challenging, even manually (e.g., see Fig. 6.1).

Although deep learning has achieved great success in biomedical image segmen-

tation [93, 99, 128, 150, 180], there are three main challenges when applying existing
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Figure 6.1. Examples of micro-CT images of stained mice. (a) A raw 3D
image and its manual annotation. The shape variations are large: the front

nasal cartilage is relatively small (i.e., 3002); the cranial vault is very big
(i.e., 900× 500) but extremely thin like a half-ellipsoid surface. (b) A 2D
slice from the nasal cartilage (top) and its associated label (bottom); the

image contrast is low and there are many hard mimics in surrounding
areas. (c) Two 2D slices from the cranial vault (top) and their associated

labels (bottom); the cartilage is very thin. Best viewed in color.

methods to cartilage segmentation in our high-resolution micro-CT images. (1) The

topology variations of craniofacial cartilages are very large in the anterior, inter-

mediate, and posterior of the skull (as shown in Fig. 6.1(a)). Known methods for

segmenting articular cartilages in knees [4, 123] only deal with relatively homoge-

neous structures. (2) Such methods deal with images of much lower resolutions (e.g.,

200×5122), and simple scaling-up would precipitate huge computation requirements.

Micro-CT scanners work at the level of one micron (i.e., 1µm, our image pixels range

from 6 to 10 microns), and a typical scan of ours is of size 1500×20002. In Fig. 6.1(c),

the cropped sub-region is of size 4002, and the region-of-interest (ROI) is only 5 pix-

els thick. (3) More importantly, only experts can differentiate cartilages, and it is

unrealistic to manually label whole volumes for training fully convolution networks

(FCNs) [99]. While some semi-supervised methods [169, 183] were studied very re-

cently, how to acquire and make the most out of very sparse annotation is seldom
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explored, especially for real-world complex cartilage segmentation tasks.

To address these challenges, we propose a new framework that utilizes FCNs and

uncertainty-guided self-training to gradually boost the segmentation accuracy. We

start with extremely sparsely annotated 2D slices and train an FCN to predict pseudo

labels (PLs) for unseen slices in the training volumes and the associated uncertainty

map, which quantifies pixelwise prediction confidence. Guided by the uncertainty,

we iteratively train the FCN with PLs and improve the generalization ability of FCN

in unseen volumes. Although the above process seems straightforward, we must

overcome three difficulties. (1) The FCN should have a sufficiently large receptive field

to accommodate such high-resolution images yet needs to be lightweight for efficient

training and inference due to the large volumes. (2) Bayesian-based uncertainty

quantification requires a linear increase of either space or time during inference. We

integrate FCNs into a bootstrap ensemble based uncertainty quantification scheme

and devise a K-head FCN to balance efficiency and efficacy. (3) The generated PLs

contain noises. We consider the quality of PLs and propose an uncertainty-guided

self-training scheme to further refine segmentation results.

Experiments show that our proposed framework achieves an average Dice of

78.98% in segmentation compared to prior arts and obtains performance gains by

iterative self-training (from 78.98% to 83.16%).

6.2 Method

As shown in Fig. 6.2, our proposed framework contains a new FCN, which can gen-

erate PLs and uncertainty estimation at the same time, and an iterative uncertainty-

guided self-training strategy to boost the segmentation results.
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Figure 6.2. An overview of our proposed framework.

6.2.1 K-Head FCN

Initial Labeling and PL Generation. We consider two sets of 3D data,

A = {Ai}Li=1 and B = {Bi}Ui=1, for training and testing respectively, where each Ai
(or Bi) is a 3D volume and L (or U) is the number of volumes in A (or B). Each

3D volume can be viewed as a series of 2D slices, i.e., Ai = {Aj
i}
iQ
j=1, where iQ is the

number of slices in Ai. To begin with, experts chose representative slices in each Ai
from the anterior, intermediate, and posterior of the skull and annotated them at the

pixel level. Due to the high resolution of our micro-CT images, the annotation ratio

is rather sparse (e.g., 25 out of 1600 slices). Thus, each Ai can be divided into two

subsets Ali = {lji}iPj=1 and Aui = {uji}iRj=1, where each slice lji has its associate label

mj
i , and iQ > iR � iP . Conventionally, using such sparse annotation, a trained FCN

lacks generalization ability to the unseen volumes B. Hence, a key challenge is how

to make the most out of the labeled slices. We will show that an FCN can delineate

ROIs in unseen slices of the training volumes (i.e., Aui) with very sparsely labeled

slices. For this, we propose to utilize these true labels (TLs) and generate PLs to

expand the training data.

Uncertainty Quantification. Since FCN here is not trained by standard pro-

tocol, its predictions may be unreliable and noisy. Thus, we need to consider the

reliability of the PLs (which may otherwise lead to meaningless guidance). Bayesian

methods [71] provided a straightforward way to measure uncertainty quantitatively
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by utilizing Monte Carlo sampling in forward propagation to generate multiple pre-

dictions. Prohibitively, the computational cost grows linearly (either time or space).

Since our data are large volumes, such cost is unbearable. To avoid this issue, we

need to design a method that is both time- and space-efficient. Below we illustrate

how to design a new FCN for this purpose.

There are two main types of uncertainty in Bayesian modelling [72, 110]: epis-

temic uncertainty captures uncertainty in the model (i.e., the model parameters are

poorly determined due to the lack of data/knowledge); aleatoric uncertainty cap-

tures genuine stochasticity in the data (e.g., inherent noises). Without loss of gen-

erality, let fθ(x) be the output of a neural network, where θ is the parameters and

x is the input. For segmentation tasks, following the practice in [72], we define

pixelwise likelihood by squashing the model output through a softmax function S:

p(y|fθ(x), σ2) = S( 1
σ2fθ(x)). The magnitude of σ determines how ‘uniform’ (flat) the

discrete distribution is. The log likelihood for the output is:

logp(y = c|fθ(x), σ2) =
1

σ2
f cθ (x)− log

∑
c′

exp(
1

σ2
f c
′

θ (x))

=

(
1

σ2
f cθ (x)− 1

σ2
log
∑
c′

exp(f c
′

θ (x))

)

−
(

log
∑
c′

exp(
1

σ2
f c
′

θ (x))− 1

σ2
log
∑
c′

exp(f c
′

θ (x))

)

=
1

σ2
log

exp(f cθ (x))∑
c′ exp(f c

′
θ (x))

− log

∑
c′ exp( 1

σ2f
c′

θ (x))(∑
c′ exp(f c

′
θ (x))

) 1
σ2

≈ 1

σ2
logS(fθ(x))c − 1

2
logσ2,

(6.1)

where f cθ (x) is the c-th class of output fθ(x), and we use the explicit simplifying

assumption
(∑

c′ exp(f c
′

θ (x))
) 1
σ2 ≈ 1

σ

∑
c′ exp( 1

σ2f
c′

θ (x)). The objective is to minimize
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Figure 6.3. The network architecture of our proposed method, K-head
FCN. The output layer branches out to K bootstrap heads and an extra

log-variance output.

the loss given by the negative log likelihood:

LUC(θ, σ2) = − 1

N

N∑
i

M∑
m

1m=clog(p(yi = c|fθ(xi), σ2)), (6.2)

where N is the number of training samples and 1m=c is the one-hot vector of class

c. In practice, we make the network predict the log variance s := logσ2 for numerical

stability. Now, the aleatoric uncertainty is estimated by e−s, and we can quantify

the epistemic uncertainty by the predictive variance:

1

K

K∑
k

ŷ2
k −

(
1

K

K∑
k

ŷk

)2

, (6.3)

where ŷk = fθ(x) is the k-th sample from the output distribution.

K-head FCN. To sample K samples from the output distribution, we adopt the

bootstrap method into the FCN design. A näıve way would be to maintain a set of K

networks {fθk}Kk=1 independently on K different bootstrapped subsets (i.e., {Dk}Kk=1)

of the whole dataset D and treat each network fθk as independent samples from

the weight distribution. However, it is computationally expensive, especially when

each neural net is large and deep. Hence, we propose a single network that consists

100



of a shared backbone architecture with K lightweight bootstrapped heads branching

on/off independently. The shared network learns a joint feature representation across

all the data, while each head is trained only on its bootstrapped sub-sample of the

data. The training and inference of this type of bootstrap can be conducted in a

single forward/backward pass, thus saving both time and space. Besides, in contrast

to previous methods where σ2 is assumed to be constant for all inputs, we estimate it

directly as an output of the network [71, 110]. Thus, our proposed network consists

of a total of K+1 branches — K heads corresponding to the segmentation prediction

map and an extra head corresponding to σ2. In all the experiments, K is set as 5,

and the input image size is 512× 512.

Fig. 6.3 shows the detailed structure of our new K-head FCN. There are 7 resid-

ual blocks (RBs) and max-pooling operations in the encoding-path to deliver larger

reception fields, each RB containing 2 cascaded residual units as in ResNet [52]. To

save parameters, we maintain the number of channels in each residual unit and a

similar number of feature channels at the last 4 scales. Rich contextual and semantic

information is extracted in shallower and deeper scales in the encoding-path and is

up-sampled to maintain the same size for the input and output and then concatenated

to generate the final prediction. The output layer splits near the end of the model

for two reasons: (1) ease the training difficulty and improve the convergence speed;

(2) incur minimal computation resource increases (both time and space) in training

and inference. To train the network, we randomly choose one head in each iteration

and compute the cross-entropy loss LCE. It is combined with the uncertainty loss

LUC to update the parameters in the chosen head branch and the shared backbone

only (i.e., freezing the other K− 1 head branches). Specifically, L = LCE + 0.04LUC .
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6.2.2 Iterative Uncertainty-Guided Self-Training

Since both Ali and Aui come from the same volume Ai and are based on the

assumption that the manifolds of the seen/unseen slices (of Ai) are smooth in high

dimensions [108], our generated PLs bridge the annotation gap. However, the K

predictions, {m̂j,k
i }Kk=1, obtained from the output distribution for each uji ∈ Aui

could be unreliable and noisy. Thus, we propose an uncertainty-guided scheme to

reweight PLs and rule out unreliable (highly uncertain) pixels in subsequent training.

Specifically, we calculate the voxel-level cross-entropy loss weighted by the epistemic

uncertainty σji for uji :

LCE(mj
i , m̃

j
i ) =

∑
v e
−σvLce(mv, m̃v)∑

v e
−σv

, (6.4)

where mj
i is the prediction at the current iteration and m̃j

i =
∑K

k=1 m̂j,k
i ; mv and m̃v

are the values of the v-th pixel (for simplicity, we omit i and j); σv is the sum of

normalized epistemic and aleatoric uncertainties at the v-th pixel; Lce is the cross-

entropy error at each pixel. Note that we do not choose a hard threshold to convert the

average probability map m̃j
i to a binary mask, as inspired by the “label smoothing”

technique [106] which may help prevent the network from becoming over-confident

and improve generalization ability.

With the expansion of the training set (TLs ∪ PLs), our FCN can distill more

knowledge about the data (e.g., topological structure, intensity variances), thus be-

coming more robust and generalizing better to unseen data B. However, due to the

extreme sparsity of annotation at the very beginning, not all the generated PLs are

evenly used (i.e., highly uncertain and assigned with low weights). Hence, we propose

to conduct this process iteratively.

Overall, with our iterative uncertainty-guided self-training scheme, we can further

refine the PLs and FCN at the same time. In practice, it needs 2 or 3 rounds, but
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we do not have to train from scratch, incurring not too much cost.

6.3 Experiments

Data Acquisition. Mice were produced, sacrificed, and processed in compliance

with animal welfare guidelines approved by the Pennsylvania State University (PSU).

Embryos were stained with phosphotungstic acid (PTA), as described in [85]. Data

were acquired by the PSU Center for Quantitative Imaging using the General Electric

v|tom|x L300 nano/micro-CT system with a 180-kV nanofocus tube and were then

reconstructed into micro-CT volumes with a resulting average voxel size of 5µm

and volume size of 1500 × 20002. Seven volumes are divided into the training set

A = {Ai}4
i=1 and test set B = {Bi}3

i=1. Only a very small subset of slices in each

Ai is labeled for training (denoted as Ali) and the rest unseen slices Aui and B are

used for the test. Four scientists with extensive experience in the study of embryonic

bones/cartilages were involved in image annotations. They first annotated slices in

the 2D plane and then refined the whole annotation by considering 3D information

of the neighboring slices.

Evaluation. In the 3D image regions not considered by the experts, we select

11 3D subregions (7 from B and 4 from Aui), each of an average size 30 × 3002

and containing at least one piece of cartilages. These subregions are chosen for

their representativeness, i.e., they cover all the typical types of cartilages (e.g., nasal

capsule, Meckel’s cartilage, lateral wall, braincase floor, etc). Each subregion is

manually labeled by experts as ground truth. The segmentation accuracy is measured

by Dice-Sørensen Coefficient (DSC).

Implementation Details. All our networks are implemented with TensorFlow

[2], initialized by the strategy in [51], and trained with the Adam optimizer [75] (with

β1 = 0.9, β2 = 0.999, and ε = 1e-10). We adopt the “poly” learning rate policy,

Lr ×
(
1− iter

#iter

)0.9
, where the initial rate Lr = 5e-4 and the max iteration number is
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TABLE 6.1

CARTILAGE SEGMENTATION RESULTS1

Method Anterior Intermediate Posterior Overall

U-Net∗ [128] (TL) 80.03 81.19 64.39 76.06

DCN∗ [16] (TL) 80.87 81.68 64.07 76.42

K-head FCN (TL) 82.23 84.46 67.52 78.98

1-head FCN-R3 (TL∪PL) 85.15 87.53 69.46 81.69

K-head FCN-R3 (TL∪PL) 85.77 88.34 70.30 82.45

K-head FCN-R3-U (TL∪PL) 86.31 89.17 70.98 83.16

set as 60k. To leverage the limited training data and reduce over-fitting, we augment

the training data with standard operations (e.g., random crop, flip, rotation in 90◦,

180◦, and 270◦). Due to large intensity variance among different images, all images

are normalized to have zero mean and unit variance.

6.3.1 Main Experimental Results

The results are summarized in Table 6.1. To our best knowledge, there is no

directly related work on cartilage segmentation from embryonic tissues. We compare

our new framework with the following methods. (1) A previous work which utilizes

U-Net [128] to automatically segment knee cartilages [4]. We also try another robust

FCN model DCN [16]. For a fair comparison, we scale up U-Net [128] and DCN [16] to

accommodate images of size 5122 as input and match with the number of parameters

of our K-head FCN (denoted as U-Net∗ and DCN∗). (2) A semi-supervised method

1DSC (%) comparison of cartilages in the anterior, intermediate, and posterior skull, w/ anno-
tation ratio of 3.0%. TL: true labels; PL: pseudo labels.
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that generates PLs and conducts self-training (i.e., 1-head FCN-R3).

First, compared with known FCN-based methods, our K-head FCN yields bet-

ter performance for cartilages in different positions. We attribute this to its deeper

structures and multi-scale extracted feature fusion design, which leads to larger re-

ceptive fields and richer spatial and semantic features. Hence, our backbone model

can capture significant topology variances in skull cartilages (e.g., relatively small

but thick nasal parts, and large but thin shell-like cranial base and vault).

Second, to show that our K-head FCN is comparable with Monte Carlo sampling

based Bayesian methods, we implement 1-head FCN and conduct sampling K times

to obtain PLs. Repeating the training process 3 times (denoted as ‘-R3’), we observe

that using PLs, K-head FCN-R3 achieves similar performance as 1-head FCN-R3.

However, in each forward pass, we obtain K predictions at once, thus saving ∼ K×

the time/space costs. Qualitative results are shown in Fig. 6.4.

Third, we further show that under the guidance of uncertainty, our new method

(K-head FCN-R3-U) attains performance gain (from 82.45% to 83.16%). We at-

tribute this to that unreliable PLs are ruled out, and the model optimizes under

cleaner supervisions. Qualitative results are shown in Fig. 6.5.

6.3.2 Analysis and Discussions

Iteration Numbers. We measure DSC scores on both unseen slices in the train-

ing volumes ({Aui}Li=1) and unseen slices in the test volumes ({Bi}Ui=1) during the

training of “K-head FCN-R3-U” (see Table 6.2 left). We notice significant perfor-

mance gain after expanding the training set (i.e., TLs → TLs ∪ PLs, as Iter-1 →

Iter-2). Meanwhile, because the uncertainty of only a small amount of pixels changes

during the whole process, the performance gain is not substantial from Iter-2 to Iter-3.

Annotation Ratios. As shown in Table 6.2 right, the final segmentation results

can be improved using more annotation, but the improvement rate decreases when
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(a) (b) (c) (d) (e)

Figure 6.4. Qualitative examples: (a) Raw subregions; (b) ground truth;
(c) U-Net∗ (TL); (d) K-head FCN (TL); (e) K-head FCN-R3-U (TL∪PL).

(XX) = (trained using XX).
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Figure 6.5. Qualitative results. From left to right: A raw image; 3D results
of our proposed method (K-head FCN-R3-U (TL∪PL)) from different

views.

TABLE 6.2

SEGMENTATION RESULTS OF K-HEAD FCN-R3-U (TL∪PL) WITH

DIFFERENT ITERATIONS AND ANNOTATION RATIOS2

Data
Iteration

1 2 3

{Aui}Li=1 83.19 86.39 87.08

{Bi}Ui=1 78.98 82.70 83.16

Data
Annotation Ratio

1.5% 3.0% 12.0%

{Aui}Li=1 80.12 87.08 89.20

{Bi}Ui=1 75.73 83.16 85.65

labeling more slices.

Uncertainty Estimation. We visualize the samples along with estimated seg-

mentation results and the corresponding epistemic and aleatoric uncertainties from

the test data in Fig. 6.6. It is shown that the model is less confident (i.e., with a

2The results are evaluated using DSC (%). TL: true labels; PL: pseudo labels. Left: “K-head
FCN-R3-U (TL∪PL)” w/ annotation ratio of 3.0%. Right: “K-head FCN-R3-U (TL∪PL)” w/
different annotation ratios.
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Figure 6.6. Visualization of uncertainty. From left to right: a raw image
region, ground truth, prediction result, estimated epistemic uncertainty,
and estimated aleatoric uncertainty. Brighter white color means higher

uncertainty.

higher uncertainty) on the boundaries and hard mimic regions where the epistemic

and aleatoric uncertainties are prominent.

6.4 Conclusions

In this chapter, we presented a new framework for cartilage segmentation in high-

resolution 3D micro-CT images with very sparse annotation. Our K-head FCN pro-

duces segmentation predictions and uncertainty estimation simultaneously, and the

iterative uncertainty-guided self-training strategy gradually refines the segmentation

results. Comprehensive experiments showed the efficacy of our new method.
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CHAPTER 7

HIERARCHICAL SELF-SUPERVISED LEARNING FOR MEDICAL IMAGE

SEGMENTATION BASED ON MULTI-DOMAIN DATA AGGREGATION

A paper published in 2021 24th International Conference on Medical Image

Computing and Computer Assisted Intervention (MICCAI) [184]

7.1 Backgrounds

Although supervised deep learning has achieved great success on medical image

segmentation [19, 62, 128, 189], it heavily relies on sufficient good-quality manual

annotations which are usually hard to obtain due to expensive acquisition, data pri-

vacy, etc. Public medical image datasets are normally smaller than the generic image

datasets (see Fig. 7.1(a)), and may hinder improving segmentation performance. De-

ficiency of annotated data has driven studies to explore alternative solutions. Transfer

learning fine-tunes models pre-trained on ImageNet for target tasks [53, 187, 190], but

it could be impractical and inefficient due to the pre-defined model architectures [97]

and is not as good as transferred from medical images due to image characteristics

differences [190]. Semi-supervised learning utilizes unlimited amounts of unlabeled

data to boost performance, but it usually assumes that the labeled data sufficiently

covers the data distribution, and needs to address consequent non-trivial challenges

such as adversarial learning [101, 174] and noisy labels [169, 183]. Active learning

selects the most representative samples for annotation [162, 179, 187] but focuses on

saving manual effort and does not utilize unannotated data. Considering these limi-

tations and the fact that considerable unlabeled medical images are easy to acquire
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(a) (b)

# Slices

# Stacks

Year

Year

Figure 7.1. (a) The number of images for each medical image segmentation
challenge every year since 2016 at MICCAI (top: 2D images; bottom: 3D
stacks). (b) Diverse medical image and mask examples (left to right and

top to bottom): spleen, pancreas & tumours, liver & tumours,
cardiovascular structures, knee bones & cartilages, and prostate.

and free to use, we seek to answer the question: Can we improve segmentation per-

formance with limited training data by directly exploiting raw data information and

representation learning?

Recently, self-supervised learning (SSL) approaches, which initialize models by

constructing and training surrogate tasks with unlabeled data, attracted much at-

tention due to soaring performance on representation learning [35, 44, 47, 56, 80, 109,

112, 120] and downstream tasks [13, 21, 114, 138, 190, 194]. It was shown that the

learned representation by contrastive learning, a variant of SSL, gradually approaches

the effectiveness of representations learned through strong supervision, even under

circumstances when only limited data or a small-scale dataset is available [23, 54].

However, three key factors of contrastive learning have not been well explored for

medical segmentation tasks: (1) A medical image dataset is often insufficiently large

due to the intrusive nature of some imaging techniques or expensive annotations (e.g.,
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3D(+T) images), which suppresses self-supervised pre-training and hinders represen-

tation learning using a single dataset. (2) The contrastive strategy considers only

congenetic image pairs generated by different transformations used in data augmen-

tation, which suppresses the model from learning task-agnostic representations from

heterogeneous data collected from different sources (see Fig. 7.1(b)). (3) Most studies

focused on extracting high-level representations by pre-training the encoder while ne-

glecting to learn low-level features explicitly and initialize the decoder, which hinders

the performance of dense prediction tasks such as semantic segmentation.

To address these challenges, in this chapter, we propose a new hierarchical self-

supervised learning (HSSL) framework to pre-train on heterogeneous unannotated

data and obtain an initialization beneficial for training multiple downstream medical

image segmentation tasks with limited annotations. First, we investigate available

public challenge datasets on medical image segmentation and propose to aggregate

a multi-domain (modalities, organs, or facilities) dataset. In this way, our collected

dataset is considerably larger than a task-specific dataset and the pretext model is

forced to learn task-agnostic knowledge (e.g., texture, intensity distribution, etc).

Second, we construct pretext tasks at multiple abstraction levels to learn hierar-

chical features and explicitly force the model to learn richer semantic features for

segmentation tasks on medical images. Specifically, our HSSL utilizes contrasting

and classification strategies to supervise image-, task-, and group-level pretext tasks.

We also extract multi-level features from the network encoding path to bridge the gap

between low-level texture and high-level semantic representations. Third, we attach

a lightweight decoder to the encoder and pre-train the encoder-decoder architecture

to obtain a suitable initialization for downstream segmentation tasks.

We experiment on our aggregated dataset composed of eight medical image seg-

mentation tasks and show that our HSSL is effective in utilizing multi-domain data

to initialize model parameters for target tasks and achieves considerably better seg-
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mentation, especially when only limited annotations are available.

7.2 Methodology

We discuss the necessity and feasibility of aggregating multi-domain image data

and show how to construct such a dataset in Sect. 7.2.1, and then introduce our

hierarchical self-supervised learning pretext tasks (shown in Fig. 7.2) in Sect. 7.2.2.

After pre-training, we fine-tune the trained encoder-decoder network on downstream

segmentation tasks with limited annotations.

7.2.1 Multi-Domain Data Aggregation

Necessity. As shown in Fig. 7.1(a), most publicly available medical image

segmentation datasets are of relatively small sizes. Yet, recent progresses on con-

trastive learning empirically showed that training on a larger dataset often learns

better representations and brings larger performance improvement in downstream

tasks [23, 24, 54]. Similarly, a larger dataset is beneficial for supervised classification

tasks and unsupervised image reconstruction tasks, because such a dataset tends to

be more diverse and better cover the true image space distribution.

Feasibility. First, there are quite a few medical image dataset archives (e.g.,

TICA1) and public challenges (e.g., Grand Challenge2). Typical imaging modalities

(CT, MRI, X-ray, etc) of multiple regions-of-interest (ROIs, organs, structures, etc)

are covered. Second, common/similar textures or intensity distributions are shared

among different datasets (see Fig. 7.1(b)), and their raw images may cover the same

physical regions (e.g., abdominal CT for the spleen dataset and liver dataset). There-

fore, an aggregated multi-domain dataset can (1) enlarge the data size of a shared

1https://www.cancerimagingarchive.net/

2https://grand-challenge.org/challenges/
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Figure 7.2. An overview of our proposed hierarchical self-supervised
learning (HSSL) framework (best viewed in color). The backbone encoder
builds a pyramid of multi-scale features from the input image, forming a
rich latent vector. Then it is stratified to represent hierarchical semantic

features of the aggregated multi-domain data, supervised by different
pretext tasks in the hierarchy. Besides, an auxiliary reconstruction pretext

task helps initialize the decoder.

image space and (2) force the model to distinguish different contents from the raw

images. In this way, task-agnostic knowledge is extracted.

Dataset Aggregation. To ensure the effectiveness of multi-domain data aggre-

gation, three principles should be considered. (1) Representativeness: The datasets

considered for aggregation should cover a moderate range of medical imaging tech-

niques/modalities. (2) Relevance: The datasets considered should not drastically

differ in content/appearance. Otherwise, it is easy for the model to distinguish them

and a less common feature space is shared among them. (3) Diversity: The datasets

considered should benefit a range of applications. In this work, we focus on CT and

MRI of various ROIs (i.e., heart, liver, prostate, pancreas, knee, and spleen). The

details of aggregated dataset are shown in Table 7.1.

113



7.2.2 Hierarchical Self-Supervised Learning (HSSL)

Having aggregated multiple datasets, D = {D1, D2, . . ., DN}, where Di is a

dataset for a certain segmentation task. A straightforward method to use D is to

directly extend some known pretext tasks (e.g., SimCLR [23]) and conduct joint pre-

training. However, such pretext tasks only explicitly force the model to learn a global

representation and are not tailored for the target segmentation tasks. Hence, tak-

ing imaging techniques and prior knowledge (e.g., appearance, ROIs) into account,

we propose to extract richer semantic features from hierarchical abstract levels and

devise the network for target segmentation tasks.

We formulate three hierarchical levels (see Fig. 7.3). (1) Image-level : Each image

I is a learning subject; we want to extract distinguishable features of I w.r.t. an-

other image, regardless of which dataset it originally comes from or what ROIs it

contains. Specifically, we follow the state-of-the-art SimCLR [23] and build posi-

tive and negative pairs with various data augmentations. (2) Task-level : Each Di

is originally imaged for a specific purpose (e.g., CT for spleen). Generally, images

belonging to a same dataset are similar inherently. As shown in Fig. 7.4, images of

different modalities and ROIs are easier to distinguish. For abdominal CTs of spleen

and liver, although the images are similar, their contents are different. Thus, each

task’s dataset forms a single domain of certain ROI and image types. (3) Group-level :

Despite the differences among different segmentation tasks, the contents of images

may show a different degree of similarity. For example, in the physical space, liver

CT scans have overlapping with spleen CT scans; cardiac MRIs scanned for differ-

ent purposes (e.g., diverse cardiovascular structures) contain the same ROI (i.e., the

heart) regardless of the image size and contrast. In this way, we categorize multiple

domains of images into a group, which forms a multi-domain cluster in the feature

space. Assigned with both task-level and group-level labels, each image constitutes

a tuple (I, yt, yg), where t and g are task-class and group-class, respectively.
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Figure 7.3. An example showing the hierarchical structure of a
multi-domain dataset. Each chosen dataset/task Di forms a domain
consisting of a set of images {Iki }Nik=1, where Ni is the total number of

images in Di. Multiple tasks form a multi-domain cluster called a group
(Gj).

Further, to better aggregate low- and high-level features from the encoder, we

compress multi-scale feature vectors from the feature pyramid and concatenate them

together, and then attach three different projection heads to automatically extract

hierarchical representations (see Fig. 7.2).

Image-Level Loss. Given an input image I, the contrastive loss is formulated

as:

l(Ĩ , Î) = − log
esim(z̃,ẑ)/τ

esim(z̃,ẑ)/τ +
∑

Ī∈Λ− e
sim(z̃,z̄)/τ

, (7.1)

where z̃ = Pl(E(Ĩ)), ẑ = Pl(E(Î)), z̄ = Pl(E(Ī)), Pl(·) is the image-level projection

head, E(·) is the encoder, Ĩ and Î are two different augmentations of image I (i.e.,

Ĩ = t̃(I) and Î = t̂(I)), Ī ∈ Λ− consisting of all negative samples of I, and t̃, t̂ ∈ T

are two augmentations. The augmentations T include random cropping, resizing,

blurring, and adding noise. sim(·, ·) is cosine similarity, and τ is a temperature

scaling parameter. Given our multi-domain dataset D, the image-level loss is defined
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as:

Limg =
1

|Λ+|
∑

∀(Ĩ,Î)∈Λ+

[l(Ĩ , Î) + l(Î , Ĩ)], (7.2)

where Λ+ is a set of all similar pairs sampled from D. In implementation, positive

and negative pairs are constructed in each mini-batch.

Task-Level Loss & Group-Level Loss. Given task-class and group-class, we

formulate task- and group-level pretext tasks as classification tasks. The training

objectives are:

Ltask = −
T∑
c=1

ytc log(ptc); Lgroup = −
G∑
c=1

ygc log(pgc), (7.3)

where ptc = Pt(E(I)), pgc = Pg(E(I)), Pt(·) (or Pg(·)) is the task-level (or group-level)

projection head, E(·) is the encoder, ytc (or ygc ) is the task-class (or group-class) of

input image I, and T (or G) is the number of classes of tasks (or groups).

After pre-training the model, we extract features from the hierarchical abstract

levels, denoted by Fimg, Ftask, and Fgroup, and project them to 2D planes using

t-SNE [100]. For comparison, we build an auto-encoder based on pre-trained VGG-

19 [133] and extract the feature vector of its deepest FC-layer as the latent code of the

input image. As shown in Fig. 7.4, the hierarchical layout is as expected, implying

that our model is capable of extracting richer semantic features at different abstract

levels of the input images.

Decoder Initialization. A decoder is also indispensable for semantic segmenta-

tion tasks. To find a good initialization for decoder, we devise a multi-scale decoder

and combine it with the encoder. We formulate the pretext task as a reconstruction
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Figure 7.4. Extracted features after t-SNE projection [100] (best viewed in
color). Top-left: FV GG−19; top-right: Fimage; bottom-left: Ftask (forming
single-domain task-level clusters as in Table 7.1); bottom-right: Fgroup

(forming multi-domain group-level clusters as in Table 7.1).

task. The loss is defined as:

Lrec =
1

|D|
∑
I∈D

||S(E(I))− I||2, (7.4)

where E(·) is the encoder, S(·) is the decoder, and || · ||2 is the L2 norm.

In summary, we combine the hierarchical self-supervised losses at all the levels

and the auxiliary reconstruction loss to jointly optimize the model:

Ltotal = λ1Limg + λ2Ltask + λ3Lgroup + λ4Lrec, (7.5)
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Algorithm 4: The HSSL Training Algorithm

Input: Batch size N , temperature τ , encoder E(·), image-, task-, and
group-level projection heads Pl(·), Pt(·), and Pg(·), and decoder S(·);

/* Pre-training stage */

1 while stopping condition not met do
2 sample mini-batch of images {Ii, yti , ygi }Ni=1;
3 for i = 1 to N do
4 Sample two augmentations t ∈ T and t′ ∈ T ;
5 Extract hierarchical representations using encoder E(·) and projection

heads Pl(·), Pt(·), Pg(·);
6 Compute hierarchical loss;
7 Reconstruct image using E(·) and S(·);
8 Compute reconstruction loss;

9 Update networks E(·), Pl(·), Pt(·), Pg(·), and S(·) by minimizing
Eq. (7.5);

/* Segmentation stage */

10 while stopping condition not met do
11 sample mini-batch of image-mask pairs {Ii,Mi}Ni=1;
12 for i = 1 to N do

13 Generate segmentation mask: M̃i = S(E(Ii));
14 Update networks E(·) and S(·) by minimizing pixel-wise cross-entropy

loss Lmce(M̃i,Mi);
15 return the encoder E(·) and decoder S(·).

where λi(i = 1, 2, 3, 4) are the weights to balance loss terms. For simplicity, we let

λ1 = λ2 = λ3 = 1/3, λ4 = 50.

Segmentation. Once trained, the encoder-decoder can be fine-tuned for down-

stream multi-domain segmentation tasks. For a give task Di, we acquire some anno-

tations (e.g., 10%) and optimize the network with cross-entropy loss.

We summarize the training procedure in Algorithm 4.

7.3 Experiments

Datasets. We employ multiple MRI and CT image sets from 8 different data

sources with distribution shift (as summarized in Table 7.1). Task-1: the LASC

dataset was originally released in STACOM and MICCAI 2013 [140], and includes
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TABLE 7.1

DETAILS OF OUR AGGREGATED MULTI-DOMAIN DATASET3

Task ID Group ID ROI-Type Segmentation Class # of Slices Source

1 1 Heart-MRI 1: Left atrium 1262 LASC [140]

2 2 Liver-CT 1: Liver, 2: Tumor 4342 LiTS [8]

3 3 Prostate-MRI 1: Central gland, 2: Peripheral zone 483 MSD [135]

4 2 Pancreas-CT 1: Pancreas, 2: Tumor 8607 MSD [135]

5 2 Spleen-CT 1: Spleen 1466 MSD [135]

6 4 Knee-MRI
1: Femur bone, 2: Tibia bone,

3: Femur cartilage, 4: Tibia cartilage 8187 Knee [165]

7 1 Heart-MRI 1: Left ventricle, 2: Right ventricle,
3: Myocardium

1891 ACDC [7]

8 1 Heart-MRI 3120 M&Ms [1]

20 MRI images covering the entire heart with expert annotations for left atrium

segmentation. Task-2: the LiTS dataset was hosted in ISBI and MICCAI 2017

challenge [8], and consists of 131 CT scans with annotations by radiologists for two

categories: liver and tumours. Task-3: the prostate dataset was released in MICCAI

2018 medical segmentation decathlon (MSD) challenge [95, 135], and includes 32

expert-annotated T2-weighted MRIs of the prostate region for peripheral zone and

central gland segmentation. Task-4: the pancreas dataset was hosted in MICCAI

2018 MSD challenge [135], and is composed of 281 portal venous phase CT scans

with expert annotations for segmenting pancreatic parenchyma and pancreatic mass

(cyst or tumour). Task-5: the spleen dataset was provided by [134] and released

in MICCAI 2018 MSD challenge [135], and consists of 41 CT scans with expert

3Details of data obtained from public sources. The left two columns: their task-classes and
group-classes based on our multi-domain data aggregation principles.
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annotations for segmenting spleen. Task-6: a public knee dataset [165], composing of

206 MRIs with expert annotations for four structures: femur bone & cartilage, tibia

bone & cartilage. Task-7: the ACDC dataset was released in MICCAI 2017 [7], and

consists of 100 short-axis cardiac cine-MRI images with left ventricle, myocardium,

and right ventricle manually annotated. Task-8: the M&Ms dataset was hosted in

MICCAI 2020 challenge [1], and consists of 150 caridac MRIs.

Pre-processing. First, we extract from NIfTI-formatted images and conduct

min-max normalization on each 3D stack. To maintain the annotation accuracy, we

do not resize 3D stacks. A typical 2D slice is of size 3002∼5122. Second, due to the

spatial resolution differences among the tasks along the z-axis, we sample 2D slices

from different tasks at different ratios to maintain balance of re-organized data.

Experimental Setup. Each dataset is split into Xtr, Xval, and Xte in the ratios

of 7 : 1 : 2. We use all images for the pre-training stage and then fine-tune the

pre-trained network with labeled images from Xtr. We experiment with different

amounts of training data Xs
tr, where s ∈ {5%, 10%, 100%} denotes the ratio of

Xs
tr

Xtr
.

Post-processing & Evaluation. Having obtained the probability maps of dif-

ferent classes, we conduct max-voting for each pixel, and generate the final segmen-

tation map. For Tasks 5∼8, we also remove the small connected components. The

segmentation accuracy is measured by the Dice-Sørensen Coefficient (DSC): 2|Y∩Ŷ|
|Y|+|Ŷ| ,

where Y is the ground truth and Ŷ is the predicted segmentation.

Implementation Details. For self-supervised pre-training, we use ResNet-

34 [52] as the base encoder network, two FC-layers at each scale of the encoding

path to extract multi-scale feature vectors, three 2-layer MLP projection heads at

the hierarchical levels to obtain a 512-dimensional latent space, and K − 1 DeConv

layers at scale-K of the encoder followed by two Conv layers in the decoder to re-

construct images. The model is optimized using Adam [74] with linear learning rate

scaling and weight decay = 10−6 for 1k epochs (initial learning rate: 3e−4).
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For segmentation tasks, we optimize the network using Adam with “poly” learn-

ing rate policy with the power variable = 0.9 and weight decay = 10−10 (initial

learning rate: 5e−4) for 10k epochs. Random cropping and rotation are applied for

augmentation. In all the experiments, the mini-batch size is 30 and input image size

is 192× 192. If not initialized by pre-trained parameters, other models are initialized

with a Gaussian distribution (µ = 0, σ = 0.01).

7.3.1 Main Experimental Results

Our approach contributes to the “pre-training + fine-tuning” diagram in two

aspects: hierarchical self-supervised learning (HSSL) and multi-domain data aggre-

gation. To validate the effectiveness of our framework, we first compare with state-of-

the-art pretext task training methods on downstream segmentation tasks. Then we

demonstrate the benefits of joint training on our aggregated multi-domain dataset.

Effectiveness of HSSL. We compare with state-of-the-art pretext task training

methods [23, 44, 54, 120] on seven downstream segmentation tasks, and summarize

quantitative results of three representative tasks in Table 7.2.

First, our method surpasses training from scratch (TFS) substantially, showing

the effectiveness of better model initialization. Second, our approach outperforms

known SSL-based methods in almost all the settings, indicating a better capability

to extract features for segmentation tasks. Third, our HSSL can more effectively

boost performance, especially when extremely limited annotations are available (e.g.,

+18.60% with 5% annotated data on Task-3), implying potential applicability when

abundant images are acquired but few are labeled. Fourth, with more annotations,

our method can further improve accuracy and achieve state-of-the-art performance

(e.g., +1.84% to +2.57% with 100% annotated data over TFS). All these promising

results show that our HSSL is capable of learning richer semantic information from

unannotated data for segmentation tasks. Qualitative results are given in Fig. 7.6.
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TABLE 7.2

QUANTITATIVE RESULTS ON TASK-1, TASK-3, AND TASK-54

Task-# Anno. TFS Rotation [44] In-painting [120] MoCo [54] SimCLR [23] HSSL (Ours)

1

5% 71.56 72.83 65.40 75.97 73.45 81.46

10% 79.64 82.31 81.99 79.07 81.19 81.79

100% 85.81 87.43 86.56 87.19 87.06 87.65

3

5% 20.65; 47.56 (34.10) 28.74; 67.11 (47.93) 20.13; 52.16 (36.14) 29.55; 64.95 (47.25) 39.67; 68.35 (54.01) 35.30; 70.08 (52.69)

10% 40.10; 66.95 (53.53) 44.15; 70.63 (57.39) 33.81;67.14 (50.48) 40.16; 67.98 (54.07) 46.04; 70.39 (58.22) 46.97; 72.21 (59.59)

100% 50.19; 76.74 (63.47) 55.21; 78.21 (66.71) 53.19 77.97 (65.59) 56.31; 77.59 (66.95) 56.53; 77.86 (67.20) 58.80; 78.35 (68.58)

5

5% 48.75 56.74 47.86 54.91 63.40 67.35

10% 67.44 74.68 71.30 68.22 78.25 80.95

100% 85.88 86.96 85.96 85.75 87.76 88.45

4Task-1: heart, Task-3: prostate, Task-5: spleen. Dice scores for each class are listed and the average scores are in parentheses. TFS: training
from scratch. Same network architecture is used for fair comparison in all the experiments. Our HSSL achieves the best performance in most settings
(in bold).
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Task-1 Task-3 Task-5 Task-8 

Figure 7.5. Quantitative results of TFS vs. single-domain CL
vs. multi-domain CL vs. HSSL for Task-1/-3/-5/-8 with different ratios

(5%, 10%, 100%) of labeled data, respectively.

Effectiveness of Multi-Domain Data Aggregation. We conduct pre-training

on single-domain and aggregated multi-domain data, and compare the segmentation

performances. “Single-domain CL” and “Multi-domain CL” are all based on the

state-of-the-art SimCLR [23].

As sketched in Fig. 7.5, one can see that multi-domain data aggregation (i.e.,

multi-domain CL and HSSL) consistently outperforms single-domain pre-training

(sometimes significantly). For instance, with 10% annotated data on Task-5, multi-

domain CL and HSSL outperform single-domain CL by 3.74% and 6.41%, respec-

tively. This suggests that more data varieties can provide complementary information

and help improve the overall performance.

Meanwhile, we also observe that, in a few occasions, multi-domain CL yields

higher performance than HSSL (e.g., Task-8 with 5% annotated data). A possible

reason is: Task-8 is for multi-class segmentation that is inherently more difficult

than Task-1. Different classes may interfere with one another and the average Dice

score can be lower. Especially, when the differences of object sizes and segmentation

difficulties are large between two classes, Dice scores of the harder class could influence

the average score greatly. Besides, we notice that with more training data, such

situations become less severe and HSSL is better.
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TABLE 7.3

QUANTITATIVE RESULTS OF DIFFERENT MODELS ON THREE

TASKS WITH DIFFERENT AMOUNTS OF ANNOTATED DATA6

Method
Param.

(M)
Task-1 Task-3 Task-5

5% 10% 50% 5% 10% 50% 5% 10% 50%

UNet [128] 39.40 75.43 77.72 86.75 38.19 49.44 62.61 54.71 62.81 81.48

UNet3+ [62] 26.97 78.48 78.81 87.52 42.06 50.94 63.50 60.05 64.83 82.74

HSSL (Ours) 22.07 81.46 81.79 87.02 52.69 59.59 66.64 67.35 80.95 85.86

7.3.2 Comparison with State-of-the-Art Models

To thoroughly evaluate our method, we compare with state-of-the-art models for

medical image segmentation tasks (some in challenges5). As shown in Table 7.3, our

method outperforms the state-of-the-art UNet3+ [62] significantly in almost all the

settings. Further, with limited annotated data (e.g., 5%), our method bridges the

performance gap significantly with respect to the results obtained by training with

more annotated data. Also, our model is most lightweight, and thus efficient as well.

Qualitative results are given in Fig. 7.6(c).

7.3.3 Ablation Study

As shown in Table 7.4, each hierarchical loss contributes to representation learning

and leads to segmentation improvement.

5Note that it is unfair to directly compare our results with the reported results on the leader
boards, because: (1) we re-organize the data and split the training data into training, validation,
and test sets; (2) our method is based on 2D models; (3) our focus is self-supervised training and
we do not design specific network architectures or loss functions.

6Task-1: heart, Task-3: prostate, Task-5: spleen. Models are fine-tuned with 5%, 10%, and 50%
annotated data, respectively. Our HSSL achieves the best performance in most the settings (highest
scores in bold).
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TABLE 7.4

ABLATION STUDY OF LOSS FUNCTIONS7

Lrec Limg Ltask Lgroup Task-1 Task-5

X 65.71 46.13

X 73.45 63.40

X X 77.26 65.01

X X X 79.32 66.67

X X X X 81.46 67.35
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Figure 7.6. Qualitative comparison (best viewed in color). (a) Top: results
of different methods on Task-5 (10% annotated data); Bottom: results of

our HSSL with different ratios of annotated data. (b) Results of
Task-2/-3/-6/-7 (10% annotated data). (c) Results of different models on

Task-1 trained with 5% and 10% annotated data, respectively.

7Task-1: heart, Task-5: spleen. Models are fine-tuned with 5% annotated data.
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7.4 Conclusions

In this chapter, we proposed hierarchical self-supervised learning, a novel self-

supervised framework that learns hierarchical features from aggregated multi-domain

medical image data. Contrastive loss and classification loss at the image-, task-, and

group-levels explicitly supervise pre-training, which further distills multi-level seman-

tic features for downstream segmentation tasks. Moreover, multi-level features are

aggregated to keep both low-level texture and high-level semantic features for better

representation learning. A decoder is attached to form an auxiliary reconstruction

task to obtain an effectual initialization. Extensive experiments demonstrate that

joint training on multi-domain data by our method outperforms training from scratch

and conventional pre-training strategies, especially in limited annotation scenarios.

126



CHAPTER 8

CONCLUSIONS AND FUTURE WORKS

8.1 Summary of Main Results

In this dissertation, we have presented new deep learning algorithms for achiev-

ing efficient and robust biomedical image segmentation. Firstly, we designed new

methods to maximize the utilization of available annotations and boost segmenta-

tion performance for 3D data. Specifically, we developed a novel deep heterogeneous

feature aggregation network where heterogeneous contextual information is extracted

in parallel asymmetrical encoding paths and fused in a content-aware manner (Chap-

ter 2 [180]). Furthermore, we introduced a new ensemble learning framework that

combines the merits of 2D and 3D fully convolutional networks (FCNs) by introduc-

ing stacking [151] into the deep learning regime. We devised algorithms to train the

meta-learner and reduce the risk of over-fitting (Chapter 4 [181]). Secondly, we pro-

posed methods to save manual annotation effort but maintain similar performance by

selecting the most valuable samples for annotation and utilizing unlabeled data for

training. Inspired by the inherency of active learning based methods [162, 188], we di-

rectly selected the representatives from unlabeled data in one shot (Chapter 3 [179]).

Furthermore, we extended our method to 3D data and introduced a new algorithm

to bridge the performance gap of sparse annotation with respect to full annotation

(Chapter 5 [183]). Moreover, we proposed a new method to measure the confidence

of generated pseudo labels on unseen images and utilize the uncertainty to guide the

self-training of models (Chapter 6 [182]). Thirdly, we proposed extracting knowl-
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edge from heterogeneous images without manual annotation and demonstrated bet-

ter model generalizability in large-scale applications. We aggregated a multi-domain

dataset and pretrained model parameters by designing sophisticated pretext tasks

to force the model to extract rich task-agnostic knowledge from multiple scales and

hierarchical abstract levels (Chapter 7 [184]). Our pretrained model can be adapted

to various downstream tasks by utilizing a limited amount of labeled data and can

achieve remarkable performance.

8.2 Suggested Future Works

Data is the fuel of deep learning technologies and constitutes the core challenge

of medical image analysis. To develop annotation-efficient and robust deep learning

techniques that can generalize to different medical tasks without requiring intensive

manual annotation, we should focus on the following directions: (1) design better

model architectures; (2) devise new annotation selection and suggestion methods;

(3) enhance model generalizability; (4) develop better model training methods; (5)

utilize prior knowledge of the data.

8.2.1 3D Neural Networks

In Chapter 2, we proposed a new 3D neural network architecture to exploit volu-

metric information from multiple geometric views; in Chapter 4, we proposed a new

framework to combine 2D and 3D networks for 3D segmentation, which is a paradigm

rather than a specific model. However, more effort is needed to extract richer contex-

tual information for better segmentation performance and to reduce computational

efforts for efficient training and inference.

With the development of deep learning, the attention mechanism [158] automati-

cally discovers “where” and “what” to focus on image content for final prediction and

achieves superior performance in various tasks [34, 43, 60, 105, 111, 129]. Recently,
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the prevalent Transformer model [33, 144] in natural language processing (NLP) has

also achieved tremendous success in computer vision tasks by modeling long-range

dependencies in the data [11, 12, 36, 50, 63, 98, 141, 149, 157]. Although the trans-

former is flexible to scale to high parametric complexity, it suffers from the high

computational cost of core self-attention operations (i.e., a quadratic increase with

the number of patches), which hinders its application to most tasks involving high-

resolution images. To overcome this issue, we should further unify the covolutional

neural network and the transformer to combine their merits [11, 98, 153, 170]. Specif-

ically, convolution performs better in the early stages [156] and is much cheaper in

computation. Therefore, it can be used to model low-level and local contexts, upon

which the transformer can build spatial relationships between local neighbourhoods.

Such a unified network may still encounter the bottleneck of computational cost

when it comes to volumetric biomedical image segmentation tasks. There are three

possible directions to reduce the overall amount of memory in both training and infer-

ence: (1) Lightweight designs. For example, special covolutions [59, 102, 118, 137, 167,

172] and efficient self-attention computations [6, 77, 139, 145, 148] can be utilized.

By reducing the cost of unit operation, we can obtain higher-dimensional, deeper,

or wider networks that can achieve better performance under certain computation

constraints. (2) Dynamic patch division. There is much spatial redundancy in low-

texture regions of biomedical images (e.g., the central region of relatively large organs,

background regions). Image features of their low-resolution counterparts may main-

tain similar and sufficient representation [20]. Therefore, we can divide the image into

patches/cubes of different granularities to reduce the number of patches/cubes. (3)

Difficulty-aware and region-aware routing. Since the regions-of-interest (ROIs) have

different sizes and levels of difficulty in segmentation, utilizing the same network for

the whole image may not be necessary or efficient. For example, in abdominal CT,

the liver is large and its boundaries are mostly clear, but the pancreas is small and
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its boundaries are usually ambiguous; in knee MRI, the femur/tibia bone is large

and obvious, but the femoral/tibial cartilage is small and thin. We can dedicate

a powerful lightweight stem network to efficiently segmenting large and easy ROIs

and an auxiliary sophisticated head network to focusing on small and difficult ROIs.

One possible solution to seamlessly combining these two parts and sharing as much

contextual information as possible is the dynamic network design [79, 88, 89, 92, 171].

8.2.2 Continual Representative Annotation

In Chapter 3, sufficient annotated data is hard to acquire for biomedical image

segmentation, and we have proposed representative annotation to only select the

most diverse and informative samples for manual annotation. However, in real-world

applications, data is not always readily available but is collected continually (e.g., at

different times or by different imaging protocols). Although the contents of biomed-

ical images are similar (e.g., both knee MRIs, mouse micro-CTs), their appearances

vary among each other. Moreover, new requirements of applications may occur, such

as increasing targets of interest (e.g., doctors may require segmenting more organs).

We need to deal with the domain-shift problem and enable deep learning models to

adapt to processing new data (or tasks) while maintaining good segmentation perfor-

mance on historical data (or tasks). In our future work, we aim to exploit the idea of

continual representative annotation to select representative samples from continually

arriving new data and adapt/fine-tune deep learning models efficiently.

Suppose we have a series of biomedical image segmentation datasets, D1, D2, . . .,

where Di contains Ni images. For starters, we may utilize the representative anno-

tation [179] (Chapter 3) to extract image features with a VAE, V1, choose samples

from D1 and request experts to annotate them, and train an FCN, M1, for segmen-

tation. Then, we need to determine which data are not well represented by current

models (V1 and M1). There are two choices: (1) Utilize V1 to extract features of
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images from D1 and D2 and compare the differences in clustering and distribution.

We can find images that are not well covered by the previous labeled images from

D1 and select representatives from D1 and D2 for manual annotation. (2) Apply M1

to D2, estimate the uncertainty of images (similar to suggestive annotation [162]),

and annotate the most uncertain samples. Next, we fine-tune V1 and M1 on both D1

and D2 and obtain updated models, denoted as V2 and M2. In this way, Vi learns

better representation of datasets and Mi achieves good segmentation performance

on the unified dataset. With more datasets arriving, the process is repeatedly and

continuously conducted.

Two challenges remain: (1) Improve the efficiency and effectiveness of representa-

tive annotation. The overall dataset size is increasing continuously, so the frequency

of updating models and the ratio of annotating new samples should be carefully

determined. And we can keep a subset of the whole dataset and use it as a refer-

ence for feature matching of new and historical data. Moreover, we may consider

combining the two aforementioned selection schemes to extract more comprehensive

features and choose representatives for annotation. (2) Domain-shift problem. When

updating models, we need to develop a method to accumulate, maintain, and utilize

knowledge to learn new data (or tasks) without significant adverse effects on the

learned data (or tasks). To this end, domain adaptation techniques [14, 91, 117] and

continual learning [25, 40, 41, 103, 115, 178] can bridge the intra-domain gap and

alleviate the catastrophic forgetting problem.

8.2.3 Push the Frontier of Annotation-Efficient Learning

As discussed in Chapter 3 and Chapter 5–7, since labeling is time-consuming

and labor-intensive, and only experts are able to annotate well, and there exist both

inter-user and intra-user labeling inconsistencies, biomedical images are associated

with sparse and noisy labels. In our future work, we should push the frontiers of
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annotation-efficient learning by efficiently making the most of both labeled and un-

labeled images from the following three aspects:

Self-Supervised Learning. Although labeled data is limited, unlabeled data is

unlimited and free to use. Once the representation is learned through proxy tasks,

it can be fine tuned by using annotated data. First, in addition to prevalent trans-

formation based proxy tasks (e.g., inpainting, rotation, reconstruction, denoising,

etc. [44, 120, 138, 190, 194]), we can integrate the following tasks to extract semantic

information as well. Compared with natural scene images, biomedical images have

rich anatomical information. For example, the relative positions of the regions-of-

interest are fixed in CT/MR/X-ray images. Strong supervision signals include cross-

case similarity of patches in nearby locations and intra-case dissimilarity of patches

at different anatomical locations. Second, the majority of previous work has focused

on 2D images; there is no 3D model that is pre-trained on large-scale datasets. We

can extend our HSSL framework (in Chapter 7) in two directions: (1) The 3D sce-

nario. Not only can we directly extend 2D proxy tasks to their 3D counterparts, but

we also need to integrate 3D information. For example, we can utilize pixel/region

consistency in consecutive slices to devise predictive proxy tasks. (2) The large-scale

applications. As demonstrated in Chapter 7, a large and heterogeneous multi-domain

dataset benefits model pre-training, but we only validate this hypothesis in eight MR

and CT datasets. We should expand the range to more types of data, such as patho-

logical data, X-ray, multi-modality MR/CT data, and more applications, such as

more organs and diseases. We should conduct systematic experiments to examine

how these datasets mutually help or hinder each other. Releasing the results of the

large-scale empirical study and pre-trained model will advance the development of

the whole biomedical image analysis community.

Semi-Supervised Learning. Pseudo-labels and retraining are two foundations

of semi-supervised segmentation. In Chapter 4, we studied multi-view pseudo-labels

132



and ensemble learning to reduce the overfitting risk; in Chapter 6, we utilized un-

certainty quantification to guide the retraining with highly confident pseudo-labels.

Some important hyperparameters were determined empirically and were not fully

understood by the community. In the future, more investigation is needed to find out

what role pseudo-labels play in semi-supervised segmentation and which advanced

retraining algorithms are more effective. First, regarding the pseudo-labels, we may

focus on two directions: (1) How different amounts of pseudo-labels influence the final

performance. Specifically, boundary areas are the most uncertain but only consti-

tute a small portion of the whole image; the backgrounds and interior areas of ROIs

occupy a larger proportion of the whole image. We need to figure out what ratio of

these two types of pseudo-labels is optimal in the semi-supervised setting. (2) How

different types of error in pseudo-labels influence the final performance. Specifically,

deep learning models trained with limited annotated data may systematically gen-

erate two types of errors on unlabeled data: false-positive and false-negative pixels,

so-called “noisy” labels. We need to understand how they bias the model retrain-

ing towards final convergence. Second, regarding the retraining methods, we need

to focus on two principles: consistency and uncertainty. Consistency represents the

differences between unlabeled data compared with labeled data, and uncertainty is

the referent of the quality of pseudo-labels. Specifically, we can quantify the quality

of generated pseudo-labels and judiciously determine which pseudo-labels should be

utilized for retraining and how to utilize them (based on answers to the above two

directions in the first point).

Weakly-Supervised Learning. Although pixel-wise annotation is expensive,

there are other cheaper options, such as point-wise and bounding-box-wise annota-

tion. We can use mixed weak supervision to train the model. The challenges are

two-fold: (1) We need to design a multi-task network to be compatible with mixed

supervision signals. It may have a shared stem network and multiple prediction
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heads. (2) We need to design a new training strategy to determine which object

should be annotated with which format. Specifically, we can start with the random

assignment of annotations to a small portion of objects. In addition to the patch-

wise uncertainty and diversity based selection criteria (as in Chapter 3 and [162]), we

propose to consider the prediction consistency of the multi-task network and make

multi-level representativeness suggestions for annotation.

8.2.4 Human-in-the-Loop Medical Image Segmentation

Current deep learning models generate error predictions. This problem is espe-

cially severe under limited annotation scenarios and cannot be eliminated with semi-

supervised methods. As discussed in Chapter 3, adding more human annotation to

less represented regions can help segment more ROIs. But another type of error

remains uncorrected because the model shows high confidence in these regions (i.e.,

false-positive predictions). Therefore, in future work, we aim to solve the human-

in-the-loop annotation and correction problem. Two questions need to be answered:

(1) How can we identify such typical errors? (2) How can we force the deep learning

model to correct them efficiently?

First, we could design a new network that can generate error assessment for

model output. Besides the main segmentation network (Main-Net), our network has

a small parametric quality assessment module (QA-Net) attached that can learn to

predict target losses of inputs. In training, Main-Net is supervised by ground truth

annotation, and the auxiliary QA-Net is supervised by the segmentation loss (e.g.,

cross-entropy loss). In inference, Main-Net and QA-Net output a segmentation map

S and a quality map Q, respectively. Next, both S and Q are provided to experts,

and Q guides them to interpret S. In the clinic, they finally make a judgment on

how well the segmentation network works and identify notable errors. To alleviate

the burden of humans, we should devise algorithms to find representative patterns
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for experts to choose from (e.g., by extending the representative selection algorithm

in Chapter 3).

Second, after obtaining corrections from experts, we could use them to resume

training the network. Related works on segmentation with human-machine interac-

tion [147, 175] are mostly semi-automatic methods. It is time-consuming and tedious

to correct all similar error regions. Instead of using corrections as ground truth di-

rectly, we propose designing an algorithm to propagate correctness information to

more similar wrong predictions, so we can expand the training set for such errors.

For example, we can use pattern matching to choose similar image patches, train a

small network using corrected samples, and propagate the correction to all similar

image patches. Then all of these samples are utilized to train the network (Main-Net

+ QA-Net). Lastly, we can repeat this process iteratively until satisfying results are

obtained.

8.2.5 Model Generalizability

Multi-domain datasets are very common, such as images from different facilities

and different imaging techniques. Transfer learning [26, 143], domain adaptation [14,

70, 113, 176, 195], and meta-learning [39, 42, 86, 87] methods have achieved significant

progress in training a more robust and general model for such heterogeneous data.

They either need to collect labeled multi-domain data in training or extra data from

the target domain (and some associated annotations) for fine-tuning the model. But

target domain data is not always readily available in practice. Hence, we propose to

devise new methods to improve model generalizability with no/limited target domain

data. Here are two possible directions we can explore:

Homogeneity Learning. We can collect publicly available datasets of a certain

kind, such as abdominal CT images (as discussed in Chapter 7). Although they were

scanned for different purposes originally (e.g., liver, pancreas, kidney, etc.), they have
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shared content space and cover a large variety of domain shifts. We plan to learn

homogeneous features by calibrating the feature space of the multi-domain dataset

and making the model focus on semantic content rather than low-level and local

appearance. Besides image-wise augmentation to mix image styles across multiple

domains, we also need to conduct region-wise augmentation to mix region-specific

styles guided by different partially annotated multi-domain datasets. When new

target images arrive, we can transfer them to the homogeneous feature space and

apply the model to them.

Test-Time Adaptation. Without unlabeled target images in training, on-the-

fly test-time adaptation estimates more stable batch-norm statistics to achieve robust

predictions (e.g., TENT [146]) and shows promising results on classification tasks.

We aim to develop test-time adaptation methods for biomedical segmentation tasks.

There are several potential issues: (1) Segmentation is a dense prediction task. The

loss function in TENT is based on image-level entropy and does not consider the

consistency of segmentation results. (2) A better algorithm to estimate accurate

batch-norm statistics remains unexplored, such as the optimal batch size of test

samples taken into account and the estimation timing and frequency.

8.2.6 Incorporating Prior Knowledge of Medical Images

Compared with natural scene images, biomedical images have more constraints,

such as anatomy, topology, geometry, and statistics on object shapes/sizes/locations.

Prior knowledge is not explicitly leveraged in deep learning models. Considering

annotated data are limited, this extra information is particularly valuable. In Chap-

ter 2, substructures in the human heart have highly similar textures, and many errors

in the raw output probability map can be reduced if geometrical interaction and dis-

tance prior between different substructures are considered in the post-processing step.

Therefore, if such prior knowledge can be imposed in network training, the network
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can become more robust. In Chapter 6, the chondrocranium structure varies a lot

in developing embryonic mice but has a similar coarse topological structure. Af-

ter segmenting E14.5 mice, we will proceed to segment the chondrocranium of mice

at five ages (i.e., E13.5 ∼ E17.5). The most promising method is to transfer the

model/knowledge of E14.5 to other ages. Chondrocranial anatomy prior knowledge

is the key to regularizing the coarse structure and can be utilized to select represen-

tatives for additional manual annotation. Moreover, our ultimate goal is to analyze

the relationship between bone and cartilage in development. The bone appearance

is very different and the contrast with the background is even lower. We can use the

cartilage as an anchor and prior knowledge to localize the possible regions of bones

and further segment bones precisely.
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