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Rational-Weight RNNs Simulate Turing Machines

Theorem (3)

For any Turing machine M with input alphabet Σ, there is a network

f = out ◦ rec, where rec is a simple RNN with rational weights and ReLU

activation functions, and out is a linear layer, that is equivalent to M in

the following sense: for any string w ∈ Σ∗,

• If M halts and accepts on input w, then there is a T such that for

all t ∈ [T ], f (w · BOS ·NULt) = eNUL and

f (w · BOS ·NULT ) = eACC.

• If M halts and rejects on input w, then there is a T such that for all

t ∈ [T ], f (w ·BOS ·NULt) = eNUL and f (w ·BOS ·NULT ) = eREJ.

• If M does not halt on input w, then for all t ≥ 0,

f (w · BOS ·NULt) = eNUL.
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Stacks
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Stacks

current positionprevious position

leftmost position
rightmost position
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Stack Encoding

Let Γ = {a1, a2, . . . , a|Γ|} be the alphabet of stack symbols. We encode a

stack as a vector of |Γ| rational numbers using the following mapping:

stack : Γ∗ → Q|Γ|

stack(ϵ) = 0 (1)

stack(aj · z) = 2
3ej +

1
3 stack(z). (2)

For each a ∈ Γ, this encoding puts a “margin” between stacks without an

a on top and stacks with an a on top, so that a SLU network can

distinguish them:

Then the basic stack operations can be implemented as follows:

push(z, aj) =
2
3ej +

1
3z (3)

top(z) = SLU(3z− 1) (4)

pop(z) = 3z− 2 top(z). (5)
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State

The hidden vectors of the RNN are

h(i) =


q(i)

l(i)

c(i)

r(i)

 (6)

where q(i) is the one-hot vector of the current state, l(i) and r(i) are the

left and right stacks, respectively, and c is the one-hot vector of the

current symbol. For clarity (I hope), let’s write qi in place of ei .

The initial vector is

h(−1) =


q0

stack($)

stack($)

 . (7)

We initialized both stacks with a $ on the bottom and a blank as the

current symbol.
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Turing Machines

Here’s an example Turing machine [4], with qstart = q0, qaccept = q5
(marked with a double circle), qreject = q6. It decides the language

{12m | m ≥ 0}.

q0 q1 q2 q3

q4

q5q6 q6

1 → ,+1

x → x,+1

→ ,+1

x → x,+1

1 → x,+1

→ ,+1

x → x,+1

1 → 1,+1

→
,−
1

x → x,+1

1 → x,+1

→ ,+1

1 → 1,−1

x → x,−1

→
,+1

The reject state q6 appears twice to reduce clutter.
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What do we need?

• Simulate tape

• Simulate state

• Simulate transitions
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State Control

We’ve shown previously how to define Boolean operators using ReLUs;

we also need

if(b, t) = ReLU(t + b − 1) (8)

Assuming b ∈ {0, 1} and t ∈ [0, 1], this means “if b = 1, then t, else 0.”
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Simulation

The recurrent step is a big piecewise linear function. We break it up into

four pieces:

step



q

l

c

r

 , x

 = load



q

l

c

r

 , x

+ rewind



q

l

c

r


 (9)

+ left



q

l

c

r


+ right



q

l

c

r


 . (10)

Key: At any time, only one piece is ever nonzero
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Loading

The first term initially loads the input string onto the tape, from left to

right:

load



q

l

c

r

 , x

 = if

q = q0 ∧ x ̸= EOS,


q0

push(l, x)

r




+ if

q = q0 ∧ x = EOS,


q1
l

c

r


 . (11)
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Rewinding

The second term just rewinds the head back to the left end of the tape:

rewind



q

l

c

r


 = if

q = q1 ∧ top(l) ̸= $,


q1

pop(l)

top(l)

push(r, c)




+ if

q = q1 ∧ top(l) = $,


q2
l

c

r


 . (12)
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Left Transitions

The third term handles all the left-moving transitions:

left



q

l

c

r


 =

∑
q,q′∈Q
a,a′∈Γ

δ(q,a)=(q′,a′,−1)

if

q = q ∧ c = a ∧ top(l) ̸= $,


q′

pop(l)

top(l)

push(r, a′)




+
∑

q,q′∈Q
a,a′∈Γ

δ(q,a)=(q′,a′,−1)

if

q = q ∧ c = a ∧ top(l) = $,


q′

l

a′

r


 .

(13)
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Right Transitions

The last term handles all the right-moving transitions:

right



q

l

c

r


 =

∑
q,q′∈Q
a,a′∈Γ

δ(q,a)=(q′,a′,+1)

if

q = q ∧ c = a ∧ top(r) ̸= $,


q′

push(l, a′)

top(r)

pop(r)




+
∑

q,q′∈Q
a,a′∈Γ

δ(q,a)=(q′,a′,+1)

if

q = q ∧ c = a ∧ top(r) = $,


q′

push(l, a′)

r


 .

(14)
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Output

Finally, we define an output layer such that

out



q

l

c

r


 =


eACC if q = qaccept

eREJ if q = qreject

eNUL otherwise.
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Notes

If the number of intermediate steps is bounded by T (n), then the number

of simulated steps of the Turing machine is also bounded by T (n).

The presented proof did not result in a simple RNN (multiple ReLU

layers) but the notes discuss how to squash it down to 1.

Proof idea be extended to simulating probabilistic Turing machines, with

rational weights Nowak et al. [1].
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Real-Weight RNNs



Theorem Sttaement

The last result we look at is purely theoretical: If we allow an RNN to

have real weights, how powerful is it?

Theorem (Siegelmann and Sontag 2)
For any language L over Σ, there is a network f = out ◦ rec, where rec is

a simple RNN with real weights and ReLU activation functions, and out

is a linear layer, that decides L in the following sense: for any string

w ∈ Σ∗,

• If w ∈ L, then there is a T such that for all t ∈ [T ],

f (w · BOS ·NULt) = eNUL and f (w · BOS ·NULT ) = eACC.

• If w ̸∈ L, then there is a T such that for all t ∈ [T ],

f (w · BOS ·NULt) = eNUL and f (w · BOS ·NULT ) = eREJ.

There exists an RNN that always halts
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Encoding a Language

We have already seen how to encode a string over Σ as a vector of |Σ|
rational numbers. Under the same encoding, we can encode an infinite

string as a vector of real numbers. Let’s think of an infinite string over Σ

as a mapping w : N>0 → Σ, that is, w(i) is the symbol at position i .

Then

stack(w) =
∞∑
i=1

2

3i
ew(i). (15)

Given a language L, we can enumerate the (finite) strings of L in order of

increasing length, as w(0),w(1), . . .. Then we can concatenate them into

a single infinite string, ⟨L⟩ = w(0)#w(1)# · · · . For example, if

L = {ww | w ∈ {a, b}∗}, then

⟨L⟩ = #aa#bb#aaaa#abab#baba#bbbb#aaaaaa# · · · .
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Proof

The construction in the proof of Theorem 1 can be modified to simulate

a Turing machine with two tapes (or a tape and a stack is enough): the

first tape is as before, while the second tape is initialized with ⟨L⟩. Then
construct an RNN that simulates the Turing machine M = “On input w:

1. Compare the string on the first tape (w) with the string on the

second tape, starting from the current position up to (but not

including) #.

2. If they are equal, accept.

3. If w is shorter than the other string, reject.

4. Otherwise, move the first head back to the left end, move the

second head immediately to the right of the #, and goto 1.
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