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Abstract

Let \( i_t(G) \) denote the number of independent sets of size \( t \) in a graph \( G \). Levit and Mandrescu have conjectured that for all bipartite \( G \) the sequence \( (i_t(G))_{t \geq 0} \) (the independent set sequence of \( G \)) is unimodal. We provide evidence for this conjecture by showing that is true for almost all equibipartite graphs. Specifically, we consider the random equibipartite graph \( G(n,n,p) \), and show that for any fixed \( p \in (0,1] \) its independent set sequence is almost surely unimodal, and moreover almost surely log-concave except perhaps for a vanishingly small initial segment of the sequence. We obtain similar results for \( p = \Omega(n^{-1/2}) \).

We also consider the problem of estimating \( i(G) = \sum_{t \geq 0} i_t(G) \) for \( G \) in various families. We give a sharp upper bound on the number of independent sets in an \( n \)-vertex graph with minimum degree \( \delta \), for all fixed \( \delta \) and sufficiently large \( n \). Specifically, we show that the maximum is achieved uniquely by \( K_{\delta,n-\delta} \), the complete bipartite graph with \( \delta \) vertices in one partition class and \( n - \delta \) in the other.

We also present a weighted generalization: for all fixed \( x > 0 \) and \( \delta > 0 \), as long as \( n = n(x,\delta) \) is large enough, if \( G \) is a graph on \( n \) vertices with minimum degree \( \delta \) then \( \sum_{t \geq 0} i_t(G)x^t \leq \sum_{t \geq 0} i_t(K_{\delta,n-\delta})x^t \) with equality if and only if \( G = K_{\delta,n-\delta} \).

1 Introduction

For a (simple, loopless, finite) graph \( G = (V,E) \), let \( i_t(G) \) denote the number of independent sets (or stable sets) of size \( t \) in \( G \), that is, the number of subsets of \( V \)
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of size $t$ that do not span an edge. This note considers two problems concerning
the quantity $i_t(G)$.

The first problem concerns the unimodality and log-concavity of the sequence
$(i_t(G))_{t=0}^\alpha(G)$, where $\alpha(G)$ is the size of the largest independent set in $G$. We refer to
this sequence as the independent set sequence of $G$.

A sequence $(a_t)_{t=m}^n$ is said to be unimodal (with mode $k$) if there is some
$m \leq k \leq n$ such that

$$a_m \leq a_{m+1} \leq \ldots \leq a_{k-1} \leq a_k \geq a_{k+1} \geq \ldots \geq a_n.$$  

It is said to be log-concave if for each $m < k < n$ we have $a_k^2 \geq a_{k-1}a_{k+1}$. It is said
to have the real roots property if the polynomial $\sum_{t=m}^n a_t x^t$ has only real roots. Unimodality of a sequence of positive terms does not imply log-concavity, and
log-concavity does not imply real roots, but via a theorem of Newton real roots
implies log-concavity and log-concavity is easily seen to imply unimodality.

For certain families of graphs, the independent set sequence is known to be
unimodal. A result of Heilmann and Lieb [14] on the matching polynomial of a
graph implies that if $G$ is a line graph then the independent set sequence of $G$ has
the real roots property and so is both unimodal and log-concave. Chudnovsky
and Seymour [5] extended this to claw-free graphs (graphs without an induced
star on four vertices). Earlier Hamidoune [13] had shown that the independent set
sequence of a claw free graph is both unimodal and log-concave.

In general, however, the independent set sequence of a graph is neither log-
concave nor unimodal, as evidenced by the graph $G = 3K_4 + K_{37}$ (the join of the
complete graph on 37 vertices and the disjoint union of three complete graphs
on four vertices each), which has independent set sequence $(1, 49, 48, 64)$. In
fact, much more is true. Alavi, Erdős, Malde and Schwenk [1] showed that the
independent set sequence can be made to be as far from unimodal as one wishes,
in the following sense. Let $\pi$ be any of the $m!$ permutations of $\{1,\ldots,m\}$. There
is a graph $G$ with $\alpha(G) = m$ such that

$$i_{\pi(1)}(G) < i_{\pi(2)}(G) < \ldots < i_{\pi(m)}(G).$$

By contrast, the number of permutations of $\{1,\ldots,m\}$ that can be realized in
this way by a unimodal sequence is shown in [1] to be at most $2^{m-1}$.

Alavi et al. speculated that perhaps trees, and maybe even forests, have
unimodal independent set sequences. This is the case for two extreme examples,
namely paths and stars. Levit and Mandrescu [17] have gone further, conjecturing
that if $G$ is a König-Egerváry graph (a graph in which the size of the largest
independent set plus the size of the largest matching equals the number of vertices
in the graph) then the independent set sequence of $G$ is unimodal. In particular,
since all bipartite graphs are König-Egerváry, we have the following conjecture
which extends Alavi et al.’s speculation.
**Conjecture 1.1.** If $G$ is a bipartite graph then the independent set sequence of $G$ is unimodal.

A partial result in the direction of Conjecture 1.1 appears in [17], where it is shown that if $G$ is bipartite then the final one third of its independent set sequence is decreasing:

$$i_{\lceil (2\alpha(G)-1)/3 \rceil}(G) \geq i_{\lceil (2\alpha(G)-1)/3 \rceil+1}(G) \geq \ldots \geq i_{\alpha(G)}(G).$$ (1)

A natural object to look at for evidence in favor of Conjecture 1.1 is the random equibipartite graph. Let $G(n, n)$ be the collection of all bipartite graphs with fixed bipartition $E \cup O$, where $|E| = |O| = n$. Let $G(n, n, p)$ be the probability distribution on $G(n, n)$ in which each particular graph with $m$ edges is chosen with probability $p^m (1 - p)^{n^2 - m}$. Equivalently, an element of $G(n, n, p)$ is obtained by selecting each of the $n^2$ pairs in $E \times O$ with probability $p$, each selection made independently. When $p = 1/2$, $G(n, n, p)$ is uniformly distributed on all bipartite graphs with fixed bipartition $E \cup O$. For general $p$, $G(n, n, p)$ concentrates around graphs with average degree around $np$. This model was introduced by Erdős and Rényi in 1964 [7], and there are now many papers devoted to its properties (see e.g. [3], [8], [9]).

The random equibipartite graph, along with the family of regular bipartite graphs, was briefly considered in [10]. Among other results, it was shown that $G(n, n, p)$ has a long equispaced unimodal subsequence. Specifically, for all $p = \omega(1)/n$ there is a function $s(n) = o(n)$ such that for all $\varepsilon > 0$, with probability tending to 1 as $n$ goes to infinity we have that if $\varepsilon n \leq k \leq \ell \leq (1 - \varepsilon)n/2$ and $\ell - k \geq s(n)$ then $i_k(G(n, n, p)) \leq i_\ell(G(n, n, p))$, while if $(1 + \varepsilon)n/2 \leq k \leq \ell \leq n$ and $\ell - k \geq s(n)$ then $i_k(G(n, n, p)) \geq i_\ell(G(n, n, p))$. The first aim of this note is to extend this observation considerably, and thereby provide further evidence in favor of Conjecture 1.1. In Section 2 we prove the following result.

**Theorem 1.2.** Let $G_n^p$ be a graph selected from the distribution $G(n, n, p)$.

1. Fix $\delta > 0$, and let $p$ satisfy $p \geq \delta$. Almost surely (with probability tending to 1 as $n$ tends to infinity) the independent set sequence of $G_n^p$ is unimodal with mode $n/2$. Moreover, there is a constant $C = C(p)$ such that almost surely the sequence $(i_t(G_n^p))_{t=\lceil C \log n \rceil}^n$ is log-concave.

2. There are constants $C, D$ such that if $p \geq Dn^{-1/2}\log^{1/2} n$ then almost surely the sequence $(i_t(G_n^p))_{t=\lceil (C \log n)/p \rceil}^n$ is unimodal with mode $n/2$, and moreover is log-concave.

3. If $p \geq (\log n + \log \log n + \omega(1))/n$ then almost surely the sequence $(i_t(G_n^p))_{t=0}^k$ is increasing, where $k = \log n - 2 \log \log n$. 
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Corollary 1.3. Fix $\varepsilon > 0$. If $p = \omega(n^{-1/2} \log^{1/2} n)$ then almost surely the sequence $(i_t(G_n^p))_{t=[cn]}$ is unimodal with mode $n/2$, and moreover is log-concave.

The following conjecture is weaker than Conjecture 1.1, but is perhaps more approachable and would provide strong evidence in favor of the full conjecture.

Conjecture 1.4. For all $p = p(n)$, almost surely the sequence $(i_t(G_n^p))_{t=0}^n$ is unimodal, and moreover is log-concave.

The second problem that we address in this note concerns the quantity $i(G) = \sum_{t \geq 0} i_t(G)$, or the number of independent sets in $G$. This quantity was first explicitly considered by Prodinger and Tichy [21], and is often referred to as the Fibonacci number of $G$, motivated by the observation that $P_n$, the path on $n$ vertices, satisfies $i(P_n) = F_{n+2}$, the $(n+2)$nd Fibonacci number. In the field of molecular chemistry, $i(G)$ is referred to as the Merrifield-Simmons index of $G$ [19].

Given a family of graphs $\mathcal{G}$ it is natural to ask what range of values $i(G)$ takes as $G$ runs over $\mathcal{G}$, and which are the extremal $G$ that achieve the maximum and minimum. There are numerous papers devoted to this question, for various choices of $\mathcal{G}$. A sample of the literature includes [21] (trees), [18] (forests), [20] (unicyclic graphs), [6] (graphs with a fixed average degree), [15] (graphs with a given number of cut-edges), [16, 23] (regular graphs with fixed degree), and [2] (graphs with a given independence number).

The first of these results that is particularly relevant to the present work is that of Prodinger and Tichy [21], who considered trees on $n$ vertices and showed that the maximum of $i(G)$ is achieved by the star and the minimum by the path. (Here the star on $n$ vertices is the graph $K_{1,n-1}$, where $K_{a,b}$ indicates the complete bipartite graph with $a$ vertices in one partition class and $b$ in the other.) Since every connected graph contains a spanning tree, and deleting edges from a graph cannot decrease its number of independent sets, it immediately follows that among all connected graphs on $n$ vertices, none has more independent sets than the star. (Trivially the number of independent sets over connected graphs is minimized by the complete graph.)

The second particularly relevant previous result is that of Hua [15], who considered 2-edge-connected graphs on $n$ vertices and showed that for all $n \geq 6$ the maximum of $i(G)$ for this family is achieved uniquely by $K_{2,n-2}$.

Noting that for $n \geq 2$ being connected implies having minimum degree at least one and that being 2-edge-connected implies having minimum degree at least 2, the following result contains the case of connected and 2-edge connected graphs as a special case (modulo some small values of $n$ not covered below).

Theorem 1.5. Let $C = \ln 4/(\ln 4 - 1) \approx 3.588$. Let $G$ be a graph on $n$ vertices with minimum degree at least $\delta$, where $n$ and $\delta$ satisfy $n \geq (C-1)\delta^2 + (3C-1)\delta + 2$. Either $G = K_{\delta,n-\delta}$ or $i(G) < i(K_{\delta,n-\delta})$. 
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Corollary 1.6. Fix $\delta > 0$. There is $n(\delta)$ such that for all $n \geq n(\delta)$, among all $n$-vertex graphs with minimum degree at least $\delta$, the unique graph with the most independent sets is $K_{\delta,n-\delta}$.

Note that as long as $n \geq \delta + 1$, the unique $n$-vertex graph with minimum degree at least $\delta$ with the fewest independent sets is trivially $K_n$, the complete graph on $n$ vertices.

We expect that the relationship between $n$ and $\delta$ can be tightened considerably.

Conjecture 1.7. If $G$ is a graph on $n$ vertices with minimum degree at least $\delta$, where $n$ and $\delta$ satisfy $n \geq 2\delta$, then $i(G) \leq i(K_{\delta,n-\delta})$.

Note that in the regime $n \geq 2\delta$ we can no longer expect $K_{\delta,n-\delta}$ to be the unique maximizer of the independent set count: for example, the 5-cycle and $K_{2,3}$ both have 11 independent sets.

Theorem 1.5 generalizes to a natural statement concerning the independent set or stable set polynomial of $G$, first introduced by Gutman and Harary [12]. This is the polynomial

$$P(G, x) = \sum_{t \geq 0} i_t(G) x^t$$

where $i_t(G)$ is the number of independent sets in $G$ of size $t$. (Note that $P(G, 1) = i(G)$). We prove the following in Section 3.

Theorem 1.8. Let $G$ be a graph on $n$ vertices with minimum degree at least $\delta$, and let $x > 0$ be fixed. If $n, x$ and $\delta$ satisfy

$$n \geq (C_x - 1)\delta^2 + ((1 - D_x)C_x + 1 + D_x)\delta - D_x$$

(2)

where

$$C_x = \frac{\ln(1 + x)}{\ln(1 + x) - \frac{x}{1 + x}}$$

and

$$D_x = \frac{2 \ln \left(\frac{x}{1 + x}\right)}{\ln(1 + x)}.$$

then either $G = K_{\delta,n-\delta}$ or $P(G, x) < P(K_{\delta,n-\delta}, x)$.

Note that this reduces to Theorem 1.5 in the case $x = 1$. Routine calculus shows that for each fixed $\delta > 0$, the right-hand side of (2) above is monotone decreasing in $x$, tending to infinity as $x$ tends to 0 and tending to $2\delta$ as $x$ tends to infinity.

The cited results from [21] and [15] are proved by induction, with the case of 2-edge connected graphs requiring an involved case analysis. By contrast, our proof
of Theorem 1.8 is quite direct. Our main tool is a result from [11] (generalizing a result of Alekseev [2]). Let $G$ be an $n$-vertex graph whose largest independent set has size $\alpha$. Then for all $x > 0$, $$P(G, x) \leq \left(1 + \frac{nx}{\alpha}\right)^{\alpha} \leq (1 + x)^{\alpha}e^{\frac{(n-\alpha)x}{1+x}}. \tag{3}$$

This allows us to quickly focus attention on graphs with large $\alpha$, where a direct bound on $P(G, x)$ is possible.

We have considered which $n$-vertex graphs with minimum degree at least $\delta$ maximize the total number of independent sets. A natural question to consider at this point is what happens when we focus on independent sets of a given size.

**Question 1.9.** Fix $n$, $\delta$ and $t$ with $n \geq 2$, $1 \leq \delta \leq n - 1$ and $0 \leq t \leq n$. What is the maximum value of $i_t(G)$ as $G$ ranges over all $n$-vertex graphs with minimum degree at least $\delta$, and for which graphs is the maximum achieved?

This question is trivial for $t = 0$, 1 and $n$ (with all graphs having the same count in each case). For all other $t$, it is tempting to conjecture that the maximum achieved by $K_{\delta,n-\delta}$, but this is not true, as is easily seen by considering the case $t = 2$. Maximizing the number of independent sets of size two is the same as minimizing the number of edges, and it is easy to see that for all fixed $\delta$ and sufficiently large $n$, there are $n$-vertex graphs with minimum degree at least $\delta$ which have fewer edges than $K_{\delta,n-\delta}$.

For $\delta = 1$, it turns out that $K_{1,n-1}$ is the unique maximizer for all $3 \leq t \leq n - 1$. (A weaker statement than the following, with graphs of minimum degree at least 1 replaced by trees, appeared in [22].)

**Theorem 1.10.** Fix $n$ and $t$ with $n \geq 4$ and $3 \leq t \leq n - 1$. If $G$ is an $n$-vertex graph with minimum degree at least 1 and $G \neq K_{1,n-1}$ then $i_t(G) < i_t(K_{1,n-1})$.

**Proof.** The statement is easy to verify for $t = n - 1$, as $K_{1,n-1}$ is the only graph on $n$ vertices with minimum degree at least 1 that has any independent sets of size $n - 1$. For the remainder we proceed by induction on $n + t$, with the base case $n + t = 7$ (i.e., $n = 4$ and $t = 3$) being an instance of the case $t = n - 1$.

Now fix $n$ and $t$ with $n \geq 5$ and $3 \leq t \leq n - 2$. We consider two cases, the first being when $G$ has a vertex $x$ whose deletion results in a graph without isolated vertices. The independent sets of size $t$ in $G$ that do not include $x$ are independent sets of size $t$ in a graph on $n - 1$ vertices with minimum degree at least one. By induction, there are at most $\binom{n-2}{t}$ such independent sets, with equality only if $G - x = K_{1,n-2}$. The independent sets of size $t$ in $G$ that include $x$ are independent sets of size $t - 1$ in a graph on at most $n - 2$ vertices; there are trivially at most $\binom{n-2}{t-1}$ such sets, with equality only if $x$ has degree 1, the neighbor of $x$ is adjacent
to all other vertices, and there are no other edges; i.e., if \( G = K_{1,n-1} \). It follows that
\[
i_t(G) \leq \binom{n-2}{t} + \binom{n-2}{t-1} = \binom{n-1}{t} = i_t(K_{1,n-1})
\]
with equality only if \( G = K_{1,n-1} \).

If \( G \) does not have a vertex whose deletion results in a graph without isolated vertices, then \( n \) must be even and \( G \) must be a disjoint union of \( n/2 \) edges, so
\[
i_t(G) = \binom{n/2}{t} 2^t < \binom{n-1}{t} = i_t(K_{1,n-1}),
\]
the inequality valid for \( t \geq 3 \).

We believe that similar behavior occurs for larger \( \delta \).

Conjecture 1.11. Fix \( \delta \geq 2 \). There is \( C(\delta) \) (perhaps \( C(\delta) \) may be taken to be \( \delta + 2 \)) such that for all \( C(\delta) \leq t \leq n - \delta \) and \( n \geq \delta + C(\delta) \), if \( G \) is an \( n \)-vertex graph with minimum degree at least \( \delta \) and \( G \neq K_{\delta,n-\delta} \) then \( i_t(G) < i_t(K_{\delta,n-\delta}) \).

2 Proof of Theorem 1.2

Let \( G \) be a bipartite graph on bipartition classes \( \mathcal{E} \) and \( \mathcal{O} \) with \( |\mathcal{E}| = |\mathcal{O}| = n \). A trivial lower bound on \( i_t(G) \) (for \( t \geq 1 \)) is
\[
i_t(G) \geq 2 \binom{n}{t},
\]
(4)

obtained by considering those independent sets of size \( t \) that come either entirely from \( \mathcal{E} \) or entirely from \( \mathcal{O} \).

To obtain a similar-looking upper bound, we set up some notation. Let \( K(G) \) be the smallest integer with the property that for each \( A \subseteq \mathcal{E} \) and \( B \subseteq \mathcal{O} \) with \( |A| = |B| = K(G) \), there is an edge in \( G \) joining \( A \) and \( B \). For each \( 1 \leq k \leq K(G) \), let \( m(k,G) \) be the maximum, over all \( A \subseteq \mathcal{E} \) (or \( \mathcal{O} \)) with \( |A| = k \), of the number of vertices in \( \mathcal{O} \) (or \( \mathcal{E} \)) that are not adjacent to \( A \).

By definition of \( K(G) \), for each independent set \( I \) in \( G \) we have
\[
\min\{|I \cap \mathcal{E}|, |I \cap \mathcal{O}|\} \leq \min\{K(G), |I|/2\}.
\]

By definition of \( m(k,G) \), the number of independent sets of size \( t \) with \( \min\{|I \cap \mathcal{E}|, |I \cap \mathcal{O}|\} = k \) for some \( 1 \leq k \leq \min\{K(G), t/2\} \) is at most \( \binom{n}{k}(\binom{m(k,G)}{t-k}) \).

This
leads to the following upper bound on \( i_t(G) \) for all \( t \geq 0 \):

\[
i_t(G) \leq 2 \left( \binom{n}{t} + \sum_{k=1}^{\min\{K(G),t/2\}} \binom{n}{k} \binom{m(k,G)}{t-k} \right)
\]

\[
\leq 2(1 + x(t)) \binom{n}{t}
\]  

(5)

where

\[
x(t) = \sum_{k=1}^{\min\{K(G),t/2\}} \binom{n}{k} \binom{m(k,G)}{t-k} \frac{(n-t+k)!}{(n-k)!}
\]

\[
\leq \sum_{k=1}^{\min\{K(G),t/2\}} \binom{t}{k} \binom{m(k,G)}{t-k} \frac{n-t+k}{n-k}
\]  

(6)

where \( a(b) = a(a-1) \ldots (a-b+1) \) is a falling power, and the final inequality is valid as long as \( m(k,G) \leq n-k \) for all \( k \) under consideration, which will be the case in our application.

An easy calculation gives that if

\[
x(t) = \begin{cases} 
\frac{n-2t-1}{t+1} & \text{for } 1 \leq t \leq n/2 - 1 \\
\frac{2t-1-n}{n-t+1} & \text{for } n/2 + 1 \leq t \leq n
\end{cases}
\]  

(7)

then we have

\[
i_t(G) \leq 2(1 + x(t)) \binom{n}{t} \leq 2 \binom{n}{t+1} \leq i_{t+1}(G)
\]

for \( 1 \leq t \leq n/2 - 1 \) and

\[
i_t(G) \leq 2(1 + x(t)) \binom{n}{t} \leq 2 \binom{n}{t-1} \leq i_{t-1}(G)
\]

for \( n/2 + 1 \leq t \leq n \). So to show that the sequence \( (i_t(G))_{t=0}^n \) is unimodal with mode \( n/2 \), it is sufficient to establish (7) (trivially \( 1 = i_0(G) \leq i_1(G) = 2n \) as long as \( n \geq 1 \)).

Note that the first expression in (7) above is decreasing in \( t \) and its minimum in the range \( 1 \leq t \leq n/2 - 1 \) is at least \( 1/n \) (as long as \( n \geq 2 \)); similarly, the
second term is increasing in $t$ and its minimum in the range $n/2 + 1 \leq t \leq n$ is also at least $1/n$.

Similarly, for $1 \leq t \leq n - 1$ the condition

$$
\left(1 + \frac{1}{t}\right) \left(1 + \frac{1}{n-t}\right) \geq (1 + x(t-1))(1 + x(t+1))
$$

is sufficient to establish (via (4) and (5)) the log-concavity condition $i_t(G)^2 \geq i_{t-1}(G)i_{t+1}(G)$.

We now turn our attention to $G_n^p$. Set $d = np$. We begin by establishing some almost-sure properties of $G_n^p$.

We begin with the range $d = \omega(1)$. First, suppose $A \subseteq \mathcal{E}$ and $B \subseteq \mathcal{O}$ satisfy $|A| = |B| = (2n \log d)/d$. Then almost surely there is an edge from $A$ to $B$. Indeed, the probability that there exists a pair $A$, $B$ of the given sizes that fail to satisfy the property is at most

$$
\left(\frac{e}{2\log d}\right)^{2(2n \log d)/d} \exp\{-2 \log d\} = \left(\frac{e^2}{4 \log^2 d}\right)^{(2n \log d)/d} = o(1).
$$

Next, for each $1 \leq k \leq (2n \log d)/d$, the number of vertices of $\mathcal{E}$ not neighboring a particular subset of $\mathcal{O}$ of size $k$ is a binomial random variable with parameters $n$ and $(1-p)^k$. By standard Chernoff-type estimates (see for example [4, Appendix A]), it follows that the probability that more than $n(1-p)^k$ vertices are not covered is at most $\exp\{-t^2/(3n(1-p)^k)\}$, and so the probability that there is at least one choice of subset of $\mathcal{O}$ of size $k$ that leaves more than $n(1-p)^k + t$ vertices of $\mathcal{E}$ not covered is at most

$$
\binom{n}{k} e^{-\frac{t^2}{3n(1-p)^k}} \leq \exp\left\{k \log n - \frac{t^2}{3n(1-p)^k}\right\}.
$$

Choosing

$$
t = 3\sqrt{k n(1-p)^k \log n},
$$

this probability is at most $1/n^2$. It follows that almost surely, $G_n^p$ has the following properties for $d = \omega(1)$:

- $\mathcal{K}(G_n^p) \leq (2n \log d)/d$.
- $m(k, G_n^p) \leq n(1-p)^k + 3\sqrt{k n(1-p)^k \log n}$ for each $1 \leq k \leq \mathcal{K}(G_n^p)$. 
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Next, in the range $p = (\log n + \log \log n + c(n))$ for any $c(n) = \omega(1)$, Frieze [9] has shown that $G_n^p$ almost surely has a Hamilton cycle (and so also a perfect matching). Two immediate consequences of this are as follows.

- $G_n^p$ is connected and so has largest independent set size $n$.
- For each $k$, $m(k, G_n^p) \leq n - k$.

We will assume from now on that $G_n^p$ has all four of these bulleted properties. Also, since we are concerned with limiting values of quantities as $n$ grows, we will assume throughout that $n$ is large enough to support our assertions.

Our first trivial observation is that for $p = (\log n + \log \log n + \omega(1)) / n$ we have

$$x(t) \leq \sum_{k=1}^{\min(K(G_n^p), t/2)} \binom{t}{k} \leq 2^t.$$

For $t \leq \log n - 2 \log \log n$ this is at most $n / \log^2 n$, and so we have (7) for this range of $t$ and $p$.

Next we show that if $\delta$ is a (small) constant and $C'$ a large constant, then for $p \geq \delta$ and $t \leq C' \log n$, the right-hand side of (6) is smaller than $\sqrt{n}$. Indeed, for any constant $\delta' > 0$ there is $k(\delta') > 0$ such that for $k > k(\delta')$ we have

$$\frac{m(k, G_n^p)}{n - k} \leq \frac{n(1 - p)^k + 3\sqrt{kn(1 - p)^k \log n}}{n - (2n \log d) / d} \leq \delta'$$

since for $p > \delta$ we have

$$3\sqrt{kn(1 - p)^k \log n} \leq C'(\delta) \sqrt{n} \log n$$

and

$$\frac{2n \log d}{d} \leq C'(\delta) \log n.$$

It follows that

$$x(t) \leq \sum_{k=1}^{k(\delta')} t^k + \sum_{k=k(\delta')}^{\min K(G_n^p), t/2} \binom{t}{k}(\delta')^{t-k} \leq k(\delta')(t^{k(\delta')} + (\delta')^t \left(1 + \frac{1}{\delta'}\right)^t \leq k(\delta')(C' \log n)^{k(\delta')} + (1 + \delta')^{C' \log n}.$$

For suitably small $\delta'$, this is at most $\sqrt{n}$. 
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For the remainder, we parameterize by \( p = f(n)/n \), so \( d = f(n) \). Note that we are always assuming \( f(n) \geq \log n + \log \log n + \omega(1) \), and that \( f(n) \leq n \). For all \( k \) under consideration, that is, for \( 1 \leq k \leq \min\{(2n \log d)/d, t/2\} \), we have

\[
\binom{t}{k} \left( \frac{m(k, G^p_{n,k})}{n-k} \right)^{t-k} \leq t^k \left( \frac{n(1-p)^k + 3\sqrt{kn(1-p)^k \log n}}{n - \frac{2n \log f(n)}{f(n)}} \right)^{t/2}
\]

\[
= (t(1-p)^{t/4})^k \left( \frac{(1-p)^{k/2} + 3\sqrt{(k \log n)/n}}{1 - \frac{2 \log f(n)}{f(n)}} \right)^{t/2}.
\]

Noting that \( t \leq n \), we take \( t \geq (20 \log n)/p \) to get

\[
(t(1-p)^{t/4})^k \leq \frac{1}{n^4}.
\]

If we take \( p \geq Dn^{-1/2} \log^{1/2} n \) for a suitably large constant \( D \) then an easy calculation gives

\[
\frac{(1-p)^{k/2} + 3\sqrt{(k \log n)/n}}{1 - \frac{2 \log f(n)}{f(n)}} \leq 1
\]

for all \( k \). It follows that for \( p \) in this range, we have \( x(t) \leq 1/n^3 \) (note that there are at most \( n \) summands in (6)).

In summary, we have

\[
x(t) \leq \begin{cases} \frac{n}{\log^2 n} & \text{for } p \geq \frac{\log n + \log \log n + \omega(1)}{n} \text{ and } t \leq \log n - 2 \log \log n \\ \sqrt{n} & \text{for } p \geq \delta \text{ and } t \leq C' \log n, \text{ for any } \delta, C' > 0 \\ \frac{1}{n^3} & \text{for } p \geq Dn^{-1/2} \log^{1/2} n \text{ and } t \geq \frac{20 \log n}{p}, \text{ for large } D > 0. \end{cases}
\]

These bounds, together with (7) and (8), give all parts of Theorem 1.2.

### 3 Proof of Theorem 1.8

We now turn to Theorem 1.8. Recall that the graphs \( G \) that we deal with in this section all have \( n \) vertices and minimum degree at least \( \delta \), and our aim is to maximize the number of independent sets in \( G \) subject to these conditions.

Let \( I \) be the vertex set of an independent set of maximum size in \( G \), and let \( J \) be the set of vertices not in \( I \). If \( |I| \geq n - \delta \) then since \( |J| \leq \delta \) and vertices from \( I \) can only be adjacent to vertices from \( J \), in order to satisfy the condition that \( G \) has minimum degree at least \( \delta \) we must have \( |I| = n - \delta \) and every vertex in \( I \) adjacent to every vertex in \( J \). We then have

\[
P(G, x) = (1 + x)^{n-\delta} + P(G[J], x) - 1
\]
where $G[J]$ is the subgraph of $G$ induced by $J$. This quantity is maximized uniquely when $G[J]$ has no edges, that is when $G = K_{\delta,n-\delta}$.

From now on we assume that $|I| = n - k \leq n - (\delta + 1)$, and we will show that in this case $P(G, x) \leq (1 + x)^{n-\delta} < P(K_{\delta,n-\delta}, x)$. (Note that $P(K_{\delta,n-\delta}, x) = (1 + x)^{n-\delta} + (1 + x)^{\delta} - 1$.) By (3) we have

$$P(G, x) \leq (1 + x)^{n-k} e^{\frac{kx}{1+x}} \leq (1 + x)^{n-\delta}$$

with the second inequality above valid as long as $k \geq C_x \delta$. So we may further assume that $\delta + 1 \leq k < C_x \delta$. (Note that the right-hand side of (2) may be rewritten as $C_x \delta + (\delta - D_x)(1) > C_x \delta$,

so for the range of $n$ we are considering, all $k$ in the range $[\delta + 1, C_x \delta)$ make sense.)

Our strategy now is to show that there are many vertices in $J$ that have large degree to $I$. This limits the contribution to $P(G, x)$ from independent sets whose intersection with $J$ is too large.

Since $G[I]$ is empty (has no edges), the number of edges from $I$ to $J$ (and so also from $J$ to $I$) is at least $\delta(n - k)$. Let $J = \{v_1, \ldots, v_k\}$ and let $a_i$ denote the number of edges from $v_i$ to $I$ for each $i$. Without loss of generality we may assume that $a_1 \geq a_2 \geq \ldots \geq a_k$. We have

$$\delta(n - k) \leq \sum_{i=1}^{k} a_i \leq (k - \delta + 1)a_\delta + (\delta - 1)(n - k)$$

since each $a_i \leq n - k$, and so

$$a_\delta \geq \frac{n - k}{k - \delta + 1}. \quad (9)$$

Set $J' = \{v_1, \ldots, v_\delta\}$. We will upper bound $P(G, x)$ by first considering those independent sets which have empty intersection with $J'$, and then those which have non-empty intersection.

Each $S \subseteq J \setminus J'$ with $G[S]$ empty has $|N_I(S)| \geq |S|$, where $N_I(S)$ is the set of vertices in $I$ adjacent to something in $S$ (since otherwise $(I \cup S) \setminus N_I(S)$ would be
a larger independent set in $G$ than $I$). We therefore have

$$P(G[I \cup (J \setminus J')], x) = \sum_{S \subseteq J \setminus J': G[S] \text{ empty}} x^{|S|} (1 + x)^{n-k-|N_I(S)|}$$

$$\leq (1 + x)^{n-k} \sum_{S \subseteq J \setminus J'} \left( \frac{x}{1 + x} \right)^{|S|}$$

$$= (1 + x)^{n-k} \left( \frac{1 + 2x}{1 + x} \right)^{k-\delta}$$

$$\leq (1 + x)^{n-\delta} \left( \frac{1 + 2x}{(1 + x)^2} \right).$$

(10)

It remains to consider $P(G, x) - P(G[I \cup (J \setminus J')], x)$. By (9), each non-empty subset $S$ of $J'$ that induces an empty graph has $|N_I(S)| \geq (n-k)/(k-\delta+1)$. It follows that

$$P(G, x) - P(G[I \cup (J \setminus J')], x) \leq (1 + x)^{\delta}(1 + x)^{n-\delta} - \frac{n-k}{k-\delta+1}$$

$$\leq (1 + x)^{n-\delta}(1 + x)^{\delta-n-Cx^\delta}.$$  (11)

Combining (10) and (11) we find that

$$P(G, x) \leq (1 + x)^{n-\delta} \left( \frac{1 + 2x}{(1 + x)^2} + (1 + x)^{\delta-n-Cx^\delta} \right) \leq (1 + x)^{n-\delta},$$

the second inequality valid by our hypothesis relating $n, x$ and $\delta$.
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