Study Guide for Final Exam
CSE 40771 – Spring 2007 – Prof Thain

The final exam will focus on material from the second half of the semester, including Chapters 5, 6, and 8 in the Tannenbaum book, all of the case studies presented in class, and all material from class lectures and discussions.  Note that a few subsections of Chapter 5 were not relevant to the midterm, but are fair game on the final exam.  Of course, you must still recall material from the first half of the semester, but it will not be the focus of the exam.

This study guide is an overview of all of the concepts that you should know.  The list of terms with each section can also help to make sure you didn’t miss any details.  Note: It is not enough to know what each of these terms mean!  You should be able to describe each of these concepts in detail, be able to give a detailed example of how various algorithms and systems work, and be able to thoughtfully compare and contrast varying approaches to system design.

Chapter 5: Naming

Concepts:

5.2.3 Distributed Hash Tables

5.2.4 Hierarchical Approaches

5.4.3 Decentralized Implementations

Terms: finger table, topology based assignment, proximity routing, proximity neighbor selection, iterative vs recursive lookups, domain, leaf domain, root node, location record, AVTree, partial view, semantic overlay network, small world effect, semantic proximity function.

Chapter 6: Synchronization
Concepts:


Physical Clocks



Implementation of clocks in a computer.



Astronomical and political definitions of standard time.



Global positioning system


Clock synchronization algorithms.



Network Time Protocol.



Berkeley Algorithm



Reference Broadcast Synchronization


Logical Clocks



Lamport Logical Clock Algorithm



Totally Ordered Multicast Algorithm



Vector Clocks



Causally Ordered Multicast Algorithm


Mutual Exclusion



Centralized Algorithm

Decentralized Algorithm (Lin et al)

Distributed Algorithm (Ricart and Agrawala)

Token Ring Algorithm


Global Position of Nodes


Election Algorithms



Bully Algorithm



Ring Algorithm



Wireless Elections



Large Scale Elections

Terms: Physical time, logical time, counter, holding register, clock skew, solar day, solar second, mean solar second, BIH, TAI, UTC, WWV, leap seconds, frequency, skew, offset, reference clock, stratum, NTP, RBS, logical clocks, happens-before, concurrent, end-to-end argument, token, starvation, deadlock,  geometric overlay, position based routing, triangle inequality, landmarks, superpeers.

Chapter 8: Fault Tolerance


Concepts:


Overview



Basic Concepts



Failure Modes



Masking via Redundancy


Process Resilience



Process Groups: Flat/Hierarchical & Membership



Failure Masking and Replication



Byzantine Agreement Problem and Algorithm



Failure Detection


Reliable Client-Server Communication



RPC Semantics in the Presence of Failures




Client Cannot Locate Server




Lost Request Messages




Server Crashes




Lost Reply Messages




Client Crashes


Reliable Group Multicast



Basic Reliable Multicast



Scalability: Nonhierarchical vs Hierarchical



Atomic Multicast: Virtual Synchrony / Message Ordering


Distributed Commit


One Phase Commit



Two Phase Commit




Coordinator Actions




Participant Actions




Blocking Nature



Three Phase Commit


Recovery


Introduction




Kinds of Recovery




Stable Storage



Checkpointing




(Review single process checkpointing.)




Independent Checkpointing





Cascading Recovery Algorithm




Coordinated Checkpointing




Message Logging




Recovery Oriented Computing



Chandy-Lamport Checkpointing Algorithm  (discussed in class)




State the algorithm.




Work an example.




In general, what does the checkpoint record?

Terms: Availability, reliability, safety, maintainability, fail, error, fault, fault tolerance, transient, intermittent, permanent, crash, omission, timing, response, state transition, arbitrary, byzantine, fail-stop, file-silent, fail-safe, TMR, k fault tolerant, atomic multicast, forward recovery, backward recovery, checkpoint,erasure correction, sender-based logging, receiver-based logging, stable storage, distributed snapshot, recovery line, domino effect,independent checkpointing, coordinated checkpointing, incremental snapshot, pieceswise deterministic, orphan process, pessimistic logging, optimistic logging, recovery oriented computing.
New systems that you should be able to explain in detail:

GPS, NTP, UIA, Chord, Ceph
