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Objectives 
 Cloud-based 
◦ Allow multiple users to simultaneously connect, store data, 
modify data, and retrieve data 

◦ Easy to use Java API for system-agnostic access 
 

 Dynamic and Scalable 
◦ Ability to handle numerous large data requests 
◦ Full ability to create full directory trees of near limitless size 
 

 Full scale of file system operations 
◦ Reading, writing, opening, closing and similar file commands 
◦ Directory trees, links, renaming, moving, copying 



 Amazon Web Services S3 
◦ Provides flat storage space to host files 

◦ Allows uploading and downloading 

 

 Amazon Web Services SimpleDB 
◦ Highly available and flexible data store 

◦ Non-relation data 

◦ Easy store and query API 
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Results 
 Dynamic file system that 

is highly available and 
partition tolerant 

 Accessible from any 
system supporting Java 

 Simple yet extensive API 
to cover all needs of users 
for a file system 

Challenges 
 Reduce need for multiple 

SimpleDB queries for a single 
file 

 Ability to perform multiple 
reads/writes on a file in quick 
succession 

 Keep data (especially meta 
data) consistent between 
client, S3, and SimpleDB 

 Unique identifiers for files 
separate from name or path for 
S3 storage and file operations 



Questions? 


