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What i1Is SWF

e Acts as the coordination hub for all
components of your application.

e Tracking workflow executions.

e Holding and dispatching tasks



SWEF Architecture
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System Architecture Comparison

*Makeflow+Work Queue «SWE
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System Architecture Comparison

Programmability

Makeflow:

much easier to write the DAG execution
Execution logic and jobs are written in the same
rule

SWEF:

very complicated, need to write your own decider
program for parse the execution logic using Java.
Separate the execution logic and worker.

Scalability

Makeflow+ Work Queue:

Has scalability issue, if the rules number up
100000, it will running very slow

More rules, more jobs waiting in the queue
for execution, more time for scanning to
search for the incomplete jobs.

SWF

Much worse scalability

The decider forbids generating more than
100 tasks simultaneously at the same time.
Too much traffic in the communication,
degrading the execution time of the
performance.



AWS Flow Framework and
application patterns

 AWS Flow Framework for Ruby.
* Three workflow patterns

: T



Workflow Execution: 7¢12789b-3309-4f36-a855-f5f80aab3623

Domain: Sequential_15
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Act|V|ty running time on workflow
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Performance Result

benchmark: sequential, parallel, binary tree
- task: copy a small file for 1000 times
- Worker number: 3
- System: Amazon ec2 ubuntul4.04 t2.micro
- Criteria: running time, throughput
- Language: Python, Ruby



Performance Result

1000 SWF
copies/nodes Makeflow+Work
queue Ruby Python
Elaspe | Throughput Elaspe Throughput Elaspe Throughput
Time Time Time

Sequential 15 min 66.7 150 min 7 copies/min 42.35 min 23.6
copies/min copies/min

Parallel 6 min 166.7 13 min 77 copies/min 10.6 min 94.3
copies/min copies/min

BinaryTree 9.5 min 105.2 12 min 85 copies/min 23 min 43.5
copies/min copies/min




