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Mapping Condor. How can we monitor the impact of a
software package on the world at large? To answer this
question, we have collected a large amount of data on the
deployment of Condor over five years. This handout is just
a preview of this fertile data set. Expect to see more results
in the future!

Data Sources. Each deployed Condor pool in the world
periodically reports back to the University of Wisconsin by
sending one email per week and one UDP packet every fif-
teen minutes. These messages give high level details such
as the number of machines in each pool, along with their
operating system and CPU type. Of course, we don’t re-
ceive all messages: some are blocked by firewalls, some
are lost due to mis-configured email systems, and some
are disabled by users. Email messages have been archived
since January 2000, while UDP messages have only been
archived since November 2003. The first two pages used
combined email and UDP data for a current view, while the
last two pages used only email for a historical view.

Mapping Technique. Each point on the map is located
by way of this public WHOIS database. The domain name
of each pool is used to retrieve a WHOIS record, extract a
postal address, and then use a public U.S. postal database to
obtain the coordinates of the nearest city. Outside the U.S.,
the top-level country domain name is used to identify the
host country, and the point is plotted at the national capital.
In both cases, a small random factor is added to provided
visual distinction as well as anonymity.

Tidbits of Data

- Before 2003, Condor grew at 48 CPUs/week.

- Since 2003, Condor grew at over 250 CPUSs/week.

- The largest pools have grown: 500-2000 CPUs.

- Five to ten percent of pools exceed 100 CPUs.

- About one third of known pools notified by email only,
one third by UDP only, and one third both ways.

- WIinNT machines are far less likely to use email.

- 86% of Linux machines gave a valid DNS name.

- 56% of WIinNT machines gave a valid DNS name.

Trends. Notice the increase in downloads during 2002
and the increase in deployed machines in 2003. We be-
lieve this extraordinary growth worldwide was the result of
several factors: the long-awaited release of the 6.4 stable
series, the introduction of production support for Windows
machines, and the increase in size of large pools.

Privacy. Users are free to decline participation in this
data collection technique. Both UDP and email updates
can be turned off in the standard Condor configuration file.
No information identifying individual users or jobs is sub-
mitted to Wisconsin, nor will we reveal details of individual
systems, except in anonymized ways such as the figures in
this handout. It should be noted that the purpose and role
of WHOIS in the Internet and the legal system is a matter
of continuing debate. Anyone with concerns about privacy
is encouraged to contact us at condor-admin@cs.wisc.edu.
We would be happy to work with you.
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Figure 3. Downloads of Condor Software Over Time.
The number of successful downloads of Condor software each month over time. The three dominant platforms are,
from the top, x86/linux, x86/windows, and sparc/sunos. Notice the significant increase in downloads in 2002. Down-
loads are very bursty due to periodic releases of the software.
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Figure 4. Condor Machines Reported by Email Over Time.
The number of Condor machines reporting to Wisconsin since data collection began in February 2000. The three dom-
inant platforms are, from the top, x86/linux, x86/windows, and sparc/sunos. Notice the rapid expansion beginning in
January 2003. Unlike the first page, this figure only includes email reports, not UDP reports, and thus underestimates
the total number.
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Figure 5. Size of Condor Pools Reported by Email Over Time.
Each line represents a percentile of all Condor pools. For example, 100% line shows the largest pool at any given time
while the 50% line shows the median pool size. Notice that about half of all Condor pools are small, less than ten
hosts, while the number of large pools has grown steadily since January 2002.



Figure 6. Spread of Condor Over Time.
The left column shows the location of downloads. One dot represents ten downloads. The right column shows each
Condor pool reported by e-mail. In both columns, each dot is resolved to the national capital, or, in the United States,
to the nearest city. Unlike the first page, the right column only includes email reports, not UDP reports, and thus

underestimates the total number.
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Condor Pools on 01 Jan 2001
352 pools/ 5582 hosts
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Condor Pools on 01 Jan 2002
329 pools/ 7392 hosts
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Condor Pools on 01 Jan 2003
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Condor Pools on 01 Jan 2004
548 pools/ 24619 hosts
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