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ABSTRACT

Ad hoc wireless networks consist of mobile
nodes interconnected by multihop communication
paths. Unlike conventional wireless networks, ad
hoc networks have no fixed network infrastructure
or administrative support. The topology of the
network changes dynamically as mobile nodes
join or depart the network or radio links between
nodes become unusable. This article addresses
some of the quality of service issues for ad hoc
networks which have recently started to receive
increasing attention in the literature. The focus is
on QoS routing. This is a complex and difficult
issue because of the dynamic nature of the net-
work topology and generally imprecise network
state information. We present the basic concepts
and discuss some of the recent results. The article
concludes with some observations on the open
areas for further investigation.

INTRODUCTION

Conventional wireless networks require as prereq-
uisites some form of fixed network infrastructure
and centralized administration for their opera-
tion. In contrast, the so-called ad hoc wireless net-
works, consisting of a collection of wireless nodes,
all of which may be mobile, dynamically create a
wireless network among themselves without using
any such infrastructure or administrative support
[1] (Fig. 1). Ad hoc wireless networks are self-cre-
ating, self-organizing, and self-administering. They
come into being solely by interactions among
their constituent wireless mobile nodes, and only
such interactions are used to provide the neces-
sary control and administration functions support-
ing such networks.

The ad hoc wireless networks offer unique
benefits and versatility for certain environments
and certain applications. No preexisting fixed
infrastructure, including base stations, being pre-
requisite, they can be created and used “any
time, anywhere.” Second, such networks could
be intrinsically fault-resilient, for they do not
operate under the limitations of a fixed topolo-
gy. Indeed, since all nodes are allowed to be
mobile, the composition of such networks is nec-
essarily time-varying. Addition and deletion of

nodes occur only by interactions with other
nodes; no other agency is involved. Such per-
ceived advantages elicited immediate interest in
the early days among military, police, and rescue
agencies in the use of such networks, especially
under disorganized or hostile environments,
including isolated scenes of natural disaster and
armed conflict. In recent days, home or small-
office networking and collaborative computing
with laptop computers in a small area (e.g., a
conference or classroom, single building, con-
vention center) have emerged as other major
areas of potential application. In addition, peo-
ple also recognize that ad hoc networking has
obvious potential application in all the tradition-
al areas of interest for mobile computing.

Numerous challenges must be overcome to
realize the practical benefits of ad hoc network-
ing. These include effective routing, medium (or
channel) access, mobility management, power
management, security, and, of principal interest
here, quality of service (QoS) issues, mainly per-
taining to delay and bandwidth management [1].
Cost-effective resolution of these issues at appro-
priate levels is essential for widespread general
use of ad hoc networking.

The absence of fixed infrastructure means
that the nodes of an ad hoc network communi-
cate directly with one another in a peer-to-peer
fashion. The mobility of these nodes imposes
limitations on their power capacity, and hence
on their transmission range; indeed, these nodes
often must satisfy stringent weight limitations for
portability. Assuming ubiquitous IP networking
as the underlying model for our discussion, it is
evident that each node must therefore be able to
function as a router as well. As the nodes move
in and out of range with respect to other nodes,
including those operating as routers, the instan-
taneous topology changes must somehow be
communicated to all other nodes as appropriate.
In accommodating the communication needs of
the user applications, the limited bandwidth of
wireless channels and their generally hostile
transmission characteristics impose additional
constraints on how much administrative and
control information may be exchanged, and how
often. Ensuring effective routing is one of the
great challenges for ad hoc networking.
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The lack of fixed base stations in ad hoc net-
works means that there is no dedicated agency
to manage the channel resources for the network
nodes. Instead, carefully designed distributed
medium access techniques must be used for
channel resources; hence, there must be mecha-
nisms available to recover efficiently from the
inevitable packet collisions. Traditional carrier
sensing techniques cannot be used, and the “hid-
den terminal” problem may significantly dimin-
ish transmission efficiency [2].

All the challenges enumerated above are
potential sources of service impairment in ad
hoc networks, and hence may degrade the QoS
seen by users of the network. As of now, the
Internet has only supported best effort service;
best effort in the sense that it will do its best to
transport the user packets to their intended des-
tination, although without any guarantee. With
the Internet as the basic model, the same has
also been true for ad hoc networks, especially
given their peculiar challenges compared to tra-
ditional wireline or even conventional wireless
networks. In recent years, however, QoS in ad
hoc networks as a research topic has started to
receive attention from a growing number of
researchers [2-8], and major advances are
expected in the next few years.

RFC 2386 [9] characterizes QoS as a set of
service requirements to be met by the network
while transporting a packet stream from source
to destination. Intrinsic to the notion of QoS is
an agreement or a guarantee by the network to
provide a set of measurable prespecified service
attributes to the user in terms of transnetwork
delay, delay variance (jitter), available band-
width, probability of packet loss, and so on.

The Internet of today operates in a connec-
tionless and stateless mode. The network of
routers is not aware of any association between
the source and destination except on a per-pack-
et basis. Each packet is routed individually with-
out any information about the state of the flow
of packets between the source and destination.
On the other hand, QoS is meaningful only for a
flow of packets between the source and destina-
tion, and thus depends on the notion of a logical
association, or logical connection, between them
for the duration of the flow. Second, to attain
and preserve the service attributes for such a
logical connection, the network must guarantee
the availability of a set of resources associated
with the flow. Consequently, the routers must
remain aware of the logical connection and state
of the flow to ensure that adequate network
resources (e.g., link bandwidth, nodal buffers,
processing power) are available for the duration
of the logical connection, and their underlying
routes. QoS guarantees can be attained only
with appropriate resource reservation tech-
niques. The most important element among
them is QoS routing, that is, the process of choos-
ing the routes to be used by the flow of packets
of a logical connection in attaining the associat-
ed QoS guarantee.

QoS for ad hoc networks is a new area of
research; much remains to be done. A compre-
hensive reference is [7], which also contains an
exhaustive review of the state of the art circa
1999.

m Figure 1. An ad hoc network example.

The organization of the rest of the article is
as follows. We will present a brief review of the
general operation of an ad hoc network and
introduce some networking concepts pertinent to
QoS. The general issue of QoS routing is
reviewed, and we address the QoS routing issues
for ad hoc networks and its current state of
research. Concluding remarks and some thoughts
on future research are included.

AD Hoc WIRELESS NETWORKS

Figure 1 depicts the peer-level multihop repre-
sentation of an ad hoc network. Mobile node A
communicates with another such node B directly
(single-hop) whenever a radio channel with ade-
quate propagation characteristics is available
between them. Otherwise, multihop communica-
tion is necessary where one or more intermedi-
ate nodes must act as a relay (router) between
the communicating nodes. For example, there is
no direct radio channel (shown by the lines)
between A and C or A and E in Fig. 1. Nodes B
and D must serve as an intermediate router for
communication between A and C, and A and E,
respectively. Indeed, a distinguishing feature of
ad hoc networks is that all nodes must be able to
function as routers on demand.

An ad hoc network begins with at least two
nodes broadcasting their presence (beaconing)
with their respective address information. Prefer-
ably, they may also include their location informa-
tion, obtained using a system such as the Global
Positioning System (GPS). If node A is able to
establish direct communication with node B in
Fig. 1, verified by exchanging suitable control
messages between them, they both update their
routing tables. When a third node C joins the net-
work with its beacon signal, two scenarios are
possible. The first is where both A and B estab-
lish that single-hop communication with C is pos-
sible. The second is where only one of the nodes,
say B, recognizes the beacon signal from C and
establishes the availability of direct communica-
tion with C. The distinct topology updates, con-
sisting of both address and route updates, are
made in all three nodes immediately afterward. In
the first case, all routes are direct. In the other,
the route update first happens between B and C,
then between B and A, and then again between B
and C, confirming the mutual reachability
between A and C via B. The mobility of nodes
may cause the reachability relations to change in
time, requiring route updates. Assume that for
some reason the link between B and C is no
longer available in Fig. 1. Nodes A and C are still
reachable from each other, although this time
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A mobile node
may lose
connectivity with
the rest of the
network simply
because it has
wandered off too
far, or its power
reserve has
dropped below a
critical threshold.

only via nodes D and E. All five nodes in Fig. 1
are required to update their routing tables appro-
priately to reflect this topology change, which will
first be detected by nodes B and C, then commu-
nicated to A and E, and then to D. As more
nodes join the network or some of the existing
nodes leave, the topology updates become more
numerous, complex, and usually more frequent,
thus diminishing the network resources available
for exchanging user information.

Finding a loop-free path as a legitimate route
between a source-destination pair may become
impossible if the changes in network topology
occur too frequently. Here “too frequently”
means that the network topology changes before
the last topology updates are propagated to all
the pertinent nodes, or worse, before the com-
pletion of determining all loop-free paths accom-
modating the last topology changes. The ability
to communicate degrades with accelerating
rapidity, as the knowledge of the network topol-
ogy becomes increasingly inconsistent. Given a
specific time window, we call (the behavior of)
an ad hoc network combinatorially stable if and
only if the topology changes occur sufficiently
slowly to allow successful propagation of all
topology updates as necessary.

Combinatorial stability, therefore, is a critical
consideration for QoS in an ad hoc network.
Combinatorial stability follows directly when the
geographical distribution of the mobile nodes do
not change much relative to one another during
the time interval of interest. Such is the case, for
example, in a classroom setting for communica-
tion among laptop computers as ad hoc nodes.
The routes among network nodes, in such cases,
will change little or not at all. There are other
cases (e.g., in rescue operations, refugee migra-
tions) where the route updates do occur during
the intervals of interest, but not sufficiently fre-
quently to violate the limits of combinatorial sta-
bility. In such cases, it is possible that topology
updating takes long enough so that by following
the now unacceptable characteristics of the last
used route, the QoS guarantees cannot be met.
Indeed, the old route may even cease to exist
during the topology update. This is entirely pos-
sible for geographically dispersed networks with
a large number of nodes and sparse connectivity,
where each route consists of many intermediate
nodes like a string of beads.

The topology of an ad hoc network may be
combinatorially just right so that QoS guarantees
are maintained during any topology updating. It
is just not the connectivity that affects the QoS,
but equally essential is the availability of enough
resources along the previous and new routes
during and after the transition. We call an ad
hoc network QoS-robust with respect to a specif-
ic set of QoS guarantees only if such guarantees
are maintained regardless of the topology updates
that may occur within the network. More nar-
rowly, we call such a network QoS-preserving if it
can continue to maintain the QoS guarantees
during the interval spanning the end of a success-
ful topology update until the occurrence of the
next topology change event. A QoS-robust ad
hoc network is, by definition, QoS-preserving;
the converse is obviously false.

A mobile node may lose connectivity with the

rest of the network simply because it has wan-
dered off too far, or its power reserve has
dropped below a critical threshold. Since the
occurrence of such events cannot be controlled
by the network, we must exclude them in consid-
ering QoS-guarantees. Topology update occurs
when a new node joins the network or an exist-
ing node deliberately departs the network. One
naturally expects that such topology updates
should not affect the QoS for the rest of the
nodes as long as the topology of the rest of the
network (as a subnetwork) remains unchanged.
So far, with the exception of [7], little has
appeared on the preservation of QoS guarantees
under various failure conditions in ad hoc net-
works as a specific area of study.

The mobile nodes use some form of multiple
access technique with suitable collision avoidance
and “hidden terminal” mitigation for accessing
the radio resources as mentioned earlier. The
larger the number of nodes contending for radio
resources, the larger the delay (random variable)
in accessing the radio channel for transmitting a
packet. Enough reserved radio channel capacity
must be available to ensure an upper bound on
end-to-end delay as part of QoS.

QUALITY OF SERVICE

The notion of QoS, as mentioned before, is a
guarantee by the network to satisfy a set of pre-
determined service performance constraints for
the user in terms of the end-to-end delay statis-
tics, available bandwidth, probability of packet
loss, and so on. The cost of transport and total
network throughput may be included as parame-
ters. Obviously, enough network resources must
be available during the service invocation to
honor the guarantee. The first essential task is to
find a suitable path through the network, or
route, between the source and destination(s) that
will have the necessary resources available to
meet the QoS constraints for the desired service.
The task of resource (request, identification,
and) reservation is the other indispensable ingre-
dient of QoS. By QoS routing, we mean both
these tasks together.

Consider Fig. 1 where the numbers next to
the radio links represent their respective band-
width, say in megabits per second. To minimize
delay and better use network resources, minimiz-
ing the number of intermediate hops is one of
the principal objectives in determining suitable
routes. However, suppose that the packet flow
from A to E requires a bandwidth guarantee of
3 Mb/s. QoS routing will then select route
A-B-C-E over route A-D-E, although the lat-
ter has fewer hops.

QoS routing offers serious challenges even
for today’s Internet [9]. Different service types
(e.g., voice, live video, and document transfer)
have significantly different objectives for delay,
bandwidth, and packet loss. Determining the
QoS capability of candidate links is not simple
for such scenarios; for multicast services, the dif-
ficulties are even larger. We have already noted
that the route computation cannot take “too
long.” Consequently, the computational com-
plexity of route selection criteria must also be
taken into account. More than one QoS con-

144

IEEE Communications Magazine * February 2001



straint often make the QoS routing problem NP-
complete [7, references therein]. Suboptimal algo-
rithms such as sequential filtering are often used,
especially for large networks, where an optimal
path based on a single primary metric (e.g., band-
width) is elected first, and a subset of them are
eliminated by optimizing over the secondary met-
ric (e.g., delay), and so on, until all the metrics
have been taken into account. A random selec-
tion is made if there are still more than one
choice after considering the network throughput
as the last metric. All else remaining the same, as
long as the QoS constraints are satisfied, the
same route is used for all packets in the flow.

Once a route has been selected for a specific
flow, the necessary resources, (bandwidth, buffer
space in routers, etc.) must be reserved for the
flow. These resources will not available to other
flows until the end of this flow. Consequently,
the amount of remaining network resources
available to accommodate the QoS requests of
other flows will have to be recalculated and
propagated to all other pertinent nodes as part
of the topology update information.

Minimization of routing updates is a principal
objective of network engineering, for routing
updates consume network bandwidth and router
CPU capacity. Second, frequently changing routes
could increase the delay jitter experienced by the
users. This objective is extremely difficult to attain
in wireless networks because of involuntary net-
work state changes as nodes join or depart, traffic
loads vary, and link quality swings dramatically.
To accommodate real-time traffic needs such as
voice or live video, both the overall delay and
delay variance must be kept under a certain
bound which is accomplished primarily by mini-
mizing as far as possible the number of hops, or
intermediate routers, in the path. With potentially
unpredictable topology changes in an ad hoc net-
work, this objective is difficult to attain.

QoS routing being dependent on the accurate
availability of the current network state, we
briefly consider the nature of such information.
The first is the local state information maintained
at each node, which includes queuing delay and
the residual CPU capacity for the node, as well
as the propagation delay, bandwidth, and some
form of cost metric for each of its outgoing links.
The totality of local state information for all
nodes constitutes the global state of the network
which is also maintained at each node. The
instantaneous network connectivity is part of the
global state information. While the local state
information may be assumed to be always avail-
able at any particular node, the global state infor-
mation is constructed by exchanging the local
state information for every node among all the
network nodes at appropriate moments. The pro-
cess of updating the global state information is
also loosely called fopology updates, and as we
have observed already, may significantly affect
the QoS performance of the network. The global
state update may be done by broadcasting the
local state of each node to every other node
(link-state protocol), or by exchanging suitable
“distance vector” information among adjacent
nodes only (distance-vector protocol) [7]. Since
topology updates throughout the network cannot
happen instantaneously, the global state informa-

tion may only be an approximation of the true
current network state. For ad hoc networks with
highly mobile nodes, the global state information
may never be accurate.

Practical considerations for large networks
with many nodes and high connectivity sometimes
compel the use of so-called aggregated global state
information, by first partitioning the network into
a hierarchical cluster of some form, and then only
considering a suitable state information associat-
ed with these clusters. Such information is neces-
sarily a partial representation of the true global
state. See [8] for an excellent discussion of the
use of hierarchically organized clustering for QoS
support in ad hoc networks.

Three distinct route-finding techniques are
used for determining an optimal path satisfying
the QoS constraints. These are source routing,
destination routing, and hierarchical routing. In
source routing, a feasible path is locally comput-
ed at the source node using the locally stored
global state information, and then all other
nodes along this feasible path are notified by the
source of their adjacent preceding and successor
nodes. In distributed or hop-by-hop routing, the
source as well as other nodes are involved in
path computation by identifying the adjacent
router to which the source must forward the
packet associated with the flow. Hierarchical
routing, as the name suggests, uses the aggregat-
ed partial global state information to determine
a feasible path using source routing where the
intermediate nodes are actually logical nodes
representing a cluster; for more details see [8].
Flooding is not an option for QoS routing, except
for broadcasting control packets under appropri-
ate circumstances (e.g., for beaconing, or at the
start of a route discovery process).

One may reasonably expect that all packet
exchanges will not be treated with equal priority
in a QoS network. The exchange of control pack-
ets should receive higher priority than user data
packets in a network designed for QoS. Indeed,
except for instances of “thin” low-traffic (relative
to the network capacity) networks, control pack-
ets should receive preemptive priority over user
data packets. Second, the QoS policy may allow
different priorities to exist even among different
flows of user packets. Clearly, in accommodating
packets with preemptive priorities, the network
may not be able to preserve the QoS guarantee
for ordinary flows. Indeed, QoS routing admitting
preemption is an open area for further research.

Handling of user data with multiple priorities
presents difficulties as well. When a user
requests QoS with a certain priority, the network
first needs to authenticate such a request by
exchanging appropriate control packets. (Too
many authentication requests, by themselves,
may degrade the operational performance of a
large QoS network). Next, the network must find
a route with the requested QoS for a higher pri-
ority against all other flows with lesser priority,
even if they are allocated identical QoS parame-
ters in all other respects. In heavy traffic situa-
tions, guaranteeing QoS for lesser priority traffic
may be extremely difficult or impossible. The
development of QoS routing policies, algorithms,
and protocols for handling user data with multi-
ple priorities is also an open area.

Minimization of
routing updates
is a principal
objective of
network
engineering, for
routing updates
consume network
bandwidth and
router CPU
capacity. Second,
frequently
changing routes
could increase
the delay jitter
experienced by
the users.
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The beaconing
mechanism lies at
the heart of ad
hoc networking,
for otherwise, a
node will not
even know its
adjacent
neighbors which
change
dynamically in an
ad hoc network.

! Preestablished network
policies should determine
the steps to be taken in
case no feasible route
could be found during the
route establishment phase.
The service request may
be rejected, and the node
blocked, or the network
may negotiate for a service
with lower QoS by
exchanging control pack-
ets using best-effort rout-
ing, assuming that such
alternative QoS is avail-
able. Such considerations
are beyond the scope of
this article.

Similar challenges exist in designing QoS
routing schemes supporting multiple service
classes. For more discussion, see [9]; for addi-
tional details, [7; Ch. 3].

We conclude this section with a word on secu-
rity issues for QoS routing. The objective of a
robust security policy is to maintain the opera-
tional integrity of a routing protocol against unin-
tended or deliberate attacks. The attacks may
appear in the form of flows making too many
invalid requests, or requests for inappropriate
allocation of network resources, or attempting to
mimic or preempt network control functions. This
is also an area for further investigation.

Our discussion, up to this point, has been
limited to unicast routing. The essential problem
here is to find a feasible path from a source
node to a single destination node that satisfies a
set of QoS constraints, and possibly some other
additional optimization criteria such as minimal
cost and maximum network throughput. The
multicast routing problem, on the other hand, is
distinguished by more than one destination
node, where the objective is to find not a single
path, but a feasible tree rooted at the source.
Each path from the source to one of the destina-
tion nodes in the tree is required to satisfy the
specified set of QoS constraints; these paths are
required to satisfy the additional optimization
criteria, if any, simultaneously. As observed in
[7], many of the associated optimization prob-
lems are NP-complete.

We have presented only a broad-brush
overview of the QoS routing. Many issues such
as the effect of imperfect knowledge of network
state information on routing, and hierarchical
aggregation of routing information for scalabili-
ty, have not been mentioned. All these issues
profoundly affect the QoS in ad hoc wireless
networks, and are considered in the next section.

QoS ROUTING IN
AD Hoc NETWORKS

The basic concepts of QoS routing discussed in
the previous section constitute the foundation
for QoS routing for ad hoc networks as in Fig. 1.
We assume that each node carries a unique
identity recognizable within the network. Our
basic reference is [7]. Following [7], we assume
the existence of all necessary basic capabilities,
such as suitable protocols for medium access
control and resource reservation, resource track-
ing, and state updates. Each node periodically
broadcasts a beacon packet identifying it (and its
pertinent QoS characteristics), thus allowing
each node to learn of its adjacent neighbors (i.e.,
with which it can communicate directly).

The beaconing mechanism lies at the heart of
ad hoc networking, for otherwise a node will not
even know its adjacent neighbors which change
dynamically in an ad hoc network. The knowl-
edge of adjacent neighbors is, of course, indis-
pensable for routing.

Two routing techniques are considered in [7],
both limited to combinatorially stable QoS-pre-
serving networks. One is based on the availabili-
ty of only local state information, and the other
assumes possibly inaccurate knowledge of global

states. When an existing feasible route becomes
unavailable, a new feasible path is determined,
and the flow is rerouted to the new feasible
path. During the interval immediately following
the disappearance of the existing path and the
establishment of the new route, data packets are
sent as best-effort traffic.

For QoS routing using only the local state
information, [7] introduces two different dis-
tributed routing algorithms, the so-called source-
initiated routing and destination-initiated routing.
Both rely on the use of probe packets with appro-
priate nodal identity and QoS information in
identifying a feasible route with the desired QoS
characteristics.! The probe packets are sent by
the source and intermediate routers using a form
of flooding. Various mechanisms are considered
in [7] to mitigate the penalties of flooding, and
the advantages of destination-initiated routing
over the other methods established under cer-
tain conditions.

The techniques based on imprecise knowl-
edge of global states in [7] uses the notion of
ticket-based probing for identifying a feasible
route. Each probe from the source toward the
destination carries at least one ticket to control
how many alternate paths to be searched, thus
minimizing the routing overhead. The lower
the likelihood of finding a route with the
desired QoS requirements, the larger the num-
ber of tickets carried by the probe. The probes
are attempted to be sent along links the QoS
characteristics of which are relatively constant
(or slowly varying) in time. The basic routing
mechanism is distributed or hop by hop; in [7],
the information for multiple feasible routes is
stored in the probes instead of the intermedi-
ate routers.

Multiple mechanisms are considered in [7] for
QoS-preserving QoS routing by detecting broken
routes and then either repairing the broken route
or rerouting the flow on an alternate route with
the desired QoS. The likelihood of QoS violation
is reduced further by using redundant routes of
various kinds. A broken route is detected by using
the beaconing protocol for detecting adjacent
neighbors. Consider Fig. 2. If node B determines
that C is no longer its neighbor because the link
between B and C (in red) is broken, it may
attempt to repair the route by finding another
node E such that by replacing segment B-C with
segment B-E-C, the QoS requirement is satisfied
between the source s and the destination d. If no
such route segment can be found, B notifies the
source that the route is broken. Depending on
the network policy, B may send the notification of
route unavailability to s without attempting to
repair the route.

When the source receives the notification of
route unavailability, it seeks an alternate route
with the same QoS characteristics, as shown in
Fig. 3. The unusable route is shown in red, and
the new alternate route is shown in blue. If such
a route can be found, the flow is rerouted to it
after the necessary route updates among the
pertinent nodes.

The existence of the QoS route between a
source-destination pair needs to be reaffirmed
periodically when routing with imprecise infor-
mation by sending suitably constructed control
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packets, called refresher packets in [7], from
the destination back to the source. If such a
packet fails to arrive within a predetermined
timeout interval, the QoS route is declared
unavailable and the associated resources
released. This also accommodates the failure
to reach various unavailability notifications to
their intended recipients using additional
timeout mechanisms.

Multiple redundant routing mechanisms are
also considered in [7] for minimizing the likeli-
hood of QoS violation due to route failures.
Consider Fig. 4. At the highest level of redun-
dancy, multiple alternate routes with the same
QoS guarantee are established for the flow,
and are used simultaneously. The alternate
routes should be preferably disjoint, although
this may not always be possible. Duplicate
packets are discarded at the destination. At the
next lower level of redundancy, the routes and
associated resources are reserved and rank-
ordered, but not used unless the primary route
fails, or the first choice for the alternate route
fails while the primary is unavailable, and so
forth. When not in use for the QoS-guaranteed
flow, the alternate route is used to carry best-
effort packets. At the lowest level of redundan-
cy, only the route is identified; no resource is
reserved. When the primary path fails, the
alternate paths are checked to determine
whether the necessary resources are still avail-
able. Rerouting is initiated if none of the alter-
nate routes are found to be able to support the
desired QoS.

A bandwidth-constrained QoS routing algo-
rithm using a distance vector protocol was pro-
posed in [10], but without accommodating the
effects of imprecise network state information.
Using concepts from multilayer adaptive con-
trol, [8] presented a highly sophisticated
approach for controlling QoS in large ad hoc
networks by using hierarchically structured mul-
ticlustered organizations. The role of cluster
dynamics and mobility management, as well as
resource reservation and route repair and
router movement on QoS are addressed in
detail. Two new QoS routing schemes, both
based on link state protocols as the underlying
mechanism, appear in [3]. Both attempt to
reduce routing update overhead, one by selec-
tively adjusting the frequencies of routing table
updates, and the other by reducing the size of
the update messages by using a hierarchical
addressing approach. Another novel approach
for QoS routing is advanced in [5] using the
notion of a core as a self-organizing set of nodes
for routing. The overhead of routing update is
reduced by decreasing the number of nodes
doing route computation and limiting the prop-
agation of link state information for highly
transient nodes. The emphasis of [2] is on the
medium access mechanism, while [4] proposes a
distance-vector-based routing mechanism with
focus on bandwidth control, with explicit con-
sideration of broken routes.

Rapid topology changes militate against QoS
guarantees. Let 1, and 7, denote the interval
between two consecutive topology change events
and the time it takes to complete the calculation
and the propagation of the topology updates
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resulting from the last topology change, respec-
tively. Recall that an ad hoc network is combina-
torially stable only if T, < 71,.2 If the just
computed feasible route ceases to exist during
the corresponding topology update, the QoS
guarantee becomes meaningless. Maintaining
bounds on delay jitter may also become imprac-
tical even in a combinatorially stable network if
T, remains “close” to T,.. It may be necessary to
investigate more rigorous criteria for different
degrees of combinatorial stability for different
QoS constraints.

Consider now the possibility of making the
network QoS-robust for a particular flow and its
associated QoS constraints so that the guaran-
tees can be maintained during any topology
updating. This is clearly impossible as a deter-
ministic objective for an arbitrary ad hoc net-
work; QoS robustness needs to be specified as a
probability bound for QoS violation during a
topology update the duration of which does not
exceed a fixed upper bound. We limit our atten-
tion exclusively to combinatorially stable net-
works. We also assume that connectivity between
a node and the rest of the network is never lost
because of low battery power, or because the
mobile node has wandered far enough away.
The smaller the value of T,,, the smaller the
probability of QoS violation. In addition,
resources must remain available for use whenev-
er necessary. Redundant routing as in Fig. 4
clearly could help accomplish both. Further

2 In practice, these are
random variables.
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The general
issue of
QoS-robustness
is yet uncharted
territory. The
same is also
true for
accommodating
traffic with
multiple priorities,
including
preemptive

priorities.

studies are necessary to identify completely all
the quantitative benefits of this approach. Use of
preemptive priority, class of service mechanisms,
and segregation of dedicated resources for QoS-
robust ad hoc networking also offer promising
areas of investigation.

CONCLUSION

We have attempted a brief introduction to the
new but rapidly growing area of research on
guaranteeing QoS in ad hoc mobile wireless net-
works. We refer the reader to [7] for a compre-
hensive treatment of the state of the art circa
1999. The issues are challenging; many of the
underlying algorithmic problems are currently
perceived as generally intractable (NP-com-
plete). The issues are complicated by the lack of
sufficiently accurate knowledge, both instanta-
neous and predictive, of the states of the net-
work (e.g., the quality of the radio links, and
availability of routers and their resources).
Indeed, guaranteeing QoS in such a network
may be impossible if the nodes are too mobile.
Even the size of the ad hoc network becomes an
issue beyond a certain level, because of the
increased computational load and difficulties in
propagating network updates within given time
bounds. Will the network have to be treated, as
some have already suggested [8], as some form
of hierarchically ordered collection of subnet-
works where at each level the pertinent size is
not an issue? Is such an ordering always possi-
ble? The challenges increase even more for
those ad hoc networks that, like their conven-
tional wireless counterparts, support both best-
effort services and those with QoS guarantees,
allow different classes of service, and are
required to interwork with other wireless and
wireline networks, both connection-oriented and
connectionless. Algorithms, policies, and proto-
cols for coordinated admission control, resource
reservation, and routing for QoS under such
models are only beginning to receive attention.
The general issue of QoS robustness is yet
uncharted territory. The same is also true for
accommodating traffic with multiple priorities,
including preemptive priorities. We have not
even mentioned the issue of network manage-
ment for ad hoc networks with QoS in the main
text; to our knowledge, neither has anyone else.
Much work remains to be done on cost-effective
implementation issues to bring the promise of ad
hoc networks within the reach of the public.
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